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Introduction

“The truth, the whole truth, and nothing but the truth.” This famous oath could have constituted, back in
the 17th century, Leibniz’s profession of faith in seek of his calculus ratiocinator. Indeed he envisioned
that every philosophical dispute may be settled by a calculation [107]23:

“The only way to rectify our reasonings is to make them as tangible as those of the Mathemati-
cians, so that we can find our error at a glance, and when there are disputes among persons,
we can simply say: Let us calculate [calculemus], without further ado, to see who is right.
[...] if controversies were to arise, there would be no more need of disputation between two
philosophers than between two calculators. For it would suffice for them to take their pencils
in their hands and to sit down at the abacus, and say to each other [...]: Let us calculate”

While there are reasonable doubts about whether Leibniz intended for the so-called calculus ratiocinator,
the system or device used to perform these logical deductions, to be an actual machiné?? or simply an
abstract calculus, it is certain that he hoped to reduce all human reasonings to computation.

Alas, an obstacle—and not the least— was standing on his way: at the time, reasoning was taking
the form of informal text, even in mathematics. Leibniz was then about to initiate a long path towards
the formalization of mathematics. As a first step, he proposed the concept of characteristica universalis
which was meant to embody every human concept. Leibniz indeed had a combinatorial view of human
ideas, thinking that they “can be resolved into a few as their primitives” [106} p. 205]. This idealistic
language should thereby assign a character to each primitive concept, from which we could form char-
acters for derivative concepts by means of combinations of the symbols: “it would be possible to find
correct definitions and values and, hence, also the properties which are demonstrably implied in the defini-
tions” [106}, p. 205]. Leibniz thus intended for the characteristica universalis to be a universal language,
which was to be employed in the computation of the calculus ratiocinator. If, at the end of the story,
this dream turned out to be a chimera, we should acknowledge that his set idea of relating logic to
computation was brightly visionary. Due do this connection, we can trumpet that this thesis is part of
a tradition of logic initiated by Leibniz himself. To find our way back from the present dissertation to
the calculus ratiocinator, let us identify a few milestones2 along the path.

It actually took two centuries until a major step was made in direction of a formalization of math-
ematics. In the meantime, the scientific community had to handle an episode which shook the very
foundations of mathematics: the discovery of non-Euclidean geometries. Two millenia earlier, Euclid
gave in his Elements the first axiomatic presentation of geometry. He placed at the head of his treatise a
collection of definitions (e.g. “a line is a length without breadth”), common notions (e.g. “things equal to

2For the reader looking for a good old exercise of Latin, here comes the original quote [106} p. 200]: Quo facto, quando
orientur controversiae, non magis disputatione opus erit inter duos philosophus, quam inter duos computistas. Sufficiet enim
calamos in manus sumere sedereque ad abacos, et sibi mutuo (accito si placet amico) dicere: calculemus.

2Leibniz was one of the pioneers of mechanical calculator with his Stepped Reckoner, the first machine with all four
arithmetic abilities.

30 Amusingly, calculus precisely means stone in Latin. Despite serious scrupula, we could not refrain ourselves from annoy-
ing the reader with this insignificant observation.
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the same thing are also equal to one another”) and five postulates (e.g. “to draw a straight-line from any
point to any point”). Amongst these postulates, the fifth, also called the parallel postulate, has literally
retained mathematicians’ attention for a thousand years:

If a straight line crossing two straight lines makes the interior angles on the same side less than
two right angles, the two straight lines, if extended indefinitely, meet on that side on which
are the angles less than the two right angles.

Because of its surprising prolixity with respect to the first four postulates, numerous attempts were
made with the aim of deducing the parallel postulate from the first four, none of them showed to be
successful. In the 1820s, Nikolai Lobachevsky and Janos Bolyai independently tackled the problem in
a radically new way. Instead of trying to obtain a proof of the parallel postulate, Bolyai considered a
theory relying only on the first four postulates, which he called “absolute geometry” [19]], leaving the
door open to a further specification of the parallel postulate or its negation. In turn, Lobatchevsky built
on the negation of the parallel postulate a different geometry that he called “imaginary” [110]. Inter-
estingly, to justify the consistency of his system, Lobachevsky argued that any contradiction arising
in his geometry would inevitably be matched by a contradiction in Euclidean geometry. This appears
to be the earliest attempt of a proof of relative consistencyl. A few years later, Bernhard Riemman
published a dissertation in which he also constructed a geometry without the parallel postulate [145]].
For the first time, some mathematical theories were neither relying on synthetic a priori judgments nor
on empirical observations, and yet, they were consistent in appearance. Theses new geometries, by
denying traditional geometry its best claim to certainty, posed to the community of mathematicians a
novel challenge: How can it be determined for sure that a theory is not contradictory? If Leibniz was our
first milestone on the way, we would like the second one to mark this question.

For years, non-Euclideans geometries have been the target of virulent criticism, the colorful lan-
guage of which the decency forbids us from transcribing here. One of the strongest opponent to these
geometries was Gottlob Frege, who notably wrote: “No man can serve two masters. One cannot serve the
truth and the untruth. If Euclidean geometry is true, then non-Euclidean geometry is false.” [49]. Frege was
thus in line with the ground postulate of Leibniz’s calculus ratiocinator that the truth of any statement
can be decided. In this perspective, Frege accomplished a huge step for the formalization of mathe-
matics. In 1879, he introduced his Begriffsschift [48]], a formal language to express formulas and proofs.
Frege aimed at expressing abstract logic by written signs in a more precise and clear manner than it
would be possible by words (which is not without recalling Leibniz’s intentions with the characteristica
universalis). Especially, Frege was responsible for the introduction of the quantifiers Y—“for all’—and
J—"there exists"—and most importantly of a proof system based on axioms and inference rules. Thereby,
he paved the way for a syntactic study of proofs, emphasizing the provability of formulas.

On the other hand, the earlier work of Boole [20] did not lead to a language peculiar to logical
considerations, but rather to the application of the laws (and symbols) of algebra® to the realm of
logic. In particular, Boole’s approach consists in assigning a truth value to each proposition, pointing
out the semantic notion of validity of formulas.

Despite Boole and Frege advances, when the 20" century began, the existence of calculus ratioci-
nator was still a plausible expectation in light of the state of the art in logic. Even without matching

31 Actually, there is an earlier trace of such a proof in Thomas Reid’s work [142]]. He defined a non-Euclidean geometry, his
so-called “geometry of visibles”, that he described as being the one perceived by the Idomenians, some imaginary beings de-
prived of the notion of thickness. Reid claims that the “visible” space can be represented by an arbitrary sphere encompassing
the space. This can also be considered as a relative consistency proof, asserting that the geometry of visibles is consistent if
spherical geometry is. A detailed discussion on Reid’s geometry can be found in [36]].

32 According to Boole, “the operations of Language, as an instrument of reasoning, may be conducted by a system of signs
composed of [...] literal symbols x,y, ... [...] signs of operation, as =, —, X [...] the sign of identity =. And these symbols of Logic
are in their use subject to definite laws, partly agreeing with and partly differing from the laws of the corresponding symbols in
the science of Algebra” [20, Chapter II].
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Leibniz’s ambition of deciding the validity of any philosophical statement, the problem of deciding
the truth merely within mathematics was still an open question. In 1900, Hilbert drew up a list of
twenty-three problems—another milestone along our travel time—the second of which was to prove
the compatibility of the arithmetical axioms, “that is, that a finite number of logical steps based upon
them can never lead to contradictory results” [73]. Rooted in this question, Hilbert established in the
1920s a program aiming at a formalization of all mathematics in axiomatic form, together with a proof
that this axiomatization is consistent. Hilbert’s manifesto for a quest of foundations climaxed with the
slogan “No ignorabimus” during a radio broadcast in 1930%2 [74]):

“For us mathematicians, there is no ‘ignorabimus’, and, in my opinion, there is none whatso-
ever for the natural sciences. In place of this foolish ‘ignorabimus’ let our watchword on the
contrary be: We must know — we shall know!”

In continuation of his program, Hilbert raised with Ackermann another fundamental question in 1928,
which is known as the Entscheidungsproblem [[75]: to decide if a formula of first-order logic is a tautol-
ogy. By “to decide” is meant via an algorithm, by means of a procedure. The signification of “algorithm”
should be taken in context: the very concept of computer was yet unknown, an algorithm was thus
to be understood as a methodical way of solving a problem, as a computational recipe. By putting the
computation at the heart of the problem, the Entscheidungsproblem enters directly into the heritage of
Leibniz quest for a calculus ratiocinator.

Unfortunately, Hilbert’s fine aspirations were quickly shattered. First by Godel [61]], who proved
in 1931 that any consistent logical system, provided that it is expressive enough, featured a formula
which is not provable in this system, nor is its negation. Worst, he showed in particular that the consis-
tency of arithmetic could not be proved within arithmetic, giving then a definitive and negative answer
to Hilbert’s second problem. As for the Entscheidungsproblem, Church [25] 26]] and Turing [[154} [155]
independently proved that no algorithm could ever decide the validity of first-order formulas. Both
answers relied on a specific definition of the notion of computability, captured in one case by Turing
machines, by the A-calculus in the case of Church. Church and Turing proved that both formalisms
were equivalent, laying the ground of a unified definition of what are the “computable” functions. In
other words, the concept of computer was born.

Leaving aside a few decades and some noteworthy discoveries, the second to last milestone on
our journey, arguably the most important one concerning this thesis, is due to Curry [33| [34] and
Howard [77], in 1934 and 1969 respectively. Independently, they both observed that the proofs of a
constructive subset of mathematics, called intuitionistic logic, coincide exactly with a typed subset
of the A-calculus. This observation had a particularly significant consequence: by asserting that (in-
tuitionistic) proofs were nothing less than programs, it put the computation at the center of modern
proof theory. Furthermore, it brought kind of a small revolution by giving the possibility of designing
altogether a proof system and a programming language, bug-free by essence.

While the proofs-as-programs correspondence seemed for a time to be bounded to intuitionistic
logic and purely functional programming language, Griffin discovered in 1990 that Scheme’s control
operator call/cc could be typed by a non-constructive principle named the law of Peirce [62]]. Several
calculi were born from this somewhat accidental breakthrough, allowing for a direct computational
interpretation of classical logic. Especially, Krivine developed the theory of classical realizability based
on an extension of the A-calculus with call/cc, in which he tried to obtain programs for well-known
axioms. In so doing, he adopted a conquerent state-of-mind, proposing to push further the limits of
Curry-Howard correspondence by programming new proofs.

33In case some readers would not have found satisfaction with the former Latin exercise, here his the original German
declaration: “Fiir uns gibt es kein Ignorabimus, und, meiner Meinung nach, auch fiir die Naturwissenschaft iiberhaupt nicht.
Statt des térichten Ignorabimus, heifle im Gegenteil unsere Losung: Wir miissen wissen — wir werden wissen!”.
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Yet, it would be unfair to reduce classical realizability, our last milestone, to its sole contribution
to proof theory. To highlight its particular significance, allow us a slight digression back to the early
1900s. Indeed, we eluded in our presentation the fact that mathematics were affected by the so-called
foundational crisis. To cut a long story short, Frege axiomatized in his Begriffsschift [48] a set theory
built on Cantor’s earlier ideas. This theory was intended to lay a foundational ground to the definition
of all mathematics, but a few years later a paradox was discovered by Russell, proving the theory to be
inconsistent. If the axiomatization of set theory was finally corrected by Zermelo and Fraenkel, further
to this episode, the question of proving the consistency of a given axiomatization has been a central
issue for logicians of the 20" century. Two axioms were particularly controversial, namely the axiom
of choice and the continuum hypothesis. Relying on Boole’s notion of validity, Godel first proved in
1938 that both were consistent with Zermelo-Fraenkel set theory [66]. Cohen finally proved that these
axioms were independent from set theory, by showing that their negations were also consistent with
set theory. To this end, he developed the technique of forcing to construct specific models in which
these axioms are not valid.

At the edge of the last decade, Krivine showed in an impressive series of papers [98] (99, 100, [10T]]
that classical realizability also furnishes a surprising technique of model construction for classical the-
ories. In particular, he proved that classical realizability subsumes forcing models, and even more, gives
raise to unexpected models of set theories. Insofar as it opens the way for new perspectives in proof
theory and in model theory, we can safely state that classical realizability plays an important role in
the (modern) proofs-as-programs correspondence.

This thesis is in line with both facets of classical realizability. On the one hand, from the point
of view of syntax and provability, we continue here a work started by Herbelin in 2012 [70] which
provides a proof-as-program interpretation of classical arithmetic with dependent choice. Half of this
thesis is devoted to proving the correctness of Herbelin’s calculus, called dPA®, which takes advantage
of several extensions of the proofs-as-programs correspondence to interpret the axiom of dependent
choice. We rephrase here Herbelin’s approach in a slightly different calculus, dLPA®, of which we
analyze the different computational features separately. We finally prove the soundness of dLPA®,
which allows us to affirm:

Constructive proofs of the axioms of countable and dependent choices can be obtained in clas-
sical logic by reifying the choice functions into the stream of their values.

On the other hand, from the viewpoint of semantics and validity, we pursue the algebraic analysis
of the models induced by classical realizability, which was first undertaken by Streicher [151]], Ferrer,
Guillermo, Malherbe [44] [45] [43]], and Frey [50} [51]]. More recently Miquel [[121]] proposed to lay the
algebraic foundation of classical realizability within new structures which he called implicative algebras.
These structures are a generalization of Boolean algebras (the common ground of model theory) based,
as the name suggests, on an internal law representing the implication. Notably, implicative algebras
allow for the interpretation of both programs (i.e. proofs) and their types (i.e. formulas) in the same
structure. In this thesis, we deal with two similar notions: disjunctive algebras, which rely on internal
laws for the negation and the disjunction, and conjunctive algebras, centered on the negation and the
conjunction. We show how these structures underly specific models induced by classical realizability,
and how they relate to Miquel’s implicative algebras. In particular, if this part of the thesis were to be
reduced to a take-away message, we would like this message to be:

The algebraic analysis of the models that classical realizability induces can be done within
simple structures, amongst which implicative algebras define the more general framework.
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The main contributions of this thesis can be stated as follows.

1. Arealizability interpretation a la Krivine of the I[lm*]-calculus (4], which is a call-by-need calcu-
lus with control and explicit stores. This interpretation provides us with a proof of normalization
for this calculus. In addition, it leads us toward a typed continuation-and-store-passing style
translation, which relies on the untyped translation given in [4]. We relate the store-passing
style translation with Kripke forcing translations.

2. A classical sequent calculus with dependent types, which we call dL. While dependent types
are known to misbehave in presence of classical logic, we soundly combine both by means of a
syntactic restriction for dependent types. We show how the sequent calculus presentation brings
additional difficulties, which we solve by making use of delimited continuations. In particular,
we define a typed continuation-passing style translation carrying the dependencies.

3. A proofs-as-programs interpretation of classical arithmetic with dependent choice, which we
dLPA®. Our calculus is an adaptation of Herbelin’s dPA® system, given in a sequent calculus
presentation. Drawing on the techniques previously developed for the I[lw*]—calculus and dL,
we defined a realizability interpretation of dLPA®. This implies in particular the soundness and
the normalization of dLPA®, properties which were not proved yet for dPA®.

4. A Coq formalization of Miquel’s implicative algebras [121]]. Since implicative algebras aim, on
a long-term perspective, at providing a foundational ground for the algebraic analysis of real-
izability models, I believe that having a Coq development supporting the theory is indeed an
appreciable feature.

5. The definition and the study of disjunctive algebras. We show how these structures, which are
similar to implicative structures, naturally arise from realizability models based on the decom-
position of the implication A — B as =A V B. We study the intrinsic properties of disjunctive
algebras, and we prove that they are particular cases of implicative algebras.

6. The notion of conjunctive algebra, which relies on the decomposition of the implication A — B
as =(A A —B). We explain how these structures naturally underly the realizability interpretations
of some specific call-by-value calculus. We then prove that any disjunctive algebra induces a con-
junctive algebra by duality. The converse implication and the properties of conjunctive algebras
are yet to be studied.

The thesis itself is broadly organized according to the contributions listed above. We give here a
description of the different chapters which compose this manuscript.

The first part of this thesis consists of a preliminary introduction to the scientific topics involved in
the thesis. We attempt to be as self-contained as possible, and in particular these chapters are there to
introduce well-known definitions and illustrate techniques which are relevant to the later contributions.
As such, experts in the field should feel free to skip this part, all the more as back references are made
to these chapters when necessary.

In Chapter [1} we give a self-contained introduction to formal logic, and present the concepts of
theory, proof, and model. We come back in details to the notions of provability and validity evoked in
the introduction, which we illustrate with several examples. Hopefully, this chapter should be accessible
to anyone with a scientific background.

In Chapter[2] we introduce the A-calculus, which is the fundamental model of computation for the
study of functional programming languages. We first present the untyped A-calculus, and we focus on
the key properties that are in play in the study of such a calculus. We then present the simply-typed A-
calculus and the proofs-as-programs correspondence. Once again, this chapter is meant to be accessible
to curious non-specialists, which may understand here the second half of this thesis title.

In Chapter 3, we give a survey of Krivine’s classical realizability. In particular, we introduce the
Ac-calculus with its abstract machine, and we give in details the definition of classical realizability. We
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then present some of its standard applications, both as a tool to analyze the computational behavior of
programs and as a technique of model construction.

In Chapter 4} we present Gentzen’s sequent calculus. together with its computational counterpart,
Curien and Herbelin’s Apfi-calculus. We take advantage of this section to illustrate (on the call-by-name
and call-by-name Apji-calculi) the benefits of continuation-passing style translations and their relations
with realizability interpretations a la Krivine. In particular, the expert reader might be interested in our
observation that Danvy’s methodology of semantic artifacts can be used to derive realizability inter-
pretations.

The second part of this thesis is devoted to the study of a proof system allowing for the definition
of a proof term for the axiom of dependent choice.

In Chapter |5, we give a comprehensive introduction to Herbelin’s approach to the problem with
dPA® [[70]. We explain how the different computational features of dPA®“—namely dependent types,
control operators and a co-inductive fixpoint which is lazily evaluated—are used to prove the axioms of
countable and dependent choices. We then focus on the difficulties in proving the soundness of dPA®,
which are precisely related to the simultaneous presence of all these features. Finally, we present our
approach to the problem, and the organization of the subsequent chapters.

In Chapter @ we present a call-by-need calculus with control, the I[lm*]-calculus. This calculus
features explicit environments in which terms are lazily stored, which we use afterwards in dLPA®. To
prepare the later proof of normalization for dLPA®, we prove the normalization of the I[lw*] -calculus
by means of a realizability interpretation. We also give a typed continuation-and-store passing style,
whose computational content highlights the already known connection between global memory and
forcing translations.

In Chapter 7} we introduce dL, a sequent calculus with control and dependent types. Here again,
the underlying motivation is to pave the way for the further introduction of dLPA®. Nonetheless, such
a calculus is an interesting object in itself, which motivates our thorough presentation of the topic.
We thus explain how control and dependent types can be soundly combined by means of a syntactic
restriction of dependencies. We show how the challenge posed by the sequent calculus presentation can
be solved thanks to the unexpected use of delimited continuations. The latter has the significant benefits
of making the calculus suitable for a typed continuation-passing style carrying the dependencies.

Finally, in Chapter [8] we present dLPA®, a calculus which soundly combines all the computational
features of dPA® in a sequent calculus fashion. We give a realizability interpretation for dLPA®, whose
definition relies on the interpretations previously defined for the I[lw*] -calculus and dL. We deduce
from this interpretation the soundness and normalization of dLPA®, the primary objectives of this part
of the thesis.

The third part of the thesis is dedicated to the study of algebraic structures arising from the models
that Krivine’s classical realizability induces.

In Chapter 9] we give a detailed introduction to the topic, starting from Kleene intuitionistic real-
izability to eventually reach the notion of realizability triposes. In particular, we recall some standard
definitions of the categorical analysis of logic. Then we present the algebraic approach to classical
realizability and the structures that are involved.

In Chapter [10} we present Miquel’s implicative algebras [121]], which aim at providing a general
algebraic framework for the study of classical realizability models. We first give a self-contained pre-
sentation of the underlying implicative structures. We then explain how these structures can be turned
into models by means of separators. Finally, we show the construction of the associated triposes to-
gether with some criteria to determine whether the induced model amounts to a forcing construction.
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In Chapter |11} we follow the rationale guiding the definition of implicative algebras to introduce
the notion of disjunctive algebra. Our main goal in this chapter is to draw the comparison with the
implicative case, and especially to justify that the latter provides a more general framework than dis-
junctive algebras. After studying the properties peculiar to disjunctive algebras, we eventually prove
that they indeed are particular cases of implicative algebras.

Last, in Chapter[12] we attempt to follow the same process in order to define the notion of conjunc-
tive algebra. If we succeed in proving that any disjunctive algebra give raise to a conjunctive algebra by
duality (which is to be related with the well-known duality between call-by-name and call-by-value),
we do not prove the converse implication. We conclude by saying a word on the perspectives and
questions related to the algebraization of classical realizability.
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1- Logic

1.1 Theory

A famous character of a well-known book once said to a young student of his:

The truth. [...] It is a beautiful and terrible thing, and should therefore be treated with great
caution.

While inattentive readers of this best-seller might have missed the significance of this declaration, it
makes no doubt that this wise character intended to point out the fact that truth is a concept that is
not as well-defined as one believes. This thesis being somewhat centered on the notions of truth and
proofs, our starting point will be the definition of these key notions. In spite of a long faith in a total
and absolute truth that mathematics ought to contain, belief of which Leibniz’s quest for a calculus
ratiocinator and Hilbert’s second problem only were the top of the iceberg, one of the major lesson
from the 20" century in logic is that the notion of mathematical truth is deeply relative to its context
and not uniquely defined.

In the next sections, we shall present two very different notions of truth. Considering again the
example of geometryﬂ two concepts are to be opposed. On the one hand, the theory of Euclidean
geometry is an axiomatization intended to give a faithful representation of the world, expressed by
means of Euclide’s postulates. On the other hand, a model of this theory is a particular structure in
which all the axioms of the theory hold. As explained in the introduction, a given axiomatization
might be satisfied by several models. From these concepts are derived two different notions of truth:

« provability, a syntactic notion, expresses the existence of a proof in a theory,

« wvalidity, a semantic notion, expresses the validation of a formula by a particular model of the
theory.

Let us contemplate the case of Euclid’s parallel postulate to illustrate the distinction between these
notions. The parallel postulate is independent from other Euclid’s postulates, that is to say that in
the theory where only the first two postulates (cf. introduction) are assumed, the parallel postulate is
neither provable nor disprovable. Notwithstanding, there exists at the same time a model in which it is
valid (euclidian geometry) and different models in which it is not (non-euclidian geometries).

We shall start this section by introducing different concepts that are necessary to the definition of
the concept of theory in Section[1.1.1} and pursue with the definition of a model in Section

1.1.1 Language

Roughly, we can say that a theory is given by a language, which defines formulas and thus the expres-
siveness of the theory; and by the set of theorems, the formulas that are considered as true. Presented

IWe deliberately choose to leave the precise reference apart from our bibliography, such an item would indubitably put
the scientific rigor of this manuscript in question.
2See the introduction.
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CHAPTER 1. LOGIC

this way, truth corresponds to true formulas, which seems—and is—terribly tautological. The interest-
ing point resides in defining which are the true formulas, and especially in how we define them. But
before refining our notion of theory, let us first examine some examples of languages.

Example 1.1 (Propositional logic). The language of propositional logic consists in propositions that
are formed themselves by other propositions and the use of logical connectives. Specifically, we assume
given a denumerable set A of atomic formulas and we define the propositions (or formulas), that are
denoted by capital letters A, B, by:

AB:=X|-A|A=>B|AAB|AVB (X € A)

where —A reads “not A”, A = B reads “A implies B”, A A Breads “A and B”, and AV Breads “A or B”.
We often consider that we have two particular atomic formulas in A: true, that we write T, and false
that we write L, and if so, —A is defined as A = L. It may be observed that our choice of connectives
is arbitrary in the sense that we could have defined formulas from less or more connectives, or more
generally from a signature of logical connectives. a

While propositional logic can tracked to the 3' century B.CE, the development of predicate logic,
that can be considered as the next major advancement in logic, is much more recent and due to Frege
in the 1870s. Intuitively, propositional logic only allows for declarative sentences such as ‘T am a cat”
or “Plato is a cat” (or logical composition of declarative sentences, as in “Tam a cat” implies ‘I like fish”),
but it does not allow to identify the common structure “be a cat”. Neither does it relate the “T” which
is a cat and the “T” which likes fish. Less does it permit to express something like “If x is a cat then x
likes fish”. The statement “x is a cat” or “Cat(x)” is what is called a predicate, depending on a variable
x, and more generally denoted by P(x). The main achievement of Frege was to introduce this notion,
together with the concept of quantification, allowing to specify the quantity of individuals for which
a statement holds. The universal quantification, written ¥, denotes the fact that a statement holds for
all individuals: Vx. Cat(x) is “for all x, x is a cat”. The existential quantification, written 3, denotes the
existence of (at least) one individual for which the statement holds: dx. Cat(x) is “there exists x such that
x is a cat”. The resulting language is called the language of predicate logic or language of first-order
logic.

Example 1.2 (First-order logic). The language of first-order logic is defined from two different syntactic
categories:

« terms or first-order expressions, that are built from a fixed set V of variables and a fixed signature
3 of functions symbols with their arities®:

e, ey == x| fleq,...,ex) (xeV,feZ)

« formulas, that are defined from a fixed signature ¥ of predicate symbols with their arities:
AB == P(ey,....ex) | Vx.A|Ix. A|A=B|AAB|AVB (P eXp)
|

It is worth noting that this language strictly subsumes the language of propositional logic, where
atomic formulas are nothing more than predicates of arity 0.

3More precisely, to the stoic Chrysippus, according to the Stanford Encyclopedia of Philosophy: |https://plato.
stanford.edu/archives/spr2016/entries/logic-ancient/.

*Such a signature can formally be defined as a pair 31 = (¥ ,ar) where ¥ is a denumerable set of functions symbols and
ar is a function ¥ — IN which assigns to each function its arity, i.e. the number of arguments it takes.

24


https://plato.stanford.edu/archives/spr2016/entries/logic-ancient/
https://plato.stanford.edu/archives/spr2016/entries/logic-ancient/
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Example 1.3 (First-order arithmetic). The language of first-order arithmetic is a special case of a first-
order language, where the signature for first-order expressions contains a constant 0 (function of arity
0), a symbol S (of arity 1) to denote the successor, as well as two function symbols + and X denoting
respectively the addition and the multiplication of natural numbers. As for the formulas, they are
defined with the two quantifiers of first-order logic and one unique predicate symbol = to denote the
equality of terms. The resulting syntax, where V is the set of variables, is given by:

Terms eies == x|0|s(e)|e +te|e Xey (xeV)
Formulas AB == ej=e | T|L|Vx.A|IxA|A=>B|AANB|AVB

-

These languages are called first-order because quantification is only authorized over first-order
terms (natural numbers in the case of arithmetic). As we shall use further in this manuscript second-
order or higher-order logic, let us give some more insight on this point.

Remark 1.4 (Order of a language). Let us informally define Prop as the “set” of propositions. In-
tuitively, we could think of Prop as being the set that only contains true and false: Prop = {T,L}.
In the case of arithmetic, first-order individuals corresponds to natural numbers in IN . A predicate
P(x1,...,xx) is thus a function from N¥ to Prop. Alternatively, one can think of a predicate P(x) as
a set P of naturals number, with P(x) = x € P. This way, second-order individuals are sets in £ (IN),
third-order individuals are sets of sets in P (P (N)), fourth-order sets of sets of sets, etc... : n™-order
individuals are elements of P(---P(IN) - --). With this intuition in mind, we say that a n''-order lan-
—
guage is a language that allows for quantifications ranging over n'-order individuals. For instance:

« zero-order logic is just propositional logic, since it does not allow any quantification,

« first-order logic is indeed predicate logic, which allows for quantifications over terms and ex-
presses properties about natural numbers,

« second-order logic corresponds to a language with quantifications ranging over predicates and
expresses properties about sets of natural numbers,

o efc... a

Up to now, in each example we only defined a language, whose symbols were not given any par-
ticular logical signification. Specifically, we said for instance that “=” denoted the equality, that “+”
denoted the addition or that s(0) was the successor of 0, so that any reader should be inclined to think
of s(0) as 1 and to 1 + 1 as 2. But there is no formal reason to do so!

In other words, we do not have any relation yet between s(0) + s(0) and s(s(0)). We can write
s(0) + s(0) = s(s(0)) just like we can write s(0) = 0 or T = L, because in both cases the language
is expressive enough. But we still need to give some kind of meaning to these symbols, and a least to
define what we consider as true statements. To put it differently, we need to define what is the logical
content of a theory.

We can now refine our notion of theory. A theory consists in three elements, namely:

« a language, which delimits the expressiveness of the theory;
« axioms, a minimal set® of closed formulas taken as true;

« a deductive system, which allows to deduce theorems from the axioms.

By minimal, we mean that none of the axioms should be proved from the other one using the deductive
system, which we shall now define. By closed, we mean that a formula can only contain variables that
are bound by some quantifier. For instance, Vx.Jy.y = x + x is a closed formula but dy.y = x + x is not
since x is free. Formally, we define by induction the set of free variables FV(A) of a formula A and say
that a formula A is closed if FV(A) = 0.

>These sets will mostly be finite in this manuscript.
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CHAPTER 1. LOGIC

Definition 1.5 (Free variables). The sets of free variables of first-order terms and formulas are induc-
tively defined by :

FV(x) £ {x} FV(f(e1,....ex)) = FV(e)U...UFV(eg)
FV(A= B) £ FV(A)UFV(B) FV(P(ey,...,ex)) £ FV(e))U...UFV(eg)
FV(AAB) = FV(A)UFV(B) FV(¥x.A) £ FV(A)\{x}
FV(AV B) = FV(A)UFV(B) FV(3x.A) £ FV(A)\{x}

Similarly, we define Ale/x], which reads “the formula A in which x is substituted by e”, that we will
use in the next section.

Definition 1.6 (Substitution). The substitution of a variable x by an expression e is defined by induction

over terms:
yle/x] = (if x = y)
yle/x] £ y (ifx #y)
(f(er,vex))le/x] = flele/x],. .. exle/x])
and formulas:
(P(e1,....ex))le/x] = Pleile/x],. .. ex[e/x])
(A= B)[e/x] £ Ale/x] = Ble/x]
(AAB)[e/x] & Ale/x] A Ble/x]
(AV B)[e/x] & Ale/x]V Ble/x]
(Vy.A)[e/x] = Vy.(Ale/x]) (ifx # y,y ¢ FV(e))
(Vy.A)[e/x] = Vy.A (otherwise)
(Ay.A)[e/x] £ Fy.(Ale/x]) (ifx #y,y ¢ FV(e))
(Ay.A)[e/x] £ Ty.A (otherwise)
Observe that in the case where the variable x corresponds to the variable bound by a quantifier (e.g.
¥x.A), the substitution is erased. J

1.1.2 Deductive system

The aim of a deductive system is to capture the notion of logical consequence in a theory. There exist
numerous deductive systems doing so, of which the most known are Hilbert’s deduction system, natu-
ral deduction and Gentzen’s sequent calculus. We will implicitly present Hilbert’s system in Chapter[10]
and we will introduce sequent calculus in Chapter[4] Let us focus now on the system of natural deduc-
tion, that we present with explicit contexts. Assume that we have a fixed language, for instance the lan-
guage of first-order logic. We call context any list (possibly empty) of formulas written T = Ay,...,A,.
Formally, this corresponds to the simple following grammar:

I'i=¢|T,A
and we define FV(T') as the union of free variables in each formula:
FV(e) 2 e FV(T',A) £ FV(I') U FV(A)

A judgment is a pair (I',A) written I' + A, where T is a context and A is a formula. Intuitively, the
sequent I' + A expresses that the formula A is a logical consequence of the hypotheses I'. Sequents
are deduced from each other by means of a deductive system. A deductive system is given by a set of
inference rules , which are of the form:

Jl ]n

(bli)
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Propositional logic
(Introduction rules) (Elimination rules)
AeT 'r.L
rra® rrT " rra
IArB '+tA=B T+HA
=7 =1 (=k)
'-A=21B I'+B
'rA TFB I'FAAB I''+rAAB ,,
rrang rra ¥ rvrp P
TEA . T'-B ) '+rAvB T,A+C T,B+C
== (V1) = (V7 (VE)
''+rAVB I''+AVB r-cC
First-order logic
'rA x¢FV(@) o I'kVYx.A V)
TFVYx.A ! T F A[t/x]
T+ Alt/x] ; '+3dx.A T,A+B x ¢ FV(T,B) ;
Traxa T+ B )

Figure 1.1: Natural deduction

where bli is the name of the rule, where the judgment J is the conclusion of the rule and where J;,. .., J,
are its premises. The rules of natural deduction, given in Figure are divided in two sorts of rules:

« introduction rules, that give the necessary premises to introduce a connective,
« elimination rules, that give a conclusion that is derivable from a connective.

For instance, the elimination for the connective = is none other than the Aristotelian principle of

modus ponens:
'rA=B r'rA
I'+B

(=)

expressing that knowing A = B and A, one can deduce B. Some rules (the axiom rule, the introduction
of ¥ and the elimination of J) also have a side-condition to restrict their scope. For example, the rule
(Ax) only applies if the formula A appears in the list T of hypotheses, while the introduction rule for ¥V
applies only if the variable x does not occur freely in T (intuitively, x refers to any arbitrary term).

Succession of inferences are then arranged in the form of a derivation tree, whose root is traditionally
located at the bottom. A sequent I' + A is said to be derivable if there exists a derivation tree whose
root is this sequent. This derivation tree is also called proof tree or simply proof.

Example 1.7 (Plato likes fish). Let us illustrate how natural deduction works by constructing the
derivation tree corresponding to the syllogism: “Plato is a cat, all cats likes fish thus Plato likes fish”.
We define two predicates Cat(x) and x © y by :

Cat(x) £ “xisa cat” xQy 2 “xlikes y”

and denote Plato by »J and “fish” by &2. Our hypothesis, which will constitute the context T', are then
defined by:

' = Cat(9),Yx.(Cat(x) = x &)
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All this being set, we are now ready to give the expected derivation:

Vx.(Cat(x) 2 x VD) €T .
X
T+ Vx.(Cat(x) = x 9 &) Cat( ) el
(YE) — (Ax)
I'+Cat(d) = 20D I' + Cat( )(
=

T Ao

E)

This proof tree reflects the structure of the expected proof. From bottom to top (and right to left), this
proof can be read:

« Plato likes fish by application of the modus ponens (=g), since “if Plato is a cat then Plato likes
fish” and “Plato is a cat”,

« the latter holds because it is an hypothesis (Ax),

«

o the former holds because it is in fact true for any individual (Vg): “for all x, if x is a cat then x
likes fish”,

« this last statement is an hypothesis (Ax).

We enjoin the reader desirous of getting more familiar with the manipulation of proof trees to do the
following exercises:

1. Introduce a predicate Fish(x) = “ is a fish”. Then generalize the hypothesis as “any cat like any
fish” and consider some fish to prove that Plato likes it.

2. Give a different derivation of the same judgment.

3. Change the hypothesis “Plato is a cat” by “Plato does not like fish” and prove that “Plato is not a
cat’. -

1.1.2.1 Intuitionistic and classical logic

Alternatively, one can think of an inference rule as a logical axiom. Indeed, the choice of inference rules
is not inconsequential and all deductive systems are not equivalent. Natural deduction, as we presented
it, is said to be intuitionistic or constructive, because it only entails constructive principle. For instance,
to construct a proof of a disjunction A V B, we need to actually choose between its left-hand side A or
its right-hand side B. As a consequence, the De Morgan law:

-(AAB) = (-A) V (-B)

is not provablé? in natural deduction with an empty context. Intuitively, this is due to the fact that the
knowledge of —(A A B) only provides us with the information that “A and B” is not true, it does not tell
us whether A or B (or both) is false. Hence we have no way to prove (—A) V (=B), which requires to
give either a proof of =A or a proof of —B. Similarly, the principle of excluded-middle:

AV (mA)

%This corresponds to the way the proof tree is build. The natural way of constructing a “hand-written” proof would be
just the opposite, from top to bottom: We know that for any individual x, if x is a cat, then x likes fish. In particular, if Plato is
a cat, then he likes fish. But we also know that Plato is a cat, hence he likes fish.

7The De Morgan law is not “false” in the sense that its negation is provable (which is not), but it is indeed not provable (we
will prove this in Section[L.2). Such an affirmation might seem puzzling at first sight (how can we prove the unprovability of
a formula?), but it is one of the biggest motivation to the introduction of a semantical truth through models.
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is not provablé® for all formulas, since it requires to effectively know whether A is true or not. If we
can prove one of A or —A, we can obviously prove A V (=A), if not we are stuck.

On the opposite, classical logic allows for instance to deduce a proof of A vV B from a reductio ad
absurdum: supposing that neither A nor B, one might obtain a proof of false (L) which is absurd, and
conclude that the hypothesis was false, hence A or B is true. This formally corresponds to the addition
of an extra logical axiom, which is usually chosen amongst these three principles:

AV (mA) (m—A)=> A (A=B)=>A) > A
(Excluded-middle) (Double-negation elimination) (Peirce’s law)

None of these axioms is provable in intuitionistic natural deduction, and they are logically equivalent
in the sense that any one of them is deducible from any other oné?. It is worth saying that in spite of
our presentation—which is mostly intuitionistic in this chapter—, classical logic is the logic the wo.man
in the street is accustomed to. In particular, most of mathematicians consider the double-negation
elimination or the excluded-middle as valid principles for reasoning and proving theorems.

Remark 1.8. The Curry-Howard correspondence, that will be presented in Section|[2.3] makes this idea
of constructivism even stronger: it associates to each proof a program whose computation corresponds
to the proof. Originally formulated in an intuitionistic setting, it was then extended to a classical frame-
work thanks to a clever interpretation of Peirce’s law. All this manuscript is dedicated to the study of
classical proofs through this interpretation. a

1.1.3 Theory

Given by a language together with a deductive system and a set of axioms, a theory .7 allows to deduce
theorems by means of logical consequences. Formally, a demonstration or proof of a formula A in the
theory .7 is a derivation whose conclusion is of the form I' + A, where T is a (finite) set of axioms of .7.
When such a demonstration exists, A is called a theorem of 7. The theory .7 is said to be incoherent
or inconsistent whenever the formula L is a theorem of .7 (or, equivalently, when any formula is a
theorem of .77). Otherwise, the theory is said to be coherent or consistent. Furthermore, a theory 7 is
said to be complete if for each formula A, either A is a theorem of .7 either its negation —A is.

Example 1.9 (Intuitionistic logic). The theory of intuitionistic propositional logic NJ is the theory
obtain from the propositional rules of natural deduction (see Figure with no further axioms. a

Example 1.10 (Relations). A relation corresponds to a predicate R (x,y) of arity 2, that we rather write
x R y. Numerous generic properties about relations can be defined in first-order logic, amongst which:

(R1) Reflexivity : Vx.x R x

(R2) Transitivity : VxVyVzxRy=>yRz= xRz
(R3) Anti-symmetry: VxVyxRy=yRx=>x=y
(R4) Symmetry : YxVyxRy=yRx

(R5) Totality : Vx.VyxRyVyRx

A relation is called a pre-order, and often written <, if it is reflexive and transitive i.e. if (R1),(R2)
are theorems of the ambient theory. If (R3) is also a theorem (the pre-order is anti-symmetric), it is
called an order. An order is total if it satisfies the condition (R5). An equivalence is a relation for which
(R1),(R2) and (R4) holds. J

8We will give a formal argument of this statement in Section In fact, we will even prove that the excluded-middle is
independent from intuitionistic logic, that is to say that neither the excluded-middle nor its negation are provable.
Proving the equivalence is a nice and classical exercise.
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Example 1.11 (Theory of equality). The theory of equality, in the language of first-order arithmetic,
corresponds to the following axioms:

(E1) Vx.(x = x)

(E2) VxVyVz.(x =yAx=z=y=2)
(E3) VxVy.(x =y = s(x) = s(y))

(E4) VxVyVz.(x =y=>x+z=y+2)
(E5) VxVyVz.(x =y=z+x=2z+1)
(E6) VxVyVz.(x =y=>xXz=yXz)
(E7) VxVyVz.(x =y=>zXx=2zXy)

Observe that the first two axioms (E1) and (E2) imply that the relation of equality is reflexive, transitive,
symmetric and anti-symmetric. J

If equalities as 1 = 1 or 1 + 2 = 1 + 2 are simple consequences of the axioms (E1-E7), the equality
1+ 1 =2(ie s(0) +s(0) = s(s(0))) is still not provable. Indeed, such an equality relies on properties
of the addition and not of the equality. Similarly, 1 X 1 = 1 relies on properties of the multiplication.
These properties are expressed by Peano axioms, which define the theory of first-order arithmetic.

Example 1.12 (Peano arithmetic). The theory of Peano arithmetic, that we write (PA), is obtained by
adding to the theory of equality the six axioms below:

(PA1) Vx.(0 + x = x)

(PA2) VxVy.(s(x) +y = s(x + y))
(PA3) Vx.(0 X x =0)

(PA4) VxVy.(s(x) Xy = (x Xy) +y)
(PA5) YxVy.(s(x) =s(y) = x =1y)
(PA6) Vx.(s(x) # 0)

as well as the axioms of induction:

(PA7) Vz1...zp(A[x/0] AVx.(A = A[s(x)/x]) = Vx.A)

for each formula A whose free variables are x,z1,...,z,. J
Finally, we have now at our disposal a theory in which we can indeed assert that 1+ 1 = 2

Theorem 1.13 (1+1=2). PA + s(0) + s(0) = s(s(0))

Proof. We only sketch the proof in english, and let any circumspect reader derive the formal proof tree.

The axiom PA2 implies that s(0) + s(0) = s(0 + s(0)) and PA1 implies that 0 + s(0) = s(0). Using the

axiom (E3) of equality, we deduced that s(0 + s(0)) = s(s(0)), and we conclude by transitivity of the

equality (E2). O

It is easy to check that expected properties of arithmetic are provable with these axioms, for instance
that the successor corresponds indeed to the addition of 1 (i.e. s(0)):

PA + Vx.x + s(0) = s(x)
or that the principle of strong induction holds:

PAFVx.(Vy.(y < x = A(y)) = A(x)) = VxA(x)
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1.1.3.1 Godel’s incompleteness

Unfortunately for Leibniz’s and Hilbert’s dream of an absolute truth, the notion of provability does not
meet this expectancy. Indeed, this syntactic concept of truth does not allow to decide of the truth of all
statements: some statements are neither provable nor provable. More precisely, as soon as a theory .7
is expressive enough, either there is a closed formula G such that .7 ¥ G and .7 ¥ =G or the theory is
incoherent. This is known as Godel first incompleteness theorem [61], who managed to adapt the old
liar’s paradox:

“Tam a liar”

to the theory of arithmetic. Roughly, Godel defined an encoding - ' of the formulas and demonstrations
of first-order arithmetic to natural numbersl® This encodings allows to convert the statement “A is a
theorem of 7 ” into the statement “x is the code of a theorem of 77, which can be expressed as an
arithmetic formula. This permits the definition of the following formula G:

G = -Th("G") (“TG™ is not the code of a theorem of T ).

If .7 is coherent, .7 can not prove G, otherwise G would be a theorem and .7 would prove "G is not
the code of a theorem of 7. Neither can .7 prove —G, i.e. "G is the code of a theorem, since G would
not be a theorem and .7 would be inconsistent.

To Hilbert’s claim “For us mathematicians there is no Ignorabimus’[...] we shall know!”, Godel’s
theorem somehow answers: “No, my dear, we won’t !”.

Theorem 1.14 (First incompleteness theorem). If 7 is coherent and contains PA, then .7 is incomplete.

1.2 Models

We shall now contemplate a semantic notion of truth, namely the satisfiability by a model. As explained
in the introduction, while a theory specifies the axioms and rules that are to be satisfied, giving an
axiomatic representation of the world, a model M of a theory .7 is the given of one possible world
in which all the theorems of .7 are satisfied. If the distinction between the syntax and the semantics
of a sentence can be traced back to older worksZ, model theory as the study of the interpretation of a
language by means of set-theoretic structures is mostly based on Alfred Tarski’s truth definition [[153]].

Given a theory .7, that is to say a language . together with a set of axioms and deduction rules, a
model is the given of a universe in which the language . is interpreted and of a relation of satisfiability
such that the interpretation of each theorem of .7 is satisfied. Let us examine a simple example before
giving a formal definition.

Example 1.15. Consider the language of first-order arithmetic (Example [1.3), in a theory without
axioms (i.e. theorems are logical tautologies), and consider the statement:

Vx.(0 + x = x)

which is the first axiom (PA1) of Peano arithmetic. In this context, it is not an theorem, hence it can
be either true or false in a model. The first natural interpretation we might come with is to choose as
universe the set N of natural numbers, to interpret ‘0’ by the natural 0, ‘+’ by the addition of natural

19You can think of this as an enumeration of every possible formulas and demonstrations. It corresponds to something like
0 is the code for T,1 is the code for L,..., 42 is the code for the proof of the conjunction of formulas of code 5 and 7, etc... and
"Vx.Vy.x + y = 27" = 137668. The key point is that every formula and demonstration have a code.

HBesides the aforementioned works on non-Euclidean geometries, Frege’s works can be pointed out: he formally intro-
duced the distinction between the character x and the quoted ‘x’ to distinguish between the signified and the signifier.
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numbers and ° =’ by the equality on natural numbers. We write N F A to denote that N satisfies the
formula A, and we define the satisfiability of the universal quantifier by:

N E Vx.A(x) if and only if for alln € N,IN F A(n)

Then (PA1) is true with respect to this interpretation, since for any natural number n, NF 0+ n = n.
Now, we could also give a different interpretation. Consider the set ‘W of (finite) words defined on

the usual alphanumeric alphabet ‘0 —9,a — z’. We interpret 0 by the character 0, + by the concatenation

of words and = by the equality. We define the satisfiability of the universal quantifier in a similar way:

W E Vx.A(x) if and only if forallw e W, W FE A(w)

Then (PA1) is false with respect to this interpretation: indeed, if we consider for instance the word
‘abc’, we have 0 + abc = Oabc # abc, i.e. W ¥ 0+ abc = abc. Thus ‘W does not satisfies (PA1):
W EVx.(0 + x = x). a

Formally, given a language ., a pair (M.,7) is said to be an .#-structure if 7 maps the symbols
of .Z to appropriate elements of M: function symbols are mapped to functions (of the corresponding
arity) and predicates are mapped to functional relations. M is called the universe of the structure, and
I its interpretation function.

Definition 1.16 (Model). Given a .Z-structure, a formula A(my,...,m,) with parameters in M is de-
fined as a formula A(xy,...,x,) whose free variables x1,...,x, have been substituted by elements
my,. ..,my of M. Finally, a .Z-structure (M, 1) is said to be a model of a theory 7 if there is a relation
of satisfiability over formulas with parameters in M, such that every theorem of .7 are satisfied by M.
This relation is often denoted by M E A and reads A is valid (or true) in M or M satisfies A. J

In practice, the relation of satisfiability is defined primitively on atomic formulas and then by in-
duction on the structure of a formula. If the definition is adequate with the deductive system, then the
resulting relation defines indeed a model.

Definition 1.17 (Adequacy). Let .Z be a language, .7 be a theory based on this language and M be
an .Z-structure.

« AjudgmentT + Ain .7 is adequate (w.r.t. to the model M) if the validity of the premises (M E T')
entails the validity of the conclusion (M E A).

+ More generally, we say that an inference rule

]1 e Jn
Jo

is adequate (w.r.t. to the model M) if the adequacy of all judgments J, . . ., J, implies the adequacy
of the typing judgment Jp. 4

Proposition 1.18. If all the axioms of a theory .7 are valid in a structure M, and if all its rules of
inference are adequate, then M is a model of .7 .

Proof. Indeed, if there is a proof of a formula A in .7, this proof is build out of axioms and inferences
rules. Since axioms are valid in M and inference rules are adequate w.r.t. M, by induction we get
that adequate judgments at every floors of the tree. In particular, the root of the proof tree (.7 + A) is
adequate, that is to say that M + A is valid. This is true for every theorem of .7, hence M is a model
of 7. o

32



1.2. MODELS

In particular, if .7 is not coherent (i.e. .7 F L), then 1 is valid in any model M. By contraposition,
this gives us a semantic criterion of coherency.

Corollary 1.19 (Coherence). If a theory .7 has a model M such that L is not valid in M, then .7 is
coherent.

Unlike for provability, in a model any statement is necessarily? either satisfied or not. Neverthe-
less, the same theory can admit very different models, and a statement can be true in some of them,
false in others. This justifies the introduction of the notion of completeness, which corresponds to the
implication dual to soundness (which is the very definition of a model):

(Soundness) TrA = MEA
(Completeness) MEA = JG+A

Definition 1.20 (Completeness). A theory .7 is said to be complete with respect to a class of models M
if for all formula A, the satisfiability of A in M (M E A) for any such model M implies the provability
of Ain 7 (T + A). a

We shall examine now some examples of models.

1.2.1 Truth tables

The easiest model of all for propositional logic is known since the antiquity, and consists in a truth table
with only two elements3 T and L. The interpretation of the different connectives is defined as internal
laws, whose values are given by the following truth tables:

PAg pVgq pP=49

/1|1 I /1|1 PP
p p p T| L
T [T|L T (T[T T [T|L I
I L|T|L L|T|T

Formally, given a propositional theory .7 this corresponds to a model M = {T,L,} such that the
interpretation function maps every axioms (atomic propositions) to T and to the following definition
of the satisfiability relation :

MET

MEAAB ifandonlyif MFEFA and MEB
MEAVB ifandonlyif MFEA or MEB
MEA=B ifandonlyif M F A implies M F B
ME-A ifandonlyif MEA

This definition can be extended to judgments by defining:

MEA,...,A, ifandonlyif MEA A---NA,
METHA ifandonlyif MET implies MEF A

and it is easy to check that all the inference rules for propositional logic in Figure [1.1 are adequate.
Besides, it is worth noting that such a model always validates the excluded middle since:

MEAV (mA) © MEAor ME (mA) & ME Aor M¥ A

12This actually means that we consider our meta-theory to be classical, but for the sake of simplicity, we do not want to
dwell on considerations about meta-theory here.

13Formally, we should call them True and False (or with any other names), which are elements of the model, so as to
distinguish them from T and L, which are elements of the syntax and of whom they are the interpretations. We abuse the
notations in the same way for the logical connectives.
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1.2.2 Heyting algebra

Heyting algebras, named after the mathematician Arend Heyting, are a generalization of truth tables
for intuitionistic logic. They allow to interpret propositions in a partially ordered set that has more
than just two points, where the structure of ordering reflects the logical behavior of connectives. The
main intuition can be resumed by the motto:

“the higher an element is, the truer it is”

In particular, if x < y and x is “true”, then so is “y”. Reading this order the other way around, x < y
means than x is more precise (or contains more information, is more constrained) than y. Implica-
tive algebras, that we will present in Chapter[10] are a generalization of Heyting algebras (and of this
intuition).

Definition 1.21 (Lattice). A lattice is a partially ordered set (£, <) such that every pair of elements
(a,b) € £? has a lower bound a A b and an upper bound a V b. a

This defines two internal laws A,V : £2 — £, of which we can show® that they fulfill the following
properties:

o foralla,be L,aANb=bAa and avVb=bVa (Commutativity)
o foralla,b,ce Lyan(bAc)=(aAb)Ac and aA(bAc)=(aADb)Ac (Associativity)
« foralla,b e L,Ya,ban(aVb)=a=aV (aAb) (Absorption )
e foralla,be Lya<boavb=bsoSaAb=a (Consistency (w.r.t. <))

Definition 1.22 (Heyting algebra). A Heyting algebra H is defined as a bounded lattice (H, <) such
that for all a and b in H there is a greatest element x of H such that

aANx<b

This element is denoted by a — b, while the upper and lower bound of H are respectively written T
and L. a

It is worth noting that by definition we have:
anN(a—>b)<b

that is, following our intuition, that b is “truer” than a A (a — b). Indeed, if a and a — b are true, so
should be b according to the rule of modus ponens. Besides, a A (a — b) is indeed more precise than
just b, in that it contains information that b has not.

Given a Heyting algebra, it suffices to define the interpretation of atomic formulas to get a model
of propositional intuitionistic logic. Assume that every atomic formula A is mapped to a truth value
|A] that is an element of H, so that every axiom is mapped to T. In the case of the theory NJ, this
requirement simply corresponds to the equation |T| = T. Then we can naturally extend the definition
of | - | to meet all the formulas:

JANBl = |AlA|B| |A=B| £ |A|l - |B|

|AVB| = |AlV B ~Al £ JAl-> L
and extend once again the definition to judgments by:

Aty Al A A ATALl ITHAE T 5 |A]

14The lower bound a A b (resp. upper bound a V b) is define as the biggest (resp. lowest) element being lower (resp. bigger)
thanaand b: aAb 2 min{c € . : ¢ < aAc < b} . From this definition, it is an easy exercise to prove the expected properties.
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Finally, satisfied formulas are defined as formulas whose truth value is T:
HEA if and only if Al =T

It is easy to check that the rules of propositional logic are all adequate with this interpretation and thus
that this indeed defines a model.

Proposition 1.23 (Soundness). If H is a Heyting algebra and A a formula, then the provability of A
implies its validity in H :
(F4) = (HEA).

But more interestingly, intuitionistic logic has the property of being complete with respect to Heyt-
ing algebras. This means that a formula that is satisfied by any Heyting algebra is provable in natural
deduction.

Proposition 1.24 (Completeness). Let A be a formula. If for any Heyting algebra ‘H, A is valid (H = A)
then A is provable:
VHHEA) = (FA).

As a consequence, to know that a formula A is not provable in intuitionistic logic, it is enough to
find one Heyting algebra in which it is not valid. Besides, if there is also one model in which it is valid,
then the formula is independent: neither A nor its negation —A are provable, and both theories obtained
by defining A or its negation are coherent, since they admit a model.

This is for instance the case of the excluded-middle. Indeed, a truth table is a particular case of
Heyting algebra reduced to two values L and T, so that we already know a model in which AV (-A) is
valid. We can easily construct a Heyting algebra in which it is not valid. Consider the lattice {0, /2, 1},
by definition of A, V,=, -, we get:

pPAg I AX' p—4q
q ! q ! q ! p | 7P
» 0] 1 » 0|1 » 0|1 o 1
0 l0lo0]o0 0 10 141 0 11|11 510
h 0| 12] 1 h || |1 h 0] 1]1 11 0
1 0|1 1 111 1 0]

This defines a Heyting algebra H./,, where we can observe that 1/2V (—1/2) = 12V (12 = 0) =12V 0 = 1/,
which invalidates the excluded-middle. So that for any formula A mapped to !/2, the excluded-middle
is not satisfied:

H. /2 F AV (=A).

This concludes the proof of the independence of the excluded-middle from intuitionistic logic.
Last but not least, Heyting algebras also provide a model for first-order (intuitionistic) logic, pro-
vided that they are complete as a lattice.

Definition 1.25 (Complete lattice). A lattice L is said complete when every subset A of £ admits
a supremum, written A A, and an infimum, written \/ A. A Heyting algebra H is complete if it is
complete as a lattice. q

Given a complete Heyting algebra H, it is possible to construct a model for first-order logic. The
interpretation of predicates and quantifiers is defined as follows:

« any k-ary predicate P(x;,...,x;) is interpreted as a k-ary function P : H* — H, so that the
formulas with parameters P(my,. .., my) is interpreted by:

|P(m1" . "mk)l = P(ml" . "mk)
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+ the universal quantifier V is interpreted as the infimum over all possible instantiation of its vari-
able by an element of H:
xAG)l =\ 1A@m)]

meH

« the existential quantifier 3 is interpreted as the supremum over all possible instantiation of its
variable by an element of H:

|Fx.A(x)| = \/ [A(m)]

meH

Observe that once again, this definition matches our intuition: Yx.A(x) is interpreted as an ele-
ment that is lower (and contains indeed more information) than every possible A(m); when Jx.A(x) is
interpreted as an element higher (and contains indeed less information) than every possible A(m).

1.2.3 Kripke forcing

Kripke models, introduced by Saul Kripke [89.[90], give another semantics for intuitionistic logic. They
are quite different of Heyting algebras in that they are not based on a lattice and, most importantly,
because the relation of satisfiability is defined in a very different way. Besides, we will use an intuition
based on Kripke forcing in Chapter|[6](to define the environment-passing style translation of a classical
call-by-need calculus), which also motivates their presentation in this section.

Intuitively, a Kripke model is a universe containing different worlds. Every world contains a specific
information, and this information can only be refined in the future of this world. Each world is thus
connected to the possible worlds accessible from it, which all contain at least the same information.
We shall present another metaphor due to Van Dalen [158]] after giving the formal definition of Kripke
models.

Definition 1.26 (Kripke model). A Kripke model is a quadruple M = (‘W,<,D,V) where:

« W is a set of possible worlds,
+ <is a pre-order and denotes the relation of accessibility between worlds,
D is a function that maps every world w to the set D(w) of terms defined in it,

 Visafunction that maps a k-ary predicate P(x, ..., x;) and a world w to the set of tuple (t1, ..., 1) €
D(w)k such that P(tq,..., ;) is true in w.

The set ‘W is supposed to be given with a distinguished world wy € W such that every other world
are accessible from it:

Yw' € W,wy < w
Furthermore, D and V are required to be monotonic in the sense that if an element is defined (resp. an
atomic formula holds) in a given world w, then it has to be defined in every world w’ accessible from
w. Formally, for all w,w’ € W and any predicate P:
w < w = D(w) C D(w') w<w = V(P,w) CV(P,w)

Given a Kripke model M = (W, <,D,V), we define a relation w I A that denotes the validity of
the formula A in the world w. We say that the world w forces A and we call IF- the forcing relation. This
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o = oF

MEAV-A MFE -(AAB) = (-AV —=B) ME (=V¥xA(x)) = dx.-A(x)
(a) Excluded-middle (b) De Morgan’s law (c) (=¥x.A) # (Ix.—A)

Figure 1.2: Examples of Kripke counter-models

relation is defined by induction on the structure of formulas:

wlk P(t,..te) = (t1,....tx) € V(P,w)

wlFAAB £ (wlkA) A (wlF B)

wl-AvVB £ (wlFA)V (wl B)

wlFA= B 2 Yw>wwlFA=>wIFB

w ik =A 2 Yw >ww KA

wlFVx.A(x) 2 Vw' >wVde DWw),w IFA(d).
wlF Ix.A(x) £ 3d € D(w),w - A(d)

wlFTrA £ (WCelwlC)=>wlFA

Finally, we say that a model M satisfies a formula A (resp. a judgment I' - A) and write M F A if and
only if wq I- A.

Remark 1.27. Van Dalen describes Kripke models using a different intuition. Rather than poorly
reformulating his point of view, we quote his metaphor as such (see [158, pp.12-13]):

The basic idea is to mimic the mental activity of Brouwer’s individual, who creates all of math-
ematics by himself. This idealized mathematician, also called creating subject by Brouwer, is
involved in the construction of mathematical objects, and in the construction of proofs of state-
ments. This process takes place in time. So at each moment he may create new elements, and
at the same time he observes the basic facts that hold for his universe so far. In passing from
one moment in time to the next, he is free how to continue his activity, so the picture of his
possible activity looks like a partially ordered set (even like a tree). At each moment there is a
number of possible next stages. These stages have become known as possible worlds. Observe
that the ‘truth’ at a node w essentially depends on the future. This is an important feature
in intuitionism (and in constructive mathematics, in general). The dynamic character of the
universe demands that the future is taken into account. This is particularly clear for V. If we
claim that “all dogs are friendly’, then one unfriendly dog in the future may destroy the claim.

J

This semantics is also sound and complete with respect to intuitionistic logic, and allows to define
very simple models that do not satisfy classical principles. We give as examples in Figure 1.2 counter-
models for the excluded-middle, the De Morgan’s law and the equivalence between —¥x.A and dx.-A.
Once again, thanks to the completeness of Kripke models, this is enough to prove that these principles
(which all hold in the two-points Heyting algebra) are independent from intuitionistic logic.

1.2.4 The standard model of arithmetic

Lastly, we shall introduce briefly the standard model of arithmetic. This model is defined as the .£-
structure (where .Z refers to the language of arithmetic) whose domain is the set N of natural numbers
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and in which each symbol of . is interpreted canonically (the symbol '0’ is interpreted by 0, the symbol
’s” by the function n — n + 1, and so on). Abusing the notation, this .Z-structure build on the set N
is itself written IN. Formally, to each closed term t of the language .Z is associated a natural number
Val(t), called the value of t. This value is defined inductively on the structure of t by:

Val(0) £ 0 Val(t +u) £ Val(t) + Val(u)
Val(s(t)) £ Val(t)+1 Val(t xu) = Val(t) Val(u)

and satisfies that for all n € IN, Val(n) = n, where n = s"(0). The satisfiability relation N F A is defined
again by induction on the structure of A by:

NEt=u = Val(t) =Val(u)

NEL

NEA=B 2 NEAVNEB
NEAAB 2 NEAANERB
NEAVB 2 NEAVNEB
NEVx.A £ forallneN, NE A[n/x]

It is easy to show that this indeed defines a model of Peano arithmetic, and in particular that it entails
its consistency. Yet, it should be observed that this definition is infinitary, since the interpretation of
Vx.A requires to know the interpretation of A[n/x] for all n € IN. This implies that the meta-theory
in which we reason needs to account for mechanisms allowing to construct infinitary objects and to
reason on them. For instance, this is not possible within Peano arithmetic, where all the objects are
finite natural numbers. Hence Peano arithmetic a priori cannot prove its own consistency, at least by
this way. Godel actually closed the problem with his second incompleteness theorem, which states that
a consistent theory .7 containing (PA) cannot prove its own consistency unless it is inconsistent.
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2.1 The A-calculus

In the previous section, we introduced the concepts of logic and proofs. We shall now present the
notion of programs and computations through the so-called A-calculus. The A-calculus is indeed to be
understood as a minimalistic programming language: on the one hand, it is as powerful as any other
programming language, and on the other hand, it is defined by a very simple syntax which makes it
very practical to reason with.

The A-calculus was originally introduced in 1932 by Church [24] with the aim of providing a foun-
dation for logic which would be more natural than Russell’s type theory or Zermelo’s set theory, and
would rather be based on functiond?. While his formal system turned out to be inconsistent, funda-
mental discoveries were made at this time on the underlying pure A-calculus. In particular, it gave
a negative answer to Hilbert’s long-standing Entscheidungsproblem for first-order logic: Church first
proved in [26] that the convertibility problem for pure A-calculus was recursively undecidable, then he
deduced that no recursive decision procedure existed for validity in first-order predicate logic [25].

2.1.1 Syntax

The syntax of the A-calculus is given by the following grammar:
tbus=x|Ax.t|tu

Rather than programs, we speak of A-terms or simply of terms, and denote by A the set of all terms. The
three syntactic categories of terms can be understood as follows:

« the term x designates a variable (and is formally taken among an alphabet of variables V), just

as the x is a variable in the mathematical expression x?;

« Ax.t is a function waiting for an argument bound by the variable x, where ¢, the body of the
function, is a term depending on x. The working mathematician can think of Ax.t as a notation
for the function x — #(x).

o tu is the application of the term ¢ to the term u.

While the notations might seem a bit puzzling at first sight, they have the huge benefits of unveiling
the idea of free and bound variables. Consider for instance the term Ax.yx. The variable x occurs twice,
and each occurrence plays a different role: in ‘Ax.’, x declares the expected parameter x (we speak of
binding occurrence); in ‘yx’, x refers to the previously defined parameter (we speak of bound occurrence.
As it is used to bind variables, the constructor A is also called a binder. Back to our example, unlike the
variable x, the variable y occurs freely in the term Ax.yx. This is formally expressed by the fact that y
belongs to the set of free variables of this term, whose definition is given hereafter.

This has the advantage of avoiding the use of free variables, for reasons Church explained in [24 pp. 346-347].
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Definition 2.1 (Free variables). The set FV(t) of free variables of the A-term ¢ is defined by induction
over the syntax of terms:

FV(x) = {x} FV(Ax.t) = FV(t)\{x} FV(tu) = FV(t) U FV(u)
A variable x is said to be free in t if x € FV (t). a

Remark 2.2. We consider application to be left-associative, that is that ¢ u r abbreviates (¢ u) r. We also
consider that application has precedence over abstraction: Ax.t u is equivalent to Ax.(tu). We might
sometimes mark application by parentheses (t)u to ease the reading of terms. Finally, we will often use
the notation Axy.t as a shorthand for Ax.Ay.t (and Axyz.t for Ax.Ay.Az.t, etc). a

2.1.2 Substitutions and a-conversion

Before going any further, we need to say a word about a-equivalence. Consider for instance the terms
Ax.x and Ay.y. As explained before, they correspond respectively to the functions x — x and y — v,
of which any mathematician would say that they are the same. In practice, they are the same up to
the renaming of the bound variable x by y. Whenever two terms are the same up to the renaming of
bound variables, we say that they are a-equivalent. For instance, the terms (Ax.x)Ay.y and (Ax.x)Ax.x
are a-equivalent while Axy.y x and Axy.x y are not. This observation might seem meaningless from a
mathematical point of view, since a-equivalent functions represent the same function. But from the
point of view of programming language, this is much more subtle since two a-equivalent programs are
different syntactic objects. When it is possible we will always reason up to a-equivalence, but we will
see in Chapter [6 that it is not always possible to avoid considering this question.

Remark 2.3 (Integrals and a-conversion). The reader inclined towards mathematical analogies can
think of integrals as a good example for a-conversion (and binding of variables). For instance, the
integrals fot f(x)dx and fot f(y)dy are the same (a-equivalent) since one can pass from one to the
other by renaming the bound variable x in y (or the other way round). a

This being said, we can now speak of substitution. Just as we defined it for first-order variables
in formulas (Definition , we need to define the substitution of variables by A-terms. Once more,
substitution is a notion that is often taken for granted in mathematics. For instance, considering the
polynomial P(x) = x®+3x+1, P(2) is P(2) = 22+3x2+1, that is to say P(x) in which 2 substitutes x, but
substitution of a variable by an expression is never properly defined. This is fine as long as substitution
is to be performed by human beings, since it is highly intuitive. However, when it comes to computers,
this has to be precisely defined.

Definition 2.4 (Substitution). The substitution of a variable x in a term ¢ by u, written ¢[u/x], is defined
inductively on the structure of ¢ by:

x[u/x] & u

ylu/x] =y
(Ay.H)[u/x] & Ay.(t[u/x]) (ifx #y,y ¢ FV(u))
(Ax.t)[u/x] & Ax.t
(tt)u/x] £ (t[u/x]) (t'[u/x])

|

It is worth noting that substitutions of the shape (1y.t)[u/x] are blocked when y # x and y € FV (u).
For that matter, since we reason up to a-equivalence and it is clear that Ax.x and Ay.y are a-equivalent,
we can perform (Ay.y)[u/x] which is equal to Ay.y (i.e. Ax.x).
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2.1.3 p-reduction

We said that A-terms were our model for programs, we shall now see how they compute. As a matter
of fact, computation is quite simple to understand since that it is defined by one unique rule. This rule
is called the B-reduction and corresponds to mathematical application of a function to its argument.
Consider for instance a polynomial P(x), if you apply a function x +— P(x) to the integer 2, you want
to “compute” to P(2), that is P(x) in which x has been substituted by 2. More generally, if you apply
x — P(x) to some term n (think for instance of n = f(2) for some function f), you expect to get P(n)
(or P(f(2))), that is P(x) in which x has been substituted by n. The f-reduction is defined accordingly:
when a function Ax.t is applied to a term u, it reduces to t[u/x]. This reduction rule is formally written:

Ax.t)u _1>l3 tu/x]

where the 1 denotes the fact that this reduction is performed in one step. The term (Ax.t) u is called
a redex since it gives rise to a step of reduction. The full f-reduction, written — g, is defined as the
contextual and reflexive-transitive closure of this rule:

« first we extend to contextual reduction (i.e. reduction within terms):

tu —1>‘5 t'u (lf t—1>ﬂ t’)
tu %/; tu’ (if u—1>5 u')
Axt g Axt! Gf t-Dbpt)

« second we take the reflexive-transitive closure (i.e. consider an arbitrary number of step of re-

ductions):
0 A —
t —)/3 u = t=u
t e u £ A et Dt At —pu
t %‘3 u £ EIne]N,tLﬂu
t —p u = t—*>ﬁu

Remark 2.5 (Contexts). The contextual closure of f-reduction can also be done by defining evaluation
contexts C[] and by adding the rule:
Clt] =54 C[t'] (ift Lpt)
The contexts corresponding to the full f-reduction are given by the following grammar:
C:=[]|CultC]|Ax.C
The use of contexts is a common and useful tool to specify reduction rules. a

Remark 2.6 (Reduction vs. equality). A major difference with mathematics is to be mentioned: if ¢
reduces to u, we do not consider that ¢ is equal to u. To carry on the comparison with mathematics,
here we are somehow considering that 2 + 3 — 5 and not that 2 + 3 = 5. In other words, computation
matters.

Nevertheless, we could still define an equality =4 as the symmetric-transitive closure of the full
p-reduction — 4 (or equivalently as the smallest equivalence relation containing — ). This equality
is usually called S-equivalence. a

Now, let us consider the following A-terms:

S = Axyzxz(yz)
C = Myxy
I = Ixx

and define t = S(IC)(II)(CI). It is an easy exercise to check that this term reduces to I, and it
is interesting to observe that there are different ways to reduce ¢ to obtain the result. This simple
observation carries in fact two fundamental concepts: determinism and confluence.

41



CHAPTER 2. THE A-CALCULUS

Definition 2.7 (Determinism). A reduction — is said to be non-deterministic if there exists a term ¢
and two terms u,u’ such that u # u’ and t - u and t —% v’. This situation can be visually represented

by:
t
S N
u u’

A reduction is said deterministic if it does not admit any such situation. a

Definition 2.8 (Confluence). A reduction — is said to be confluent if whenever for any terms t,u, u’
such that t — wu and t — u/, there exists a term r such that u — r and 4’ — r. Visually, this can
be expressed by:

t
u u’
\\ ,,
M oW
r

The full B-reduction is clearly non-deterministic, but it is also confluent. This property is funda-
mental in order to consider the A-calculus as a suitable model of computation: it ensures that if an
expression may be evaluated in two different ways, both will lead to the same result.

Example 2.9 (Arithmetical operations). Confluence is an obvious property of arithmetical operations.
For instance, we could turn the computational axioms (PA1-PA4) of first-order arithmetic into reduction
rules:

0+x —H x (for all x € IN)
s(x) +y L s(x +y) (for all x,y € N)
OXxx — 0 (for all x € N)
s(x) Xy -1 (xxy)+y (for all x,y € N)

Then, taking the contextual and transitive closures of this reduction, we can prove that it is confluent.
This is nothing more than the well-known fact that to compute the value of an arithmetic expression,
one can compute any of its subexpression in any order to get the final result. J

Theorem 2.10 (Confluence). The -reduction is confluent.

Proof. The proof of this result can be found for instance in [[10]. O

Finally, the A-calculus is a model of computation (just like Turing machines) since any computation
can be done using its formalism. Of course, this raises the question of defining what is a computation.
We will not answer to this question here (there is plenty of literature on the subject), but we should
mention that the definition of Turing-completeness is in fact simultaneous to the proof of Turing-
completeness of the A-calculus [154].

Theorem 2.11 (Turing-completeness). The A-calculus and Turing machines are equivalent, that is, they
can compute the same partial functions from N to N.
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2.1.4 Evaluation strategies

One way to understand the property of confluence is that whatever the way we choose to perform a
computation, it will lead to the same result. Thus we can actually choose any strategy of reduction.
Indeed, when it comes to implementation, one has to decide what to do in the case of a critical pair
and has roughly three choices: go to the left, go to the right or flip a coin. An evaluation strategy is a
restriction of the full f-reduction to a deterministic reduction. We will mainly speak of three evaluation
strategies in this manuscript, which are respectively called call-by-name, call-by-value and call-by-need.
In a nutshell, when applying a function Ax.t to a term u (which might itself contain redexes and be
reducible):

« the call-by-name strategy will directly substitute x by u to give t[u/x];

« the call-by-value strategy will first reduce u, try to reach a valué? V and if so, substitute x by V
to give t[V/x];

« the call-by-need strategy will substitute x by a shared copy of u, and in the case where u has to
be reduced at some point (is “needed”), it will reduce it and share the result of the computation.

If you think of a multivariate polynomial P(x,y) where y does not occur, for instance P(x,y) = 2x?+x+1,
and you want to compute the result of the application of the function x — P(x,y) to 2 + 3. The call-by-
name strategy will perform the substitution and give 2 x (2+3)? + (2+3) + 1 (and then reduce 2+3 to 5
twice), while the call-by-value strategy will reduce 2 + 3 to 5 and then perform the substitution to give
2 X (5)% + 5 + 1. The call-by-need strategy is slightly more subtle and will somehow reduce to a state
2x2 4+ x + 1 with the information that x = 2 + 3. Then, since x is “needed”, it will reduce x = 2 + 3 to
x =5, and then finish the computation. When applying the function y — P(x,y) to 2 + 3, since y does
not appear in P(x,y), neither the call-by-name nor the call-by-need strategies will compute 2 + 3. On
the contrary, the call-by-value strategy will compute 2 +3 it anyway before performing the substitution
of y by 5 to reduce to the same expression 2x? + x + 1.

These three evaluation strategies will be discussed more formally in the sequel, so that we delay
their formal introduction to Chapter [4] for call-by-name and call-by-value, and to Chapter [5| and [6| for
call-by-need.

2.1.5 Normalization

When we evoked the call-by-value evaluation strategy in the previous section, we said that to reduce a
redex (Ax.t) u it would try to reduce u to a value. Indeed, it is not always the case that a term reduces to
a value, or more generally that a reduction ends. Indeed, consider for instance the following A-terms:

§ 2 Ax.xx Q0266

and try to reduce Q. You will observe that Q — 4 Q — 4 ..., so that the reduction never stops and
never reaches a value. This terms is said to be non-terminating, non-normalizing or diverging. More
surprisingly, if we consider the A-term t = (Axy.x) I Q, we can observe that if we reduce the rightmost
redex in Q, we will obtain t — g t —4 .... If we start by reducing the leftmost redex, we will get
(Ay.I) Q, then we can still reduce it to itself by reducing the redex in Q, or get I. To sum up, we are in
front of the following situation:

2The notion of value depends on the choice of reduction rules and will be more formally defined in the future. Most of the
time, the set of values V is defined by: V ::= x | Ax.t. For the moment, you can think of it as a term that is reduced enough to
know how to drive the computation forward: a variable blocks the computation, while a function is demanding an argument.
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(Axy.x)IQ — (Axy.x)IQ — Axy.x)IQ ------- >
1 1 1

MD)Q ——3 Ay)Q —— Ay Q-3 -+
\ V
I
which can be compacted into:

A o

(Axy.x)IQ — (Ay.D) Q -1 I

In this example, we see that the reduction term t can either loop forever on t or (Ay.I) Q, or reduce to
I that is not reducible. This term is said to be weakly normalizing, because there exists a reduction path
which is normalizing, and others which do not terminate.

Definition 2.12 (Normalization). A term ¢ is said to be in normal form if it can not be reduced, that is if
it does not contain any redex. A reduction path normalizes if it ends on a term in normal form. A term
is said to be strongly normalizing if all its reduction paths normalize. It is called weakly normalizing if
there is one reduction path which normalizes. a

Example 2.13. The terms I and I I are strongly normalizing, the term (Ax.I) Q is weakly normalizing
and Q is not normalizing. q

2.1.6 On pureness and side-effects

The A-calculus is said to be a purely functional language. This designation refers to the fact that it
behaves like mathematical functions: when computing the application of a function to its arguments,
the result of the computation only depends on the arguments. In particular, it does not depend of an
exterior state (like a memory cell, the hour or the temperature of the room, etc...). Neither does it modify
any such state nor does it write in a file or print things on a screen. As opposed to pure computations,
a computation with side-effects refers to a computation which modifies something else than its return
value. For instance, if we define the following programs in pseudo-code:

program bla(a): program bli(a): program blo(a):
return a+2 print (42) bi=a
return a+2 return a+2

then bla is a purely functional program, whereas bli and blo are not. Indeed, bli prints 42 and blo
assigns a value in a global state b, and both operations are side-effects.

Even though we explained that any computation could be performed in the formalism of the pure A-
calculus, side-effects are not computable as such. Yet, they can be simulated by means of computational
translations. In a few words, for a given effect, there is a corresponding translation [[-]] which embeds
the whole A-calculus A into a fragment [A] C A in which everything works like if this side-effect was
computable.

(]
[AI
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:A)eT I'x:Art:B . .
el o X @ [rt:A>B  Tru:A

Trx:A Trix.t:A—B Trtu:B @)

Figure 2.1: Simply-typed A-calculus

For instance, for the print operation, you can think of a translation such that every term ¢ is translated
into a function [¢] taking a printing function in argument and computing more or less like t. Then,
within [A]], it becomes possible to use a printing operation since every term has one at hand. Besides,
every computation that was possible in A is reproducible through the translation in [A]], so that the
Turing-completeness is not affected.

In Section we will present formally the case of continuation-passing style translation which
enables us to simulate backtracking operations.

2.2 The simply-typed A-calculus

If we look closer at the diverging term Q and try to draw a analogy with a mathematical function, we
remark that there is no simple function equivalent to its constituent §. Indeed, such a function would be
x — x(x) and would require to be given an argument that is both a function and an argument for this
function. A way of analyzing more precisely the impossibility is to reason in terms of types. The type
of a mathematical element is the generic set to which it belongs, for instance IN for a natural number,
R for areal or N — NN for a function from integers to integers. Assume for instance that the argument
x is of type T. As x is applied to itself, it means that x is also a function of type T — U for some type
U, hence we would have T = T — U. If you think of this in terms of integers and functions, this would
require for instance an equality as N = N — NN, which does not hold.

The formal idea underlying this intuition is the notion of simple type. The grammar of simple types
is given by:

T.U:=X|T->U (X eA)

where A is a set of atomic types. An atomic type intuitively represents a base type (as N), while T — U
is the type of functions from T to U.

Definition 2.14 (Type system). A typing judgment is triple (I',¢,T) written T + ¢t : T which reads ‘¢
has type T in the context I'” and where the typing context I is a list of pairs of the forms x : T (with
x a variable and T a type). This hypothesis means that the variable x is assumed of type T. Formally,
typing contexts are defined by:

I'[Vu=¢e|T,x:T
where we assume that a variable x occurs at most once in a context I'. A type system allows to assign a

type to term by means of typing rules, which are simply defined as inference rules whose premises and
conclusion are typing judgments, and a typing derivation is a derivation using typing rules. a

Given a type system, we say that a term ¢ is typable if there exists a type T such that the typing
judgment + t : T is derivable. The simply-typed A-calculus is the restriction of A-calculus to the set of
terms that are typable using the type system described in Figure

Remark 2.15 (Untypability of Q). The typing rules are in one-to-one correspondence with the syntactic
categories of the A-calculus. This implies that the only possible way to type § = Ax.xx would be along
a derivation of this shape:

,
: . :
x2Arx2C 5B ™ X 9Arx2C
x ?A+ xx :?B )
F Ax.xx :?A —?B

(Ax)
(@)
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where we mark all the hypothetical types with a question mark. In details, we first would have to
introduce an arrow of type ?A —?B for some types ?A and ?B, resulting in an hypothesis x :?A. Then
we would necessarily have to type the application xx :?B, which requires to type x (the argument) with
a type ?C and x (the function) with the type ?C —?B. Since the only available hypothesis on x is x :?A,
this implies that ?C =?A and that ?C =?A —?B. Since the syntactic equality ?A =?A —?B do not hold,
this is impossible. Thus § and Q are not typable. a

We can check that the type system follows our intuition, since a term Ax.t is indeed typed by T — U
provided that the term ¢ is of type U if x is of typed U. Similarly, if ¢ is of type T — U and u is of type T,
then the application t u is of type U, just as the application of a function of type N — NN to an integer
has the type IN. However, the fact that a term ¢ has a type T — U does not mean that it is of the form
Ax.t’. It is rather to be understood as the fact that ¢ can be reduced to a term of this shape. This is
stressed by the following fundamental results, that express that typing is preserved through reduction
and that typable terms are normalizing.

Proposition 2.16 (Subject reduction). Ift is a term such thatT + t : T for some contextT' and some type
T, and if besidest — g u for some termu, thenT Fu : T.

Proof. By induction on the reduction rules, it mostly amounts to showing that substitution preserves
typing, that if I,x : T+t : Uand T+ u : T, then T r t[u/x] : U. The latter is proved by induction on
typing rules. O

Theorem 2.17 (Normalization). Ift is a term such thatT' + t : T for some context I' and some type T,
then t strongly normalizes.

Proof. A proof of this result can be found in [12]]. We will use very similar ideas in the next chapters to
prove normalization properties. O

These two results are crucial when defining a calculus. Subject reduction is sometimes called type
safety, since it ensures that typability is not affected by reduction. The normalization is also a property
of security for a language: it guarantees that any (typed) computation will eventually terminate. This
is why these properties will be milestones (or grails, depending on the difficulty of proving them) for
the various calculi we study in Chapter[5to

2.3 The Curry-Howard correspondence

If, hypothetically, one day a reader starts this manuscript without any knowledge of the Curry-Howard
correspondence and arrives at this point, she is about to be rewarded by learning something wonderful.
The Curry-Howard correspondence is based on a very simple observation [77]. If you compare the
following propositional logical rules:

AeT LA+ B TFA=>B THA

rra ™ rrA=8"" res Y

with the typing rules we just defined:

(x:A)el Ix:Avrt:B 'rt:A—> B F'ru:A
w5 A (@) (
F'rx:A '-Ax.t:A—> B F'+tu:B

@)

you will observe a striking similarity. The structure of these rules is indeed exactly the same, up to the
presence of A-terms in typing rules. In addition to seeing A-terms as terms representing mathematical
functions, we can thus also consider them as proof terms. Take for instance the rule (1), it can be read:
if t is a proof of B under the assumption of a proof x of A, then Ax.t is a proof of A = B, that is a term
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waiting for a proof of A to give a proof of B. Similarly, the rule (@) tells us that if ¢ is a proof of A = B
and u is a proof of A, then t u is a proof of B, which is exactly the principle of modus ponens.

Based on this observation, for now on we will identify the two arrow connectives = and —, and
we consider that types are propositional formulas and vice versa. This is schematically represented by
the following informal diagram:

Types Formulas

A-terms Proofs

This correspondence is sometimes also called the Curry-Howard isomorphism (since typing rules
and logical rules are in one-to-one correspondence) or the proof-as-program interpretation. This obser-
vation, which is somewhat obvious once we saw it, is actually the cornerstone of modern proof theory.
The benefits of this interpretation are two-ways. From proofs to programs, many logical principles can
be revisited computationally. A famous example of this is Godel negative translation which compu-
tationally corresponds to continuation-passing style translation (see Section [4.3.2). But the other way
round is the more interesting®: enrich our comprehension of logic from programming principles. This
is one of the motivation to extend this correspondence.

2.4 Extending the correspondence

2.4.1 A**-calculus

As we saw, the simply-typed A-calculus is in correspondence with a fragment of propositional logic
that is called minimal logic. To recover a full interpretation of propositional logic, we need to give
a computational content to the connective A and V. The natural way? of doing this is to enrich the
calculus with new syntactic constructions which have the expected typing rules. If we consider for
example the rules for the conjunction:

I'+A I'+B I'+AAB

1
Tranp ™ rra ¢

I'+rAAB
I'+B

(r%)

we see on the introduction rule that the corresponding should be able to compose a proof of A and
a proof of B to get a proof of A A B. This naturally corresponds to a pair (t,u) of proofs (and to the
type A X B), while the elimination rules, allowing to extract a proof of A (or B) from a proof of A A B,
naturally lead us to the first and second projection 7; and 7. We can then extend the syntax to define
the A*-calculus (or A-calculus with pairs):

taus=x|Ax.t | tul (t,u) | () | m(t)

This also induces two new reductions rules when projections (the destructor) are applied to a pair (the
constructor):
ﬂl(t,u) —l)ﬂt Jfg(t,u) —1>/;u

3For this reason, we prefer the name of proof-as-program correspondence.
4We will see in the next chapter (Section [3.3.1.1) that another solution consists in encoding the connective in the logic
and transporting this encoding to A-terms. In the case of conjunction, this corresponds to the usual encodings of pairs and
. . A A JAN
projections: (t,u) = Ax.xtu, m1(t) = Axy.x and m2(t) = Axy.y.
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and the following typing rules:

F'rt:A FI—u:B(A) I'+t:AXB
T+ (tbu):AxXB Trom(t):A

I'tt:AXB
rl-ﬂ'z(t)iB

AL) A%)

Similarly, we can add pattern-matching to meet the disjunction rules. This consists again in three
steps. First, we extend the syntax with left and right injections i1(¢) and 1,(¢) and pattern matching
match t with [x = u | y | uz]:

tyu = | 1g(t) | 12(¢) | match twith [x = u; | y = uz]

Second, we define the reduction rules for the case where we apply the disjunctive destructor to one of

the constructor:
match i (¢) with [x — wy | y — uy] —1>ﬁ u[t/x]
match 1(t) with [x > us | y b us] —5p up[t/x]

Last, we add the expected typing rules:

I'rt:A () 'rFt:B ()
F'+u(t):A+B Fruip(t):A+B
I'rt:A+B TI',x;:Av+ru;:C T,xg:Bruy:C
I'Fmatchtwith[x > u; [y up]: C

(match)

The resulting calculus, called the A**-calculus, still satisfies the property of subject reduction and ty-
pable terms are also normalizing. We have thus extended the matching of types and formulas to con-
junction and disjunction, to obtain the following correspondence:

Types | Formulas

- =
X A
+ \

2.4.2 Entering the cube

Up to now, we stressed the link between the simply-typed A-calculus and minimal logic, and between
the A**-calculus and propositional logic. We can actually add some entries to our table of correspon-
dence for other logical systems:

Calculus Logical system
simply-typed A-calculus minimal logic
A -calculus propositional logic
AIT -calculus first-order logic
System F second-order logic

We will not introduce formally the All-calculus or System F (which is also referred to as A2) at
this stage. We mention them, amongst others, because we will use variants of these calculi in the
next chapters, and more importantly to give an overview of the possible flavors of extensions for the
simply-typed A-calculus.
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The A-cube, introduced by Barendregt [11], presents a broader set of calculi extending the simply-
typed calculus:

A ———— = AMlw

A e

A2 AIT2

Aw Mo

A A

As ——— Al

On each axis of the cube is added a new form of abstraction:

« the vertical axis adds the dependency of terms in types,
« the horizontal axis adds the dependency of types in terms,

« the last axis adds the dependency of types in types.

For instance, terms of the A2-calculus can take a type in argument, making the calculus polymorphic.
Roughly, this means that we can generalize the simply-typed identity Ax.x of type N - NorA — A
into a term of type YX.X — X (where X is an abstraction over types). On the opposite, types of the
MI-calculus can depend on a term, allowing intuitively the definition of a type Vect(n) of “tuple of
integers of size n” and of a term of type Yn.Vect(n).

2.4.3 Classical logic

A notable example of extension in the proof-as-program direction is due to Griffin in the early 90s [62]].
He discovered that the control operator call/cc (for call with current continuation) of the Scheme
programming language could be typed with Peirce’s law:

tcall/cc: ((A— B) > A) - A )

In particular, this typing rule is sound with respect to the computational behavior of call/cc, which
allows terms for backtracking. We leave detailed explanations about this fact for the next chapter
(Section 3.2), but this discovery was essential to mention already in this chapter.

Indeed, as Peirce’s law implies, in an intuitionistic framework, all the other forms of classical rea-
soning (see Section[1.1.2.1), this discovery opened the way for a direct computational interpretation of
classical proofs. But most importantly, this lead to a paradigmatic shift from the point of view of logic.
Instead of trying to get an axiom by means of logical translations (e.g. negative translation for classi-
cal reasoning), and then transfer this translation to program along the Curry-Howard correspondence
(e.g. continuation-passing style for negative translation), one could rather try to add an operator whose
computational behavior is adequate with the expected axiom. This is one of the underlying motto of
Krivine classical realizability that we will present in the next chapter.

In the spirit of the Curry-Howard correspondence, if an extension of the A-calculus is to bring more
logical power, it should come thanks to more computational power. This is for instance the case of
side-effects (such that backtracking, addition of a store, exceptions, etc...), that the pure A-calculus does
not handle directly. So that we can add the following entry in the proof-as-program Rosetta Stoné?:

Computation ‘ Logic

side-effects ‘ new reasoning principles

>We do plead guilty to stealing the Rosetta Stone from Pédrot’s PhD thesis [133]).
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This thesis is in line with this perspective. Half of if (Part[ll) is precisely dedicated to the study of a
calculus which, by the use of side-effects and extension of the A-calculus, allows to derive a proof of the
axiom of dependent choice. The other half (Part[[I) is devoted to the study of algebraic models which
arise from the interpretation of logic through classical realizability.
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3- Krivine’s classical realizability

This chapter aims at being a survey on Krivine’s classical realizability. Our intention is twofold. On
the one hand, we recall in broad lines the key definitions of Krivine’s classical realizability, and we
take advantage of this to introduce some techniques that we use in the sequel of this thesis. On the
other hand, we present standard applications of Krivine realizability to the study of the computational
content of classical proofs and to models theory. These applications are again loosely introduced, with
references pointing to articles where they are presented more in details. Nonetheless, we hope that this
overview justifies our interest in the topic and in particular the third part of this manuscript, which is
dedicated to the study of algebraic structures for Krivine realizability.

3.1 Realizability in a nutshell

3.1.1 Intuitionistic realizability

The very first ideas of realizability are to be found in the Brouwer-Heyting-Kolmogoroff (BHK) in-
terpretation, which was in fact anterior to its actual formulation, done independently by Heyting for
propositional logic [72] and Kolmogoroff for predicate logic [88]. The BHK-interpretation gives the
meaning of a statement A by explaining what constitutes an evidencel while ‘evidence of A’ for logi-
cally compound A is explained by giving evidences of its constituents. For propositional logic:

1. aevidence of A A B is given by presenting a evidence of A and a evidence of B;

2. a evidence of A V B is given by presenting either a evidence of A or a evidence of B (plus the
stipulation that this evidence is presented as evidence for A V B);

3. a evidence of A — B is a construction which transforms any evidence of A into a evidence of B;

4. absurdity L (contradiction) has no evidence; a evidence of A — L is a construction which trans-
forms any evidence of A into a evidence of L.

In this definition, notions such as ‘construction”, “transformation” or the very notion of “evidence”
can be understood in different ways, and indeed they have been. Intuitionistic realizability can precisely
be viewed as the replacement of the notion of “evidence” by the formal notion of “realizer”, which, again,
can be defined in different ways. The original presentation of realizability, due to Kleene [87]], define
realizers as computable functions. Each function ¢ is in fact identified to its Godel’s number@ n, and
“transformation” is defined by means of function application. Kleene’s definition can be reformulated®
as follows:

IWe voluntarily use the terminology of “evidence” instead of “proof”, to which we already gave a syntactic meaning.
Besides, if we regard the BHK-interpretation of propositions with the A-calculus in mind, we observe that evidences of A
correspond to “values” of type A rather than “proofs”.

%In practice, any other enumeration of computable functions do the job just as well, that is to say that encoding is irrelevant
to the principle of Kleene’s realizability.

3In the original presentation, a pair (n,m) is encoded by its Godel’s number 2"3™, 1eft(n) is the pair (0,7) and right(m)
is the pair (1,m).

51



CHAPTER 3. KRIVINE’S CLASSICAL REALIZABILITY

1. 0 realizes T;

2. if n realizes A and m realizes B, then the pair (n,m) realizes A A B;

3. if n realizes A, then left(n) realizes A V B, and similarly, right(m) realizes A V B if m realizes B;

4. the function ¢, realizes A — B if for any m realizing A, ¢,(m) realizes B;

5. arealizer of —A is a function realizing A — L.

This definition can be revisited using the A**-calculus extended with natural numbers as the lan-
guage for computable functions. We do not describe formally this calculus heré?, but only assume that

the calculus contains a term 7 for each natural number n. We give the interpretation for first-order
arithmetic formulas (see Example [1.3).

tIFTift = o0;

N
2

tlF AABift — (t;,t,) such that t; IF A and t, I B;
tI-AVBift — i;(u) and u I+ A, or if t — 1,(u) and u I+ B;
tIFA— Bifforanyul- A, tu - B;

tIF=AiftlFA— 1;

t IF V¥x.Aif for any n, t i IF A(n);

tIF3Ax.Aif t — (A,u) and u |- A(n).

tl}—elzegifeIlNze and t — 0;

N e

where e™ is the valuation of the first-order expression e in the standard model N (see Section .

The main observation is that this definition is purely computational, as opposed to the syntactic
definition of typing. In fact, it is a strict generalization of typing in the sense that it can be shown
that a term of type A is a realizer of A: this is the property of adequacy. One of the consequence of
the computational definition is that the relation t I- A is undecidable: given a term ¢ and a formula A,
there is no algorithm deciding whether ¢ is a realizer of A. This is again to be opposed with the typing
relation.

If this interpretation has shown to be fruitful over the years?, it is intrinsically bound to intuitionistic
logic and incompatible with an extension to classical logic. Indeed, Kleene’s realizability takes position
against the excluded-middle, as shown by the following proposition:

Proposition 3.1. There exists a formula H such that the negation of ¥Yx(H(x) V —~H(x)) is realized.

Proof. Consider the primitive recursive function h : N* — N defined by:

1 if the n'M Turing machine stops after k steps

h(n,k) =

0 otherwise
and define the formula H(x) = Jy.(h(x,y) = 1), also called halting predicate. Assume now that there is
a term t realizing the formula Vx.(H(x) V ~H(x)) and define u £ An.match tnwith [x = 1|y~ 0].
Then, for any n € N:

4You can think of the syntax and reduction rules of the (untyped) A**-calculus (Section|2.4.1) extended with terms 0,5, rec
standing for zero, the successor and a recursion operator. The rec operator can be defined in various way, the point being
that it allows to perform recursion over natural numbers. For instance, it could be given the following reduction rules :

recO0tyts — 1o
rec(Su)tots — tsu(recutyts)

Formally, this can also be seen as a fragment of PCF [137].
3See for instance Van Qosten’s historical essay [159] on this topic.
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1. either ti — 1 (') in which case u i —> 1and H(n) is realized (by t’), i.e. the ™ Turing machine

halts,

2. either tii — 15(t’) in which case ui — 0 and —H(n) is realized (by t’), i.e. the n' Turing
machine does not halt.

Thus u decides the halting problem, which is absurd. As a consequence, there is no such ¢, and in
particular, any term realizes the formula ~(Vx(H(x) V ~H(x))). O

3.1.2 Classical realizability

To address the incompatibility of Kleene’s realizability with classical reasoning, Krivine introduced in
the middle of the 90s the theory of classical realizability [97], which is a complete reformulation8 of
the very principles of realizability to make them compatible with classical reasoning. Although it was
initially introduced to interpret the proofs of classical second-order arithmetic, the theory of classical
realizability can be scaled to more expressive theories such as Zermelo-Fraenkel set theory [93] or the
calculus of constructions with universes [117]].

This theory has shown in the past twenty years to be a very powerful framework, both as a tool to
analyze programs and as a way to build new models of set theory. We shall now present briefly these
aspects before introducing formally Krivine classical realizability.

3.1.2.1 A powerful tool to reason on programs

Krivine realizability, in what concerns the analysis of programs, can be understood as a relaxation of
the Curry-Howard isomorphism. As a proof-as-program correspondence, it is indeed more flexible in
that it includes programs that are correct with respect to the execution, but that are not typable. In
other words, given a formula A and a problem ¢, when the Curry-Howard isomorphism somewhat said
that t is a proof of A if its syntax matches the structure of A; Krivine realizability rather has for slogan:

if t computes correctly, then it is a realizer.

For instance, the following dummy program:

program dummy(n):
if n=n+1 then { return ’Hello’} else { return 27 }

can not be simply typed with Nat — Nat while this program has the computational behavior that is
expected from this type: when applied to a natural number, it always returns the natural number 27.
If this example is easy to understand, it is quite arbitrary and does not bring any interesting per-
spective. Yet they are more interesting cases, for instance the term of Maurey M, ;. This term, defined
by:
Mg, = Anm.nF (Ax.a) (mF (Ax.b))

where F £ Afg.gf and a,b are free variables, decides which of two natural numbers is the smaller.
Indeed, when applied to the Church numerals n and m, M, nm reduces? to a if n < m and to b if
m < n. In particular, if tt and ff are the Boolean term for true and false, My ¢ reduces to tt if n < m
and to ff otherwise. Following our realizability motto, since the term My ¢ computes the formula “n
is lower than m”, a fortiori it should realize it®. However, as shown by Krivine [91], it can not be typed

6 As observed in several articles [1291[118]), classical realizability can in fact be seen as a reformulation of Kleene’s realiz-
ability through Friedman’s A-translation [53].

7 We recall that the Church numeral 7 is defined by Afx.f"x: 0 = Afx.x, 1 = Afx.fx, 2 = Afx.f(fx), etc... The
verification of the statement is a pleasant exercise of A-calculus.

8This claim can be formalized with a clever definition of the realized formula, and is a nice (but tricky) exercise of realiz-
ability.
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in Peano second-order arithmetic (or System F), which is the language of Krivine realizability. This
illustrates perfectly the fact that realizability includes strictly more programs (and not only dummy
ones) than just typed programs.

As we will see in the next sections, the definition of Krivine realizability interpretation of formulas
is again purely computational, and thus the relation of ¢ |- A is also undecidable. Worse, the compu-
tational analysis of programs is harder than in the intuitionistic case because of the call/cc operator
which enables programs to backtrack. Even though, Krivine realizability has shown to be a powerful
tool to prove properties on the computational behavior of programs. In particular, the adequacy of the
interpretation (with respect to typing rules) gives for free the normalization of typed terms. Besides,
the computational content of a realizer can be specified by means of a game-theoretic interpretation,
but we will come back to this in Section [3.5.2]

3.1.2.2 Terms as semantics

As in intuitionistic realizability, every formula A is interpreted in classical realizability as a set |A| of
programs called the realizers of A, that share a common computational behavior determined by the
structure of the formula A. This point of view is related to the point of view of deduction (and of
typing) via the property of adequacy, that expresses that any program of type A realizes the formula A,
and thus has the computational behavior expected from the formula A.

However the difference between intuitionistic and classical realizability is that in the latter, the set of
realizers of A is defined indirectly, that is from a set || A|| of execution contexts (represented as argument
stacks) that are intended to challenge the truth of A. Intuitively, the set ||Al| (which we shall call the
falsity value of A) can be understood as the set of all possible counter-arguments to the formula A. In
this framework, a program realizes the formula A—i.e. belongs to the truth value |A|—if and only if it is
able to defeat all the attempts to refute A by a stack in ||Al|. Another difference with the intuitionistic
setting resides in the classical notion of a realizer whose definition is parameterized by a pole, which
represents a particular sets of challenges and that we shall define and discuss in Section

We shall discuss the underlying game-theoretic intuition more in depth at the end of this chapter
(Section|[3.5.2.2)), and say a word about some surprisingly new model-theoretic perspectives brought by
this semantics (Section [3.5.3]).

3.1.2.3 Modular implementation of logic

As we advocated in the previous chapter (Section[2.4.3), the proofs-as-programs interpretation of logic
suggests that any logical extension should be made through an extension of the programming language.
Krivine classical realizability precisely follows this slogan, since classical logic is obtained through the
Ac-calculus which is an extension of the A-calculus with the call/cc operator. Much more than that,
as we shall explain in Section 3.2.3] the A.-calculus is modular in essence and really turns the motto:

“With side-effects come new reasoning principles.”

into a general recipe: to extend the logic with an axiom A, one should add an extra instruction with
the adequate reduction rules, and give it the type A. If the computational behavior is indeed correct
with respect to A, then the typing rules will automatically be adequate with respect to the realizability
interpretation. This is for instance the methodology followed by Krivine to obtain a realizer of the
axiom of dependent choice with the quote instruction, [94]].
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3.2 The A.-calculus

3.2.1 Terms and stacks

The A.-calculus distinguishes two kinds of syntactic expressions: terms, which represent programs, and
stacks, which represent evaluation contexts. Formally, terms and stacks of the A.-calculus are defined
from three auxiliary sets of symbols, that are pairwise disjoint:

1. A denumerable set V) of A-variables (notation: x, y, z, etc.)

2. A countable set C of instructions, which contains at least an instruction cc (denoting ‘call/cc’,
for: call with current continuation).

3. A nonempty countable set B of stack constants, also called stack bottoms (notation: «, f3, y, etc.)

The syntax of terms, stacks and processes is given by the following grammar:

Terms tbu == x|Axt|tulky|k x, € Vy,keC
Stacks T = al|tm (a € B, t closed)
Processes p.q u= tkrx (t closed)

As usual, terms and stacks are considered up to a-conversion and we denote by t[u/x] the term
obtained by replacing every free occurrence of the variable x by the term u in the term t, possibly
renaming the bound variables of t to prevent name clashes. The sets of all closed terms and of all
(closed) stacks are respectively denoted by A and II.

Definition 3.2 (Proof-like terms). — We say that a A.-term t is proof-like if t contains no continuation
constant k. We denote by PL the set of all proof-like terms. 4

Finally, every natural number n € N is represented in the A.-calculus as the closed proof-like term n
defined by

n=50=5-(G0)-),
—_———

where 0 = Axf .x and s = Anxf . f(nxf) are Church’s encodings of zero and the successor function in
the pure A-calculus. Note that this encoding slightly differs from the traditional encoding of numerals in
the A-calculus, although the term 71 = 5”0 is clearly f-convertible to Church’s encoding Ax f . f"x—and
thus computationally equivalent. The reason for preferring this modified encoding is that it is better
suited to the call-by-name discipline of Krivine’s Abstract Machine (KAM) we will now present.

3.2.2 Krivine’s Abstract Machine

In the A.-calculus, computation occurs through the interaction between a closed term and a stack within
Krivine’s Abstract Machine (KAM). Before turning into a central piece of classical realizability, this
abstract machine was a very standard tool to implement (call-by-name) A-calculus [96]]. Formally, we
call a process any pair t x 7= formed by a closed term t and a stack . The set of all processes is written
A % II (which is just another notation for the Cartesian product of A by II).

Definition 3.3 (Relation of evaluation). We call a relation of one step evaluation any binary relation >
over the set A % IT of processes that fulfills the following four axioms:

(Push) tu * 7 >1 txu-o

(GraAB) Ax.t)y*xu-m > tlu/x]*n

(SAvE) cCxt-m > txk,-m

(RESTORE) k,xt-n/ > txor

The reflexive-transitive closure of >; is written >. _J
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One of the specificities of the A.-calculus is that it comes with a binary relation of (one step) eval-
uation >; that is not defined, but axiomatized via the rules (PusH), (GRAB), (SAVE) and (RESTORE). In
practice, the binary relation >; is simply another parameter of the definition of the calculus, just like
the sets C and 8. Strictly speaking, the A.-calculus is not a particular extension of the A-calculus, but
a family of extensions of the A-calculus parameterized by the sets 8, C and the relation of one step
evaluation >;. (The set V) of A-variables—that is interchangeable with any other denumerable set of
symbols—does not really constitute a parameter of the calculus.)

3.2.3 Adding new instructions

The main interest of keeping open the definition of the sets B, C and of the relation evaluation >;
(by axiomatizing rather than defining them) is that it makes possible to enrich the calculus with extra
instructions and evaluation rules, simply by putting additional axioms about C, 8 and >;. On the other
hand, the definitions of classical realizability [97] as well as its main properties do not depend on the
particular choice of B, C and >, although the fine structure of the corresponding realizability models
is of course affected by the presence of additional instructions and evaluation rules. Standard examples
of extra instructions in the set C are:

1. The instruction quote, which comes with the evaluation rule
(QuorTe) quotext-m > txn,-m,

where 7 +— n, is a recursive injection from IT to IN. Intuitively, the instruction quote com-
putes the ‘code’ n, of the stack 7, and passes it (using the encoding n + n described in Sec-
tion[3.2.1) to the term ¢. This instruction was originally introduced to realize the axiom of depen-
dent choices [94].

2. The instruction eq, which comes with the evaluation rule

uxmg ift; =t

(EQ) eqxty-ly-u-v-mT > .
vk ift £

Intuitively, the instruction eq tests the syntactic equality of its first two arguments t; and t, (up
to a-conversion), giving the control to the next argument u if the test succeeds, and to the second
next argument v otherwise. In presence of the quote instruction, it is possible to implement a
closed A.-term eq’ that has the very same computational behavior as eq, by letting

eq’ = Axix;.quote (Anjy; . quote (Anyy, . eq_nat ny ny) x2) x1,

where eq_nat is any closed A-term that tests the equality between two numerals (using the en-
coding n — n).

3. The instruction stop, which comes with no evaluation rule. The only purpose of this instruction
is to stop evaluation; the contents of the facing stack is implicitly the result of the computation.
This instruction turns out to be very useful for witness extraction procedures [118].

4. The instruction rh (‘fork’), which comes with the two evaluation rules
(FORK) m*to'tl'ﬂ'>1t0*ﬂ.’ and m*to'tl'ﬂ'>1t1*ﬂ.’.

Intuitively, the instruction M behaves as a non deterministic choice operator, that indifferently
selects its first or its second argument. The main interest of this instruction is that it makes
evaluation non deterministic, in the following sense:
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Definition 3.4 (Deterministic evaluation). We say that the relation of evaluation >; is deterministic
when the two conditions p >; p’ and p >; p”” imply p’ = p”’ (syntactic identity) for all processes p, p’
and p”’. Otherwise, > is said to be non deterministic. 4

The smallest relation of evaluation, that is defined as the union of the four rules (PusH), (GRAB),
(SAvE) and (RESTORE), is clearly deterministic. The property of determinism still holds if we enrich
the calculus with an instruction eq together with the aforementioned evaluation rules or with the
instruction quote.

On the other hand, the presence of an instruction M with the corresponding evaluation rules defi-
nitely makes the relation of evaluation non deterministic.

3.2.4 The thread of a process and its anatomy

Given a process p, we call the thread of p and write th(p) the set of all processes p” such that p > p”:
th(p) = {(p’ e AxIl : p>p'}.

This set has the structure of a finite or infinite (di)graph whose edges are given by the relation >; of
one step evaluation. In the case where the relation of evaluation is deterministic, the graph th(p) can
be either:

1. Finite and cyclic from a certain point, because the evaluation of p loops at some point. A typical
example is the process Ix 66 - & (where I = Ax . x and § = Ax . xx), that enters into a 2-cycle after
one evaluation step:

Ix65 -« >1 00 *x >1 %0 -« >1 00 *x >1

2. Finite and linear, because the evaluation of p reaches a state where no more rule applies. For
example:

Dxa > Ix1l-a > Ix«a.

3. Infinite and linear, because p has an infinite execution that never reaches twice the same state. A
typical example is given by the process 6’6’ x a, where 8’ = Ax . xxI:

86" xa >3 8’8" x1-a >3 88 *x1-1-a >3 8’8" xI1-1-1-0 >3

3.3 Classical second-order arithmetic

In Section[3.2] we focused on the computing facet of the theory of classical realizability. In this section,
we will now present its logical facet by introducing the language of classical second-order logic with
the corresponding type system. In Section we will deal with the particular case of second-order
arithmetic and present its axioms.

3.3.1 The language of second-order logic

The language of second-order logic distinguishes two kinds of expressions: first-order expressions rep-
resenting individuals, and formulas, representing propositions about individuals and sets of individuals
(represented using second-order variables as we shall see below).
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3.3.1.1 First-order expressions and formulas
First-order expressions are formally defined as in first-order arithmetic (see Example from

1. a first-order signature 3. which we assume to contain a constant symbol 0 (‘zero’), a unary func-
tion symbol s (‘successor’) as well as a function symbol f for every primitive recursive function
(including symbols +, X, etc.), each of them being given its standard interpretation in IN (see

Section [3.3.3).

2. A denumerable set V; of first-order variables. For convenience, we shall still use the lowercase
letters x, y, z, etc. to denote first-order variables, but these variables should not be confused with
the A-variables introduced in Section[3.2]

This results in the following formal definition:
First-order terms e, ey == x| fleq,... ex) (xeV,fel)

The set FV (e) of all (free) variables of a first-order expression e is defined as expected, as well as the
corresponding operation of substitution (see Definitions [1.5 and [L.6).

Formulas of second-order logic are defined from an additional set of symbols V, of second-order
variables (or predicate variables), using the uppercase letters X, Y, Z, etc. to represent such variables:

Formulas AB = X(eq,...,e) | A> B|¥x.A|VX.A (X €YVs)

We assume that each second-order variable X comes with an arity k > 0 (that we shall often leave
implicit since it can be easily inferred from the context), and that for each arity k > 0, the subset of V,
formed by all second-order variables of arity k is denumerable.

Intuitively, second-order variables of arity 0 represent (unknown) propositions, unary predicate
variables represent predicates over individuals (or sets of individuals) whereas binary predicate vari-
ables represent binary relations (or sets of pairs), etc.

The set of free variables of a formula A is written FV (A). (This set may contain both first-order and
second-order variables.) As usual, formulas are identified up to a-conversion, neglecting differences in
bound variable names. Given a formula A, a first-order variable x and a closed first-order expression e,
we denote by Ale/x] the formula obtained by replacing every free occurrence of x by the first-order
expression e in the formula A, possibly renaming some bound variables of A to avoid name clashes.

Lastly, although the formulas of the language of second-order logic are constructed from atomic
formulas only using implication and first- and second-order universal quantifications, we can define
other logical constructions (negation, conjunction disjunction, first- and second-order existential quan-
tification as well as Leibniz equality) using the so-called second-order encodings:

1L &2 vzz AeB 2 (A-BYA(B—A)
A 2 A-> 1 IxA(x) & VZ.(Ix.(Alx) = Z) - 2)
AAB & VYZ.((A->B—Z)—>2) AX.AX) & VZ.(VX.(AX) = Z) - Z)
AVB £ VYZ(A—-Z)— (B> 2)—>2) er=e = VYW.(W(e) = W(ep))
3.3.1.2 Predicates and second-order substitution
We call a predicate of arity k any expression which associates to the variable x1,...,x; a formula C

depending on these variables. More formally, we could (ab)use the A-notation to define them as expres-
sions of the form P = Ax; - - - x; . C where C is then an arbitrary formula. The set of free variables of a
k-ary predicate P = Ax; - - - xi . C is defined by FV(P) = FV(C) \ {x1,. . . ,xx}, and the application of the
predicate P = Ax; - - - x¢ . C to a k-tuple of first-order expressions ey, . . ., ek is defined by letting

P(er,....ex) = (Axy--x.C)(er,...,ex) = Cler/xq,. .., ex/xk]
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(x:A)GF(AX) Lx:Avt:B [rt:A>B  Trt:A
Trx:A THAx.t:A— B TFiu:B £
Trt:A x¢FV(D) Tri:VxA T+i:A X ¢FV(D)
(V1) T (v (V)
I'rt:Vx.A I'rt:A{x:=¢} IF'ri:VX.A
THt:YXA g «
THt:A(X =P} * Trec: ((A> B) > A) > A

Figure 3.1: Typing rules of second-order logic

(by analogy with B-reduction). Given a formula A, a k-ary predicate variable X and an actual k-ary
predicate P, we finally define the operation of second-order substitution A[P/X] as follows:

X(ei,...,ex)[P/X] & Ple,...,ex)
Y(er,...,em)[P/X] £ Y(ei,...,em) (Y # X)
(A—> B)[P/X] £ A[P/X]— B[P/X]
(Vx.A)[P/X] & Vx.A[P/X] (x ¢ FV(P))
(VX.A)[P/X] & VX.A
(YY.A)[P/X] & VY.A[P/X] (Y #X,Y ¢FV(P))

3.3.2 A type system for classical second-order logic

We shall now present the deduction system of classical second-order logic as a type system based
on typing judgments of the form T ¢ : A, where t is a proof-like term, i.e. a A.-term containing no
continuation constant k,; and A is a formula of second-order logic.

The type system of classical second-order logic is defined from the typing rules of Figure[3.1] These
typing rules are the usual typing rules of AF2 [92], plus a specific typing rule for the instruction cc
which permits to recover the full strength of classical logic.

Using the encodings of second-order logic, we can derive from the typing rules of Figure |3.1| the
usual introduction and elimination rules of absurdity, conjunction, disjunction, (first- and second-order)
existential quantification and Leibniz equality [92]]. As explained in Section[1.1.2.1] the typing rule for
call/cc (law of Peirce) allows us to construct proof-terms for classical reasoning principles such as
the excluded middle, reductio ad absurdum, de Morgan laws, etc.

3.3.3 Classical second-order arithmetic (PA2)

From now on, we consider the particular case of second-order arithmetic (PA2), where first-order expres-
sions are intended to represent natural numbers. For that, we assume that every k-ary function symbol
f € X comes with an interpretation in the standard model of first-order arithmetic (Section as a
function [ f] : N¥ — N, so that we can give a denotation [e]] € N to every closed first-order expres-
sion e. Moreover, we assume that each function symbol associated to a primitive recursive definition
(cf Section [3.3.1.1) is given its standard interpretation in N. In this way, every numeral n € N is repre-
sented in the world of first-order expressions as the closed expression s”(0) that we still write n, since

[s"(0)] = n.

3.3.3.1 Induction

Following Dedekind’s construction of natural numbers, we consider the predicate Nat(x) [[60, [92] de-
fined by
Nat(x) £ VZ.(Z(0) = Yy.(Z(y) = Z(s(y))) = Z(x)),
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that defines the smallest class of individuals containing zero and closed under the successor function.
One of the main properties of the logical system presented above is that the axiom of induction, that
we can write Vx.Nat(x), is not derivable from the rules of Figure As proved by Krivine [97] Theo-
rem 12], this axiom is not even (universally) realizable in general. To recover the strength of arithmetic
reasoning, we need to relativize all first-order quantifications to the class Nat(x) of Dedekind numerals
using the shorthands for numeric quantifications

vnaty A(x) Vx.(Nat(x) — A(x))
I3ty A(x) VYZ.(¥x.(Nat(x) = A(x) = Z) = 2)

so that the relativized induction axiom becomes provable in second-order logic [92]:

L
L

VZ(Z(0) = V"% (Z(x) = Z(s(x))) = V"'x.Z(x)).

3.3.3.2 The axioms of PA2

Formally, a formula A is a theorem of second-order arithmetic (PA2) if it can be derived from Peano
axioms (see Example[1.12)), expressing that the successor function is injective and not surjective:

(PA5) Vx.Vy.(s(x) =s(y) = x =) (PA6)  Vx.(s(x) #0)
and from the definitional equalities attached to the (primitive recursive) function symbols of the signa-
ture:

(PA1) VYx.(0+x=x) (PA2) VxVy.(s(x) +y =s(x+y))

(PA3) Vx.(0xx=0) (PA4) VYxVy.(s(x) Xy =(xXy)+y)

etc... Unlike the non relativized induction axiom—that requires a special treatment in PA2—we shall
see in Section that all these axioms are realized by simple proof-like terms.

Observe that we consider here an unusual definition of (PA2), since the usual one includes the
induction rule as an axiom. Nonetheless, the two theories are related through the relativization of first-
order quantifications. Namely, if A is a theorem of (PA2) with induction, then the relativized formula
ANt js 3 theorem of (PA2) without induction.

3.4 Classical realizability semantics

3.4.1 Generalities

Given a particular instance of the A.-calculus (defined from particular sets B, C and from a particular
relation of evaluation >; as described in Section , we shall now build a classical realizability model
in which every closed formula A of the language of PA2 will be interpreted as a set of closed terms
|A] C A, called the truth value of A, and whose elements will be called the realizers of A.

3.4.1.1 Poles, truth values and falsity values

Formally, the construction of the realizability model is parameterized by a pole L in the sense of the
following definition:

Definition 3.5 (Poles). A pole is any set of processes 1L C A *II which is closed under anti-evaluation,
in the sense that both conditions p > p’ and p’ € L together imply that p € 1 for all processes
p.p’ € AxIL q

Given a fixed set of processes, the following two examples are standard methods to define a pole. The
first one is straightforward in that it simply consists in taking the closure by anti-evaluation. The second
one might be more disconcerting, and consists in taking the set of processes which are unreachable by
reduction.
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Example 3.6 (Goal-oriented pole). Given a set of processes P, the set of all processes that reach an
element of P after zero, one or several evaluation steps, that is:

1L = {peAxI: I €P(p>p)}

is a valid pole. Indeed, if p, p’ are processes such that p > p” and p’ € 1L, by definition there is a process
po € P such that p’ > py. Thus p > p’ > py and p € AL, which concludes the proof that 1L is closed
by anti-reduction. By definition, the set 1 is the smallest pole that contains the set of processes P as a
subset. 4

Example 3.7 (Thread-oriented pole). Given a set of processes P, the complement set of the union of
all threads starting from an element of P, that is:

L2 (Uth<p>)c = [ ()

pEP peEP

isavalid pole. It is indeed quite easy to check that 1L is closed by anti-reduction. Consider two processes
p,p’ such that p > p’ and p’ € P, and assume that there is a process py € P such that py > p. Then
po > p’ which contradicts the fact that p’ € 1L. Thus there is no such process py and p € L. This pole
is also the largest one that does not intersect P. a

Let us now consider a fixed pole 1. We call a falsity value any set of stacks S C II. Every falsity
value S C IT induces a truth value S* C A that is defined by

St =({teA:VreS(txnm)el}.

Intuitively, every falsity value S C II represents a particular set of tests, while the corresponding truth
value S* represent the set of all programs that passes all tests in S (w.r.t. the pole L, that can be seen as
the challenge or the referee). From the definition of S*, it is clear that the larger the falsity value S, the
smaller the corresponding truth value S*, and vice-versa.

3.4.1.2 Formulas with parameters

In order to interpret second-order variables that occur in a given formula A, it is convenient to enrich
the language of PA2 with a new predicate symbol F of arity k for every falsity value function F of arity k,
that is, for every function F : N — P(II) that associates a falsity value F(ny,...,n;) C II to every
k-tuple (ny,...,n;) € N¥. A formula of the language enriched with the predicate symbols F is then
called a formula with parameters. Formally, this corresponds to the formulas defined by:

AB == X(ei,....ex) | A—> B|Yx.A|VX.A| Fey,. .. ex) X €V, F e PN

The notions of a predicate with parameters and of a typing context with parameters are defined sim-
ilarly. The notations FV(A), FV(P), FV(T'), dom(I'), A[e/x], A[P/X], etc. are extended to all formulas A
with parameters, to all predicates P with parameters and to all typing contexts I' with parameters in
the obvious way.

3.4.2 Definition of the interpretation function

The interpretation of the closed formulas with parameters follows the intuition that the falsity value
|All of a formula A contains tests that terms have to challenge to be in the corresponding truth value
|A|. In particular, a test for A — B consists in a defender of A together with a test for B, while a test
for a quantified formula Vx.A (resp. VX .A) is simply a test for one of the possible instantiations for the
variable x (resp. X).
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Definition 3.8 (Interpretation of closed formulas with parameters). The falsity value ||A|| € II of a
closed formula A with parameters is defined by induction on the number of connectives/quantifiers
in A from the equations

IF(ers...e)ll = F(lerl,. .., Tex)
IA—BIl £ |AI-IBIl = {t-7:telAl xelBll
Al 2| 1AL/l
nelN
XAl 2 | ) HAE/XIIl (f X has arity k)
F:Nk— P (II)

whereas its truth value |[A| C A is defined by |A| = [|A]|*. Finally, defining T = 0 (recall that we have
1 = VYX.X), one can check that we have :

Tl =0 ITI=A ||l = 1T

|

Since the falsity value [|Al| (resp. the truth value |A]) of A actually depends on the pole 1L, we shall
write it sometimes ||A|| (resp. |A|y) to recall the dependency.

Definition 3.9 (Realizers). Given a closed formula A with parameters and a closed term t € A, we say
that:

1. t realizes A and write t I A when t € |A|}. (This notion is relative to a particular pole 1.)

2. t universally realizes A and write t IIF A when t € |A|y for all poles 1.

From these definitions, we clearly have

Vx A| = ﬂ|A{x::n}| and  |[VXA| = ﬂ |A(X = F}| .
neN F:Nk P (I1)

On the other hand, the truth value |A — B| of an implication A — B slightly differs from its traditional
interpretation in Kleene’s realizability (Section Section [3.1.1). Writing

|A] = |B] = {te A : forallu € A, u € |A| implies tu € |B|},
we can check that:
Lemma 3.10. For all closed formulas A and B with parameters:

1. |A — B| C |A| - |B| (adequacy of modus ponens).

2. The converse inclusion does not hold in general, unless the pole I is insensitive to the rule (PUsH),
thatis: tuxmell iff txu-mwell (forallt,ue A, mell)

3. Inall cases, t € |A| — |B| implies Ax .tx € |A — B| (forallt € A).
Proof. These simple statements are a nice pretext to a first manipulation of the definitions.

1. Lett € |[A — B| and u € |A|. To prove that tu € |B|, we consider an arbitrary stack z € ||B||. By
applying the rule (PusH) we get tu x 7 >; t xu - 7. Since t € |[A — Bl and u - 7 € ||A — B]|, the
process t * u - = belongs to L. Hence tu x 7 € 1L by anti-evaluation.
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2. Lett € |A] — |B|. To prove that t € |A — B|, we consider an arbitrary element of the falsity
value ||A — BJ|, that is, a stack u - © where u € |A| and = € ||B||. We clearly have tu x 7 € 1,
since tu € |B| from our assumption on t. But since 1 is insensitive to the rule (PusH), we also
havet xu-m € 1.

3. Lett € |A| — |B|. To prove that Ax . tx € |A — B|, we consider an arbitrary element of the falsity
value ||A — B||, thatis, a stack u-7 whereu € |A| and 7 € ||B||. We have Ax . tx*u-m > tuxx € 1

(since tu € |B|), hence Ax .tx *x u - & € L by anti-evaluation.
O

Besides, it is easy to prove that cc is indeed a universal realizer of Peirce’s law:
Lemma 3.11 (Law of Peirce). Let A and B be two closed formulas with parameters:

1. Ifr € ||All, thenk, IF A — B.
2. ccllF ((A— B) - A) - A
Proof. 1. Let & € ||A|l. To prove that k, € |A — B|, we need to check that k, x ¢t - 7’ € L for all

t € |Al and 7’ € ||B||. By applying the rule (RESTORE) we get k, xt - 7’ >; t x 7 € 1 (since
t € |Al and & € ||All), hence k, xt - 7’ € 1L by anti-evaluation.

2. To prove that cc IF ((A — B) —» A) — A (for any pole L), we need to check that ccxt -7 € 1 for
allt € |(A — B) = A| and 7 € ||A||. By applying the rule (SAVE) we get ccx ¢t - & >1 t x k, - 7.
But since k,; € |A — B| (from (1)) and = € ||Al|, we have k; - 7 € ||[(A — B) — A||, so that
txk,-me ll. Hence cc x t - = € 1L by anti-evaluation.

m|

3.4.3 Valuations and substitutions

In order to express the soundness invariants relating the type system of Section with the classical
realizability semantics defined above, we need to introduce some more terminology.

Definition 3.12 (Valuations). A valuation is a function p that associates a natural number p(x) € IN
to every first-order variable x and a falsity value function p(X) : N — P(II) to every second-order
variable X of arity k.

1. Given a valuation p, a first-order variable x and a natural number n € N, we denote by p,x < n
the valuation defined by:

(P,x — n) £ P|dom(p)\{x} Ui{x < n}.

2. Given a valuation p, a second-order variable X of arity k and a falsity value function F : N¥ —
P (II), we denote by p,X « F the valuation defined by:

(p.X < F) £ plaom(p)(x} Y {X « F}.

J

To every pair (A, p) formed by a (possibly open) formula A of PA2 and a valuation p, we associate
a closed formula with parameters A[p] that is defined by

A[P] £ A[p(xl)/xl"'"p(xn)/xn9p(X1)/X1""9p(Xm)/Xm]

where x1,...,%,, X1, ..,Xn are the free variables of A, and writing p(X;) the predicate symbol associ-
ated to the falsity value function p(X;). This operation naturally extends to typing contexts by letting

(x1: A1, .., xn 2 Ap)(p] £ x s Aipl,- - xn s Anlp] -
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Definition 3.13 (Substitutions). A substitution is a finite function ¢ from A-variables to closed A.-terms.
Given a substitution o, a A-variable x and a closed A.-term u, we denote by o,x := u the substitution
defined by (0, x := 4) = 0| dom(o)\(x) U {x := u}. J

Given an open A.-term t and a substitution o, we denote by t[o] the term defined by

tlo] = tlo(x1)/x1,...,0(xn)/xn]

where dom(c) = {xi,...,x,}. Notice that t[o] is closed as soon as FV(t) C dom(c). We say that a
substitution o realizes a closed context I' with parameters and write o I T if:

1. dom(o) = dom(I);
2. o(x) I- A for every declaration (x : A) € T.

3.4.4 Adequacy

The adequacy of typing judgments and typing rules with respect to a pole is defined exactly like the
adequacy with respect to a model (Definition [1.17). Given a fixed pole 1L, we say that:

1. A typing judgment I' + ¢t : A is adequate (w.r.t. the pole L) if for all valuations p and for all
substitutions o IF T'[p] we have t[o] IF A[p].
2. More generally, we say that an inference rule
]1 e Jn
Jo

is adequate (w.r.t. the pole 1) if the adequacy of all typing judgments Ji,. .., J, implies the ade-
quacy of the typing judgment Jp.

Proposition 3.14 (Adequacy). The typing rules of Figure[3.1 are adequate w.r.t. any pole 1L, as well as all
the judgmentsT + t : A that are derivable from these rules.

Proof. The rule for cc directly stems from Lemma [3.11} while introduction and elimination rules for
universal quantifiers results from the definition of the corresponding falsity values. We will only sketch
the proof for the introduction and elimination rules of implication.

o Case (—y). AssumethatI'+t:A — BandT F u: B are adequate w.r.t. 1L, and pick a valuation p
and a substitution ¢ such that o I I'[p]. We want to show that (tu)[o] IF B[p]. It suffices to show that
if 7 € ||B[p]ll, then (tu)[o] % & € 1L. Applying the (PusH) rule, we get :

(tu)[o] *x 7 > tlo] *u[c] -7

By hypothesis, we have u[c] I- A[p] (and then u[c] - 7 € [[(A — B)[p]ll)), and t[c] IF (A — B)[p], so
that t[o] * u[o] - & belongs to L. We conclude by anti-reduction.

« Case (—f). AssumethatT',x: A+ t: Bisadequate w.r.t L. This means that for any valuation p, any
u Il A[p] and any o IF T'[p], denoting by ¢’ the substitution ¢, x := u, we have t[¢’] I B[p]. Let us pick
a valuation p and a substitution ¢ such that o I I'[p]. We want to show that (Ax.t)[o] IF (A — B)[p].
Let u -  be a stack in [|[(A — B)[p]||. Applying the (GraB) rule, we have :

Ax.t)[o]l*xu-m > tlo,x:=u]l*rx
By hypothesis, we have u I A[p], and so t[o,x := u] IF B[p]. Thus t[o,x := u] % & belongs to 1. and

we conclude by anti-reduction. O

Since the typing rules of Figure[3.1]involve no continuation constant, every realizer that comes from
a proof of second order logic by Proposition is thus a proof-like term.
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3.4.5 The induced model

It is not innocent if the sets |A| introduced in the previous sections were called truth values. Indeed,
this construction defined a model for second-order logic where truth values are made of A.-terms. In
a nutshell, starting from the standard model IN for first-order expressions and an instance of the A.-
calculus (that is with call/cc only or other extras instructions), the choice of a particular pole 1L
defines a truth value for all formulas of the language. Naively, we could be tempted to define the valid
formulas as the one whose truth value is not empty. Yet, this raises a problem of consistency:

Proposition 3.15. If 1L # 0, then there is a term t such that for all formula A, t € |A|.

Proof. Assume that the 1L is not empty, and let (¢|7) be a process in L. Then for any formula A,
k.t IF A. Indeed, for any stack p (and in particular any stack in ||A||), we have:

kptxp > kyxt-p > tknr
The last process being in the pole, they all are by anti-evaluation, and thus k¢t x p € 1L. O

If we examine kj t, the guilty term in the previous proof, there is two observations to do. First, it
is worth noting that independently of ¢t and 7, this term can not be typed since there is no typing rule
for continuations k,. Second, sticking with the intuition that a realizer is a term that can challenge
successfully any tests in the falsity value, this term is morally a cheater: in front of a test p, it actually
refuses to challenge it, drops it and goes directly to the test z for which it already knows a winning
defender ¢. Therefore, the problem comes from the presence of a continuation constant, and we should
restrict truth values to terms without continuation constants, i.e. to proof-like terms.

To ease the next definitiorf, we restrict ourselves to the full standard model of PA2. In this model,
first-order individuals are interpreted by the elements of IN, while second-order objects of arity k are
interpreted in the sets of k-ary relations on the set N. We denote this model by M.

Definition 3.16 (Realizability model). Given the full standard model M of PA2 and a pole L, we call
realizability model and denote by M, the model in which the validity of formulas is defined by:

My lFA if and only if |[AlNPL#0

The previous definition gives a simple criterion of consistency for realizability models:

Proposition 3.17 (Consistency). The model M, induce by the pole 1L is consistent if and only if for each
proof-like term t, there exists one stack m such thatt % 1L ¢ L.

Proof. Recall that ||L|| = TI. Hence M, IF L if and only if there exists a proof-like term ¢ such that
t Ik 1, ie for any stack 7, t x 7 € 1L. Thus My ¥ L if and only if for each proof-like term ¢ there is
at least one stack 7 such that t x 7 ¢ L. O

3.4.6 Realizing the axioms of PA2
Let us recall that in PA2, Leibniz equality e; = e, is defined by e; = e; = VZ (Z(e1) — Z(ez)).
Proposition 3.18 (Realizing Peano axioms).

1. Az.z IIF Vx Yy (s(x) =s(y) = x = y)

The definition of realizability models could be reformulated to consider a ground model of PA2 as parameter, but this
would require a formal definition of the models of PA2. This would have been unnecessarily complex for the sole purpose of
perceiving the spirit of realizability models.
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2. Az.zu IIF Vx (s(x) =0 —> 1) (where u is any term such that FV (u) C {z}).
3. Az.z IIF Vxy---Vxg (e1(xq,. .., xn) = ea(x1,...,%k))
for all arithmetic expressions e;(x1,. . .,x,) and ey(x1,. . .,xx) such that
N |= Vxy - - Vxg (er(x1,. .., xpn) = ea(x1,. .. ,Xk)).
Proof. The proof is an easy verification, and can be found in [97]]. O

From this we deduce the main theorem, proving that any realizability model is a model of PA2:

Theorem 3.19 (Realizing the theorems of PA2). If A is a theorem of PAZ2 (in the sense defined in Sec-
tion[3.3.3.2), then there is a closed proof-like term t such that t I+ A.

Proof. Immediately follows from Prop. and o

3.4.7 The full standard model of PA2 as a degenerate case

It is easy to see that when the pole L is empty, the classical realizability model defined above collapses
to the full standard model M of PA2. For that, we first notice that when 1L = @, the truth value S*
associated to an arbitrary falsity value S C II can only take two different values: S* = A, when S = @,
and S* = @ when S # @. Moreover, we easily check that the realizability interpretation of implication
and universal quantification mimics the standard truth value interpretation of the corresponding logical
construction in the case where Il = @. It is easy to check that:

Proposition 3.20. If Il = @, then for every closed formula A of PA2 we have

(A IMEA
e ifMEA

An interesting consequence of the above proposition is the following:

Corollary 3.21. If a closed formula A has a universal realizer t I A, then A is true in the full standard
model M of PA2.

Proof. If t IF A, then t € |A|p. Therefore |Aly = A and M |= A. O

However, the converse implication is false in general, since the formula Vx Nat(x) (cf Section/(3.3.3.1)
that expresses the induction principle over individuals is obviously true in M, but it has no universal
realizer when evaluation is deterministic [97, Theorem 12].

3.5 Applications

We present in this section some applications of Krivine realizability, both on its logical and computa-
tional facets. While we introduce theses applications in the framework of the A.-calculus, keep in mind
that they are not peculiar to this calculus. As we will see in the next sections, other calculi are suitable
for a realizability interpretation a la Krivine, and can thus benefit from the results expressed thereafter.

3.5.1 Soundness and normalization

Once the realizability interpretation is defined and the adequacy proved, the soundness of the language
is a direct consequence of the adequacy. Indeed, if there was a proof t of L, then by adequacy t would
be a uniform realizer of L. Thus the existence of one consistent model is enough to contradict this
possibility, ensuring the correction of the type system. Similarly, the normalization of the language is
also a direct consequence of the adequacy and the following observation:
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Proposition 3.22 (Normalizing processes). The set 1Ly = {p € A X II : p normalizes} defines a valid
pole.

Proof. We need to check that 1L is closed by anti-reduction, so let p,p” be two processes such that
p > p’ and p’ € 1. The latter means by definition that p’ normalizes. Since p > p’, necessarily p
normalizes too and thus belongs to the pole L. O

Note that we only consider the normalization with respect to the evaluation strategy of the pro-
cesses, which corresponds to the weak-head reduction in the sense of the A-calculus. In particular, this
is weaker than the strong and weak normalizations of the A-calculus (see Section [2.1.5). We will use
this observation in Chapters [4and[6]to prove normalization properties of different calculi.

3.5.2 Specification problem

The specification problem for a formula A can be expressed through the following question:
Which are the terms t such thatt - A ?

In other words, it poses the question of exhibiting a (computational) characterization for the realizers of
A. Thanks to the adequacy of the interpretation with respect to typing, such a characterization would
also apply to terms of type A.

3.5.2.1 Toy example: VX.X — X

In the language of second-order logic, the type of the identity function I = Ax.x is described by the
formula VX (X — X). A closed term t € A is said to be identity-likeif t xu -7 > u* m forallu € A and
n € II. Examples of identity-like terms are of course the identity function I but also terms such as II,
OI (where § = Ax.xx), Ax.cc(Ak.x), cc(Ak.kIdk), etc. It is easy to verify that any identity-like term is a
universal realizer of the formula VX.X — X. But the converse also holds, and thus provides an answer
to the specification problem for the formula VX.(X — X).

Proposition 3.23. For all termst € A, we have:
tlIFVX.(X - X) = t is identity-like

Proof. The interesting direction of the proof is from left to right. We prove it with the so-called methods
of threads [63]. Assume ¢t IIF VX(X — X), and consider u € A,7 € II. We want to prove that
t % u-m > u* . We define the pole

U =(thtxu-7)°={peAxIl: (txu-x ¥ p)}

as well as the falsity value S = {x}. From the definition of 1, we know that t xu -7 ¢ 1. Ast I+ S—S
and 7 € ||S]|, necessarily u ¢ S. This means that u % 7 ¢ 1L, thatist % u -7 > u % 7. O

3.5.2.2 Game-theoretic interpretation

In the previous section we gave a toy example of specification that was proved using the method of
threads. If this method is very useful, it has the drawbacks of becoming very painful when the formula
to specify get more complex. A more scalable way to obtain specifications (which uses the threads
method as a technical tool) is to strengthen the intuition of an opposition between two players under-
lying Krivine realizability. In addition to being a useful specification method, this idea that realizers of
a formula are its defenders, turns out to be a helpful intuition when defining the realizability interpre-
tation of a language.
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As we only want to give an oversight of the corresponding game-theoretic intuitions, we will illus-
trate this methodology with an example. Precise definitions, proofs etc... can be found in [63] (64} 65].
We choose as a running example the formula @ £ Ax.Vy.f(x) < f(y), where f is any computable
function from N to IN, expressing the fact that f admits a minimum. We could have chosen any arith-
metical formula (see [65]), or second-order formulas, as Peirce’s law (see [63} [64]). We believe this
example to be representative enough of the general situation and easier to understand that an example
in a second-order setting.

Eloise and Abelard Still writing M for the full standard model of PA2, the formula ®¢ naturally
induces a game between two players 3 and V, that we namé® Eloise and Abelard. Both players instan-
tiate the corresponding quantifiers in turns, Eloise for defending the formula and Abelard for attacking
it. The game, whose depth is bounded by the number of quantifications, proceeds as follows:

« Eloise has to give an integer m € N to instantiate the existential quantifier, and the game goes
on over the closed formula Yy. f(m) < f(y).

« Abelard has to give an integer n € N, and the game goes on the closed formula f(m) < f(n).

« Eloise has then two choices: either she backtracks to the first step to give another instantiation
m’ for x, and the game goes on; or she chooses to interrupt the game. If so, Eloise wins if M F
f(m) < f(n), otherwise Abelard wins. If the game goes on forever, Abelard wins.

Observe that the fact Eloise wins the game on a position (m,n) does not mean that m is a minimum
for the function f: it only means that Abelard failed in finding an integer n such that f(n) < f(m).
Nonetheless, if Eloise actually knows that some integer m is a minimum for f, she will obviously win
the game regardless of what Abelard plays.

We say that a player has a winning strategy if (s)he has a way of playing that ensures him/her
the victory independently of the opponent moves, which corresponds to the definition of Coquand’s
game [27]). It is obvious from Tarski’s definition of truth (see Section that the closed formula @ is
valid in the ground model if and only if Eloise has a winning strategy.

Intuitively, Eloise is playing as a realizer should, and Abelard is an opponent choosing amongst
falsity values. This intuition can be formalized by implementing the previous game within the A.-
calculus. A realizer will then corresponds to a winning strategy for Eloise, and reciprocally.

Relativization to canonical integers The implementation of the previous game in the A.-calculus
actually requires a preliminary step. Indeed, as such first-order quantifications are not given any com-
putational content: integers are instantiated in formulas which are only evaluated in the end within
the ground model. To make these integers appear in the computations, we need to relativize first-
order quantifications to the class Nat(x) (just like in Section [3.3.3.1). However, if we have as expected
i lIF Nat(n) for any n € N, there are realizers of Nat(n) different from 7. Intuitively, a term t II- Nat(n)
represents the integer n, but n might be present only as a computation, and not directly as a computed
value.

The usual technique to retrieve 7 from such a term consist in the use of a storage operator T, which
simulates a call-by-value reduction (for integers) on the first argument on the stack. While such a term
is easy to define, it make the the definition of the game harder, and we do not want to bother the reader
with such technical detail§™. Rather than that, we define a new asymmetrical implication where the
left member must be an integer value (somehow forcing call-by-value reduction on all integers), and

10The names Eloise and Abelard are due to Thierry Coquand, who also defined the game in question [27].
HFor further details about the relativization and storage operator, please refer to Section 2.9 and 2.10.1 of Rieg’s Ph.D.
thesis [[144].
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the interpretation of this new implication.

Formulas AB = ... |{e} > A
Falsity value I{e} = All £ {a-7: el =nAxe|Al}

We finally define the corresponding shorthands for relativized quantifications:

YNxA(x) 2 Vx({x} - Ax))
INx A(x) & VZ (Ix({x) = Alx) = Z) = 2)

which is easy to check to be equivalent (in terms of realizability) to the one defined in Section(3.3.3.1|[65]].

Realizability game In order to play using realizers, we will slightly change the setting of the pre-
vious game, adding processes. One should notice that we only add more information, so that this new
game is somewhat a “decorated” version of the previous one.

To describe the match, we use processes which evolve throughout the match according to the fol-
lowing rules:

1. Eloise proposes a term ¢, € PL supposed to defend ®; and Abelard proposes a stack ug - 7o
supposed to attack the formula ®. We say that at time 0, the process py := t, * g - 7 is the
current process.

2. Assume that p; is the current process. Eloise evaluates p; in order to reach one of the following
situations:

o p; > ug*xm-t- . If so, Eloise can decide to play by communicating her answer (t,m) to
Abelard and standing for his answer, and Abelard must answer a new integer n together
with a new stack u’ - ’. The current process then becomes p;1 ==t *xn-u’ - 1’

« p; > ux 7 for some u, 7 that were previously played by Abelard in a position in which x,y
were instantiated by (m,n). In this case, Eloise wins if M |= f(m) < f(n).

If none of the above moves is possible, then Abelard wins.

Starting with a term t is a “good move” for Eloise if and only if, proposed as a defender of the
formula, t defines an initial winning state (for Eloise), independently from the initial stack proposed by
Abelard. In this case, adopting the point of view of Eloise, we just say that ¢ is a winning strategy for
the formula ®y.

This furnishes us an answer to the specification problem for the formula ®¢: winning strategies of
this game exactly characterized the realizer of the formula ®;.

Theorem 3.24. If a closed A.-term t is a winning strategy for Eloise if and only if t lI- ®¢.

Proof. This is a particular case of the more general case of arithmetical formulas proved in [65]. m]

3.5.3 Model theory

Up to this point, we only presented applications of Krivine realizability on its computational side. Yet,
we explained that realizability offered a way to build models for second-order logic, (this can actually
be extended, for instance for set theory [93]). More interestingly, classical realizability appears to be
a generalization of Cohen’s technique of forcing, introduced to construct a model of set theory in
which the continuum hypothesisi? is not valid. As shown by Krivine [98] and Miquel [120], the forcing

12The continuum hypothesis expresses the fact that there is no set whose cardinality would be strictly more than the
cardinal of N and strictly less than the cardinal of R.
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construction can be computationally analyzed as a program transformation in the framework of the
Ac-calculus. In particular, classical realizability can simulate any forcing construction™,

Even more surprising is the fact that the realizability semantics lead to the construction of new
models, studied by Krivine in a series of papers [98, 99, [100] [101]]. Briefly, the fact that Yx.Nat(x) is
not realized witnesses that a model has more individuals than the natural numbers. In a well-chosen
mode™@ M, , one can show that M, F Nat(n) for any n € N while My, F Jx.-Nat(x). Other-
wise said, the model attests the presence of unnamed elements. It turns out that this allows to define
“pathological” infinite set§ V,, £ {x : x < n} such that the following statements are valid for any
n,m € N:

1. V, is not well-ordered 3. there is no surjection from V, to V11

2. there is an injection from V,, to V11 4. Vo, XV, =V,

These sets being subsets of (IN), observe that the first property implies that the axiom of choice (AC)
is not valid, while items 2 and 3 prove that the continuum hypothesis (CH) is not valid either [99]].

As far as we know, usual techniques to construct model of set theory do not allow to define directly
a model in which both (AC) and (CH) are not valid. Besides, a construction by means of forcing can
not break the axiom of choice, hence classical realizability is a strict generalization of forcing in this
sense. For these reasons amongst others, classical realizability tends to be a promising framework to
build new models. In particular, it justifies our quest (Part[[Il) for an algebraic structure as general as
possible in which the A.-calculus and these constructions can be embedded.

13 An example of this is the extraction of Herbrand tree by forcing in [143].

141n Krivine’s papers, it is the model of threads, in which each proof-like term ¢, is associated with a stack constant a,, and
the pole is defined as 1. £ (,,en (th(ty * a,))C. This set is indeed a valid pole (see Example and is consistent according
to Proposition 3.17)

5In the ground model or any standard model, V}, is just {0,1,...,n — 1} i.e. n from a set-theoretic point of view.
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4.1 Sequent calculus

4.1.1 Gentzen’s LK calculus

The sequent calculus was originally introduced by Gentzen [56] 57] who was trying to reformulate
the system of natural deduction in a more symmetric presentation. He was looking at the time for a
proof of normalization for the natural deduction system in order to prove the coherence of first-order
arithmetic. The principal novelty of this system is that it gives an equal importance to left and right parts
(hypotheses and conclusions) of sequents. In particular, sequents are of the form I' + A, where both T
and A are sequences of formulas. Besides, the deductive system does no longer make the distinction
between introduction and elimination rules but is only compound of (left and right) introduction rules.
Intuitively, a sequent is provable if the conjunction of hypotheses on the left entails the disjunction of
(possible) conclusions on the right. More precisely, we can define the formula associated to the sequent
Ai,...,Ay v By,...,Byastheformula Aj A...AA, — By V...V B,, and prove the previous statement,
namely that a sequent is valid if and only if its associated formula is valid (Proposition [4.3). To put it
differently, a sequent I' + A is intuitively derivable if there is a formula in A that is provable using the
hypotheses in T".

4.1.1.1 Language

In the original presentation of Gentzen [56][57]], who was interested in first-order arithmetic, first-order
expressions and binary predicates where defined by the following grammar:

x|neN|t+u|t—ul|tXu
t=ul|t<u

Terms t,u
Predicates P

As explained in Section[1.1.1] this corresponds to the axiomatic part of a theory. Here we rather want
to deal with the deductive part of the proof system, that is the set of inferences rules that encompasses
the logical part of the theory. Hence we shall consider the generic case of first-order logic formulas (see
Example [1.2), which are built from a fixed set V of variables and a fixed signature 3, for first-order
terms, and from a signature X, for predicates:

Terms e,e; == x| f(er,....ex) (xeV,fe)
Predicates A,B P(e,...,ex) | Vx.A|dx. A|A—>B|AAB|AVB (P e X

A sequent, written I' - A, is a pair of two (possibly empty) lists of formulas I" and A, defined by:

A= ¢ | T,A
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Identity rules
TrAA F,AFA(C N )
TFA v AFA
Structural rules
TrA () FI—A,A,A( ) T+ o(A)
r Cr Or
TrAA TrAA TrA
LreA o LAAFA G(I‘)FA()
TAFA TAFA TrA
Logical rules
TLAFA o TLAF B,A - T'rAA TrBA ) T+ AB,A o)
Tr-AA " T'+A—BA T'+AAB,A ’ TFAVBA
TrAA - TrAA F,BI—A(_}) TLABF A . T,AF A I",BI—A(V)
[L-A+rA "' [LA— BFA ! TLAABFA ' [LAVBFA !
TrAA xgéFV(l",A)(v) LA/ FA T+ A[t/x],A TLAFA x¢FV(T,A)
TrVx.AA ’ TVxArA Tradx.AA [LAx.Ar A !

Figure 4.1: Gentzen LK calculus

4.1.1.2 Deductive system

The rules of Gentzen deductive system, given in Figure [4.1/and named LK, are splitted in three groups:

o identity rules, which specify the two pure manners of proving a sequent, namely reducing to an
hypothesis or by introducing a cut over a formula;

o structural rules, which correspond to contexts management: they allows us to weaken, rearrange
(0 is a permutation) or duplicate formulas within left and right contexts;

o logical rules, which are the left and right introduction rules for logical connectives.

Intuitively, a sequent I' - A is derivable if there is a formula in A that is provable using the hypotheses in
I'. This intuition is actually valid up to the subtlety that we do not necessarily know which formula of the
right-handside is proven. In fact, there is not necessarily one specific formula that is proven, but rather
a superposition of formulas. For instance, as we shall see a derivation of the sequent  A(x) V =A(x)
proves neither A(x) nor —A(x), it only proves that for any x, one of both is true. If A(x) is the formula
“the cat is alive at the instant x”, we are in presence of a Schrédinger’s catZ,

This presentation is indeed more symmetric than natural deduction, in that it highlights the dual
behaviors of hypothesis and conclusions. This observation will be reflected through the proofs-as-
programs interpretation of sequent calculus in the next section. Lastly, this deduction system encom-
passes classical logic. In particular, it is easy to derive proofs for the excluded-middle, the double-
negation elimination or the law of Peirce (see Figure [4.2). Actually, the case of intuitionistic logic,
named L]J, corresponds to the same calculus where only one formula is allowed in the right-hand side
of sequents.

As an example to illustrate the construction of proof derivations in LK, we shall now prove the
claim that a sequent is provable if and only if its associate formula is.

IWe are very grateful to Alexandre Miquel for this very nice metaphor.

72



4.1. SEQUENT CALCULUS

A AFA(ﬁ%
Ara M ArBA "
T - A -A (ﬁ(’)) FA>BACT Ara EAX))
A O A F A ﬂ(’ ) (A>B) - ArA ’)
FAv-A ) Fo(cA) > A T F(A>B) oA >4 7
(a) Excluded-middle (b) Double-negation elimination (c) Peirce’s law

Figure 4.2: Proof of classical principles in LK

Definition 4.1 (Admissible rule). A rule is said to be admissible in a proof system if there exists a
derivation of its conclusion using its hypotheses as axioms. a

Lemma 4.2. The following rules are admissible in LK:

Ael AeA Aell AeA
rra Ara —TrAa W
Proof. We only give the proof for the first rule. Knowing that A € T' we can assume that T is of the
general form By,...,B,,A,Cy,...,C, and prove the first rule as follows:
m (Ax;)

*(wp)

A,Bl,. . .,Bn,(jl,. .. ,Cp_l FA
ABi,. . BuCr...Cp1.CpF A
Bq,... ,Bn,A,Cl,. .. ,Cp_l,Cp FA

(wr1)
(o1)

Proofs for the other two cases are very similar. O

Proposition 4.3 (Associated formula). A sequentI' + A is valid if and only if its associated formula is
valid.

Proof. The proof on the left-to-right part is left as an exercise for the willful reader. We only give the
right-to-left proof in the case where I' and A both contains two formulas:

Al,Az FA; (Axr) Al,Az + Az (Axr) By + B1,Bs (Axz)
Al,Az + Al /\Az (r) B,V By, + By,By e
Al,Az + Al /\Az,Bl,Bz (wr) Al,Az,Bl V By + By,Bs (wr)
F Ay A Ay — By V B, ALAnA NA, > B VB, v BB, , "
Ay, Az ¥ By, By (Com

We implicitly use the fact that the following rule is admissible (which also is an easy exercise):

FA T,AFA
T'rA

(CUT)/

4.1.2 Alternative presentation

In order to give a computational content to sequent calculus, we will use a slightly different presenta-
tion. While this presentation does not bring any logical benefits (it actually has the drawback of making
the size of proofs grow), it forces the derivation to be somewhat more structured by preventing arbi-
trary changes of side (left or right) when applying inference rules. Quite the opposite, at any time is
explicitly identified which formula is being worked on. In a nutshell, instead of considering one unique
kind of sequent I + A, this presentation now distinguishes between three kinds of sequents:
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Identity rules:
AecA AeT TFA|A TIAFA
_L= 8 (A =2 -
TIArA ™ Tra|Aa ™ TrA (Com)
Structural rules:
IArFA TFAA
—_— (fOCl) —_— (fOCr)
I'NArFA F'rA|A

Logical rules:

IA-B| A I'tA|A TrBJ|A F'rA|A . I'tB|A ,
TFrASB[A " TrAAB[A 7 TrAvB(A " TravB|a "
F'rA|A ' BFrA I ABr A I'A+A T,BrA
TlA>BrA " T|AABrA " TAvBra 7
Figure 4.3: Sequent calculus with focus
(Ax,) (Axp)
(A->B) > A A+A|B (A->B) > A|A+AB
(A>B) > A Ar AB (con
(A>B) oA ArB|A Y
) A>B -ArA=B|A " (A—>B)—>A|A|—Azixll))
(A>B) > Ar(A>B) > A|A (A>B) >Al(A—>B) >ArA
(A>B) > A+ A
(A>B) > A+ A| (Foer)
F((A> B) > A) > A| "

Figure 4.4: Peirce’s law

1. sequents of the form I' - A | A, where the focus is put on the (right) formula A;
2. sequents of the form I’ | A + A, where the focus is put on the (left) formula A;

3. sequents of the form I' + A, where no focus is set.

In a right (resp. left) sequent T' + A | A, the singled out formuld? A reads as the conclusion “where the
proof shall continue” (resp. hypothesis “where it happened before”). The rules of this sequent calculus
with focus are given in Figure 4.3 for the propositional fragment. It is easy to check that any of the
structural and identity rules of LK are admissible within this framework, and that any derivation in one
system is derivable in the other. We could also have given the rules for first-order quantifications in
the same way, but it is not the point here. Actually, neither did we include the negation rule, which we
could have done directly. Another solution to retrieve the negation would be to add constant symbols
T and L with the following axioms:

an)

R )
'lLFA F'rT]|A

Then defining the negation by —A £ A — L, it is easy to check that the rules (=,) and (—;) are
admissible.

To be fair, we should confess two things. First, that in itself, this presentation is mainly motivated
here to make a transition to the type system of the Auji-calculus, that we shall introduce in the next

2This formula is often referred to as the formula in the stoup, a terminology due to Girard [59].
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section. That is, as a deductive system for mathematicians, this is LK buried under administrative duties.
As an example to illustrate the difference between LK and this presentation, we give in Figure [4.4| the
derivation tree for the law of Peirce, which is indeed bigger than its twin in LK. Second, we should
mention that LK can be directly use as a type system for a calculus, namely Munch-Maccagnoni’s
system L [[126]]. If the second part of this thesis is presented in the framework of Apjfi-calculus, it could
as well have been rephrased entirely using system L, of which we use fragments in the third part. In
other words, the current section is motivated by the sole purpose of making obvious the equivalence
between both presentations.

4.2 The Apji-calculus

We shall now present the Auji-calculus, originally introduced by Curien and Herbelin [32]] to emphasize
implicit symmetries of computation such as the duality between programs and contexts or the duality
between call-by-name and call-by-value evaluation strategies. One of the huge advantages that this
calculus has over the usual A-calculus is that its reduction system comes directly in the form of an
abstract machine. As we will discuss in the next sections, this is particularly convenient when it comes
to the definition of a realizability interpretation or of a continuation-passing style translation. Actually,
this also was one of the starting observation that led to the very definition of the Auji-calculus®: when
it comes to abstract machines, the evolution of types has much more to do with sequent calculus than
with natural deduction. Consider for instance the rules (PusH) and (GRAB) of Krivine abstract machine:

(PushH) tu % > txu-m
(GraB) Ax.t)*xu-m > tu/x]*xx

In the first rule, if u has type A and & type B, then resulting stack u - 7 is of type A — B: this is a left-
introduction rule of implication. Then the second rule reads as a cut between two implications which
have been introduced on each side:

T,x:Art:B|A - Tru:A|A FIH:BFA( )
TrAxt:A—>B|A ' Tlu-n:A>BrA !
(Cur)

Axtxu-m): (T +A)

where we make use of the three kinds of sequents from last section.

4.2.1 Syntax

The syntax of the Apji-calculus, just like the one of the A.-calculus, is divided in three categories: terms
(or proofs), which represent programs; evaluation contexts® (or co-proofs), which represent environ-
ments of execution; commands, which are pairs consisting of a term and a context and represent a
closed system containing both the program and its environment. Formally, terms, contexts and com-
mands are defined by the following grammar:

Terms p == a |dap|pac
Contexts e a|p-e | pac
Commands c (ple)

where variables a,b, ... and co-variables «, 5,... range over two fixed alphabets. To draw the parallel
with the A.-calculus and the Curry-Howard correspondence, a command is a process or a state of an

3See the introduction of [32].

4We draw the reader’s attention to the fact that the terminology of contexts is already overloaded, and we insist on the
fact that here they refer to co-terms. Nonetheless, the usual notion of evaluation contexts (see Remark [2.5) and this one are
not disconnected, since both refer to the environment in which a term is evaluated.
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abstract machine, representing the evaluation of a proof (the program) against a co-proof (the context).
The notion of evaluation context is a generalization of the notion of stacks where fia.c can be read as a
context leta = [ ] inc. As for terms, the p operator comes from Parigot’s Au-calculus [131]], za binds a
context to a context variable & in the same way fia binds a proof to some proof variable a. In particular,
as we shall see now, it allows to capture evaluation contexts and as such is a control operator which
plays a role similar to call/cc.

4.2.2 Reduction rules and evaluation strategies

The reduction rules of the Auji-calculus are parameterized by a particular set of proofs, written V, and
a particular set of contexts, written &:

(plpa.cy ~ — clp/a] (peV)
(pacley - cle/a] (e € &)
(Aaplu-e)y — (ulfalple))

If V and & are not restricted enough, these rules admit a critical pair:

(pacljia.c’y
e N
cliga.c’/a] ¢’[pa.c/al

Unlike the A-calculus, the Ayji-calculus is clearly not confluent: in the above critical pair, if ¢ = (b|f)
and ¢’ = {(d|y) for distinct variables, then the reduction is blocked after one step for each command
and ¢ # ¢’. Moreover, the critical pair can be interpreted in terms of non-determinism. Indeed, we can
define a fork instruction by h £ Aab.pa.(u_{a|a)|fi-(b]a)), which verifies indeed that:

(Fork) (Mlpo - p1-€) = (poley ~ and  (Mlpo - p1 - e) = (pile).

The difference between call-by-name and call-by-value can be characterized by how this critical
pair is solved, by defining V and & in such a way that the two rules do not overlap. This justifies the
definition of a subcategory V of proofs, that we call values, and of the dual subset E of contexts that we
call co-values:

(Values) Vu=allap (Co-values) Ez=alq-e

The call-by-name evaluation strategy amounts to the case where V £ Proofs and & £ Co-values. This
is reflected in the reduction of the command where a function is applied to a stack:

(Aaplu-e) — (ulpalple)) — (plu/a]le)

We observe that the variable is substituted no matter what by the proof u (unreduced). Dually, the
call-by-value corresponds to V £ Values and & = Contexts. In this case, assuming that the proof u
reducesd to a value V,, the previous command will reduce as follows:

(Aaplu-e) — (ulialple)y = (Vulialpleyy — (p[Vi/alle)

where the substitution in p is done only after u has reduced. If u does not reduce to a value in front of
fa.(ple) (which is the case if u drops its evaluation context), this substitution never happens.

Finally, it is worth noting that the p binder is a control operator, since it allows for catching eval-
uation contexts and backtracking further in the execution. This is then the key ingredient that makes
the Auji-calculus a proof system for classical logic, as the continuation-passing style translation or the
embedding of call/cc will emphasize in the next sections.

5That is to say that for any command e, the command (u|e) reduces to (Vy|e).
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Trp:A|A Tle:ArA
(Cur)
(ple) : (T'+ A)
(a:A)eT ax) la:Arp:B|A o) c:(TFA,a:A)()
Tra:A|A 7 Trlap:A—>B[A Trpac:AlA "
(x:A)eA Ax) F'rp:AlA Fle:BI—A( ) c:(T,a: Ar A) )
Tla:ArA ! Tlp-e:A>BrA ! T|jac:ArA "

Figure 4.5: The simply-typed Apji-calculus

4.2.3 Type system
4.2.3.1 Two-sided sequents

The type system for the simply-typed Apji-calculus, given in Figure[4.5] corresponds exactly to the de-
ductive system of sequent calculus with focus in Figure[4.3] It is therefore the programming counterpart
of a proof-as-program correspondence between sequent calculus and abstract machines. Commands
are typed by the (Cur) rule, right introduction rules correspond to typing rules for proofs, while left
introduction rules are typing rules for evaluation contexts. The duality between hypotheses and con-
clusion in the sequent calculus is thus directly reflected into the duality between proofs and contexts.

4.2.3.2 One-sided sequents

The very same type system can be expressed through one-sided sequents, where hypotheses in I" and A
are regrouped in a same context, written I'U A, where hypotheses « : A formerly in A are distinguished
with an annotation on the type: a : A*. The typing rules are the same, except that the three kinds of
sequents are now denoted by:

Trp:A Fhte:A" Tkre

In the case of simple types, the ordering of hypotheses is irrelevant, in the sense that any sequent
derivable with a context I' would also be derivable with o(I') for any permutation o. However, if
necessary (for instance with dependent types), it is always possible to consider that hypotheses are
introduced with an index so that I' U A is defined to match the order of introduction of the hypotheses.
Technically, it suffices to redefine inferences rules to include these indices, for instance:

c:TrAa:y A) TI+]|Al=n
F'vpuac:AlA

This allows us to define a function join by:

join((a :n AT),A,n)
join(T,(a :p, A,A),n)
join(e,e,n)

(a:A),join(l,A,n+1)
(a : A1), join(T,A,n + 1
£

and welet TUA £ join(T,A,0). One-sided or two-sided sequents are then essentially a matter of taste.
In the next chapters we will mostly use two-sided sequents, because they are closer to the original
presentations of LK or the Apji-calculus. Yet, we always consider that contexts are implicitly numbered
so that we can make use of I' U A in the right order if needed.
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Ax, A
O,a’:AI-a’:Alo(X) OIa:AI-a:A,o(Xl)

(Curt)
(d|ay:(e,a" : A+ a:A,p:B) p
oa :Ar pfdla):B|a:A)
/ - - — (A%
) o Aa’.uf.la’|a)y | a: A Ia:Al—a:A_)
4 A>B) oAra:(A>B) SAle « [ ppdla)-a: (A= B) > Ara:h) !
UT

(al|Aa’.ppla’|a)-a):(a: (A— B) > A+ a:A)
a:(A— B) = At pafalda’.ppa’|a) - a): Al
F Aa.pafa|ra’ . ppla’|a) - a): ((A— B) > A) - A|

r

Figure 4.6: Proof term for Peirce’s law

4.2.4 Embedding of the A -calculus

In order to get more familiar with the syntax and computation of the Apji-calculus, let us draw the
analogy with the A.-calculus. Let us begin by embedding the syntax of the call-by-name Krivine abstract
machine for A-terms (that is without call/cc). The embedding [-] is straightforward:

[t ]
[x]

(Cee 1) [Ax.t]
x [tu]

Ax.[[t]] [a]
po ([tNIul - a) [t-r]

o

] - [ell

1> 1>

Y L
L L

It is then an easy exercise to check that typing judgments are preserved through the embedding®, and
it also easily verified that in the call-by-name setting, reductions are also preserved:

(Pusn) [tuxrx] = (padltllul - aOllzl) —  Cedilel - Dz = [t*xu-x]
(GraB)  [[Ax.txu-rx] Ax. [t1 1 [l - [21) 2 (IelTul/x]T 2T [t[u/x] * ]l

Actually, the full A, calculus can be retrieved since the call/cc operator and continuation constants
k, can also be soundly embedded. Interestingly, by being more atomic the syntax of the Auji-calculus
forces us to define both terms in a way that the corresponding reductions rules:

(SAvVE) call/cckxt-m > txk,; -«
(RESTORE) kyxt-n’/ > txm

are decomposed into elementary steps. Indeed, let us define the following proof terms:
call/cc £ Aa.palalky - @) ke 2 Aa' .pu_{ad|e)

and set [[cc]] £ call/cc and [k, ] £ kyr]. As expected, call/cc can be typed with Peirce’s law (see
Figure[4.6), as a matter of fact its very definition is obtained from the proof of Peirce’s law in Figure
through Curry-Howard isomorphism. Let us observe the computational behavior of call/cc: in front
of a context of the right shape (that is a stack g - e with e of type A), it catches the context e thanks to
the pa binder and reduces as follows:

(call/cclg-e) = (Aa.palalky - a)lg-e)y — (ualglkq-a)le)y —  {(qlk.-e)

In particular, if g - e = [t - 7], we recognize the (SAVE) rule. Notice also that the proof term now on
top of the stack k. = Aa’.u_.{a’|le) (which, if e was of type A, is of type A — B, see Figure[4.6) contains

SThat is to say that if a typing judgment T - ¢ : A is derivable then T + [[¢] : A | ¢ is derivable within the Auji-calculus. To
be precise, this would require to restrict to simple types for ¢ or to extend the Ayji-calculus type system to second-order, but
in fact both lead to the desired result.
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a second binder . In front of a stack ¢’ - e’, this binder will now catch the context e’ and replace it by
the former context e:

(kelg’ €'y = (Aa’.p-(d'ledlg’ - ¢y —  (u-Lqledle’)  —  (q'le)

Here again, we recognize exactly the (RESTORE) rule of the A.-calculus. For both cc and k,; (and both
reduction rules), their definitions in the Apji-calculus is more atomic and highlights that these terms
computes in two elementary steps: they first grab (by means of a A abstraction) a term t on the stack,
then they capture the evaluation context e (by means of a u abstraction) and reduce accordingly to their
specification (call/cc furnishes to ¢ the continuation k. while k.- drops the continuation context and
let t be evaluated in the (restored) context e’).

4.2.5 Soundness

When defining a proof system by means of a calculus, one should necessarily proceed to a sanity
check. It is standard to consider a calculus safe if it enjoys properties such as type safety (like subject
reduction), soundness and normalization, which correspond respectively to the following questions: Is
the reduction system correct with respect to the type system? Is there a proof of false? Does the typing
ensure normalization of terms?

There are actually many ways to answer each of these questions. Let us briefly present three of
them. The first option is to prove everything directly, from scratch. The property of subject reduction
is usually proved by a cautious induction over the reduction rules, with a bunch of auxiliary lemmas
about substitution. Assuming that the normalization holds, it can be combined with subject reduction
to prove the soundnes: if there was a proof of false then this proof can be reduced to a term in normal
form (normalization) which is also a proof of false (subject reduction). Then if suffices to show that
there is no such term. Finally, the normalization is proved by any possible means (most of the time it is
the hardest part), for instance by a combinatorial argument, like identifying a decreasing quantity on
the typing derivation, or by adapting one the following techniques.

A second technique consists in the definition of a realizability interpretation for the calculus. While
the interpretation can be tricky in itself to define and prove adequate, in the end the adequacy generally
gives normalization and soundness for free.

A third solution relies on the definition of an embedding into another proof system for which these
properties holds. Then, if the translation is adequate in the sense that it preserves types and reduction,
the normalization of the target calculus ensures the one of the source, and the non existence of a proof
of false (or the corresponding translated type) in the target language should also ensure the soundness
of the source language. Aside from proving these properties, an interest of this technique is that it might
decompose or reduce difficulties of the source calculus (for instance the presence of control operators)
into well-known pieces of the target calculus (for instance the simply-typed A-calculus). A standard
class of such embeddings are the continuation-passing style translations that we shall now present.

We will then take the call-by-name and call-by-value Apji-calculi as examples, and use both a
continuation-passing style translation and a realizability interpretation in each case to prove that these
calculi enjoy the properties of soundness and normalization.

4.3 Continuation-passing style translation

4.3.1 Principles

In the realm of the proofs-as-programs correspondence, continuation-passing style (CPS) translations
are twofold: they bring both a program translation and a logical translation. We shall first focus on
the computational aspect, and emphasize the logical side in the next section. As a program transla-
tion, continuation-passing style translations are a well-known class of computational reductions from
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a calculus to another one. In particular, they have a lot of application in terms of compilation. The
terminology was first introduced in 1975 by Sussman and Steele in a technical report about the Scheme
programming language [152]). They illustrate this technique with the example of the factorial. Using a
mixed notation between pseudo-code and A-calculudZ, a standard recursive definition of the factorial is
given by:

fact.aux := An.if n = 0 then 1 else nxfact(n—-1)

It is easy to check that fact computes correctly the factorial, for instance when applied to 3 it reduces
as follows:

fact 3 » 3xfact2 —» 3x2Xxfactl —» 3x2X1Xfact0 —» 3X2X1 — 6

However, there is another way to drive the same computation forward, which Sussman and Steele [152]]
describe by:

Tt is always possible, if we are willing to specify explicitly what to do with the answer, to
perform any calculation in this way: rather than reducing to its value, it reduces to an appli-
cation of a continuation to its value. That is, in this continuation-passing programming style,
a function always “returns” its result by “sending” it to another function. This is the key idea.”

This corresponds to this alternative definition of the factorial:
fact := Ank.if n = 0 then k1 else fact(n—1)(Ar.k(nxr))

where the abstracted variable k is expecting the continuation as an argument. A continuation is a
function waiting for the return value to drive the computation forward. In other words, from the point
of view of the program, a continuation is a term that reifies the future of the computation. For instance,
when applied to 3 and a function answer as continuation, the execution thread of fact is now:

fact 3answer — fact 2 (Ar.answer (3 Xr))
— fact 1 (Ar.(Ar.answer (3 X r)) (2 Xr))
—  fact 0 (Ar.(Ar.(Ar.answer (3 X)) (2Xr)(1Xr))
—  (Ar.(Ar.(Ar.answer 3 xr)) (2xr))(1xr)1
—  (Ar.(Ar.answer 3 xr)) (2xr))1
— (Ar.answer (3 xr))2
— answer 6

We notice that if the first argument n is different from 0, fact makes a recursive call to itself with n — 1
and a new continuation that is waiting for the answer r to compute the product n X r and return it to
the former continuation®. This idea could of course be generalized to translate as well the arithmetic
primitives: any integer n could be transformed into the function n := Ak.k n that expects a continuation
and apply this continuation to n. Similarly, the multiplication operator could be transformed into an
operator X waiting for the translations n,m of two integers and a continuation k, furnishing to 7 and
m the adequate continuations to extract their values and finally return the multiplication to k: X :=

"This could be formally embedded in the A**-calculus with integers, but there is no interest in being so formal here.

81n fact, we could optimize the continuation in the continuation-passing style translated form of the factorial to obtain an
alternative definition of the factorial function, which has the same computational behavior of without continuation:

fact An.fact_auxn1
fact_.aux := Amr.if m = 0 then r else fact.aux(n—1)(nxr)
In that case, the function fact is said to be tail-recursive, and reduces as follows:
fact 3 — fact.aux 31 — fact.aux 23 — fact.aux 16 — fact.aux 06 — 6

where we skipped the arithmetic reductions.
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Atuk.t (An.u (Am.k (n X m)). Again, when applied to a continuation answer and the translation of 3 and
2, this term will compute the expected result by passing of continuations along the execution:

3 (An.2 (Am.answer (n x m)))
(An.2 (Am.answer (n X m))) 3
2 (Am.answer (3 x m))
(Am.answer (3 X m)) 2
answer 6

X 3 2 answer

Ll Ll

It is worth noting that the continuation-passing style translation also proposes an operational semantics
in that it makes explicit the order in which the reduction steps are computed. In particular, different
evaluation strategies correspond to different continuation-passing style translations?. This was studied
by Plotkin for the call-by-name and call-by-value strategies within the A-calculus [139], and we shall
recall in the sequel the corresponding translations for the Apji-calculus [32]].

In addition to the operational semantics, continuation-passing style translations allow to benefit
from properties already proved for the target calculus. Besides, the passing of continuations provides
a way to handle the flow of control, and in particular to embed control operators (like call/cc or
the u operator). For instance, we will see how to define translations p — [p] from the simply-typed
Apfi-calculus (the source language) to the simply-typed A-calculus (the target language) along which the
properties of normalization and soundness can be transfered. In details, these translations will preserve
reduction, in that a reduction step in the source language gives rise to a step (or more) in the target
language:

c Lo = [cT L)ﬁ Mc'1 (4.1)

We will say that a translation is typed when it comes with a translation A — [[A] from types of the
source language to types of the target language, such that a typed proof in the source language is
translated into a typed proof of the target language:

F'rp:AlA = [T, 0AT - [pl - TAT (4.2)

Lastly, these translations will map the type L into a type [L] which is not inhabited:

Fop:lL] (4.3)
Assuming that the previous properties hold, one automatically gets:

Theorem 4.4 (Benefits of the translation). If the target language of the translation is sound and normal-

izing, and if besides the equations (4.1), and hold, then:

1. If [p]l normalizes, then p normalizes
2. If p is typed, then p normalizes

3. The source language is sound, i.e. there is no proof +p: L

roof. . contrapositive, 1 0eSs not normalizes, €n accorain 0 equation . neitner does
P 1. By contrapositive, if p d t lizes, th ding to equation (&.1) neither d

1.
2. If pistyped, then [p] is also typed by(4.2), and thus normalizes. Using the first item, p normalizes.
3. By reductio ad absurdum, direct consequence of (4.3). O

9For instance, in our example the translation of the operator X corresponds to the call-by-name translation, because it
is waiting for the unevaluated translations of 3 and 2 and takes the responsibility of evaluating them when needed. On the
opposite, the call-by-value translation X := Anmk.k (n X m) would have been waiting directly for integers (values) and the
application of a function to its argument (that is the translation of t u) should then have been in charge of performing the
evaluation of the argument: tu := Ak.uAv.tvk.
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4.3.2 The underlying negative translation

As mentioned in the last paragraphs, continuation-passing style translations have their logical coun-
terpart, since they induce a translation on formulas. If we observe for instance the translation of 2,
defined as Ak.k 2, we see that it now expects a continuation waiting for an integer (atomic type nat)
whose return type is unknown, say R. That is, the atomic type nat is translated into:

nat £ (nat > R) - R

As for the multiplication operator, its translation X, which is waiting for two translated integers and a
continuation is now of type:

(nat — nat — nat) £ nat — nat — (nat - R) - R = nat — nat — nat

In the case where R is taken to be L, this corresponds exactly to Godel-Gentzen negative translation
N of formula:

N & atomic A
e s N (patomic) | (g & N
(¢ - ¢) ¢ - lﬁ (Vx ¢)N 2 Yy _|¢N
N é b N G | N - N ’ N ’
VA AT @)V 2 (vxgY)
@APN = (N AyYN) ' '

This translation actually defines an embedding of classical (first-order) logic into intuitionistic (first-
order) logic, in the sense that if .7 is a set of axioms, then the sequent .7 + ® is provable in LK if and
only if the translated sequent 7N + ®V is provable in L] (intuitionistic sequent calculus). This is to be
related with the fact that it allows to embed control operators in the A-calculus. Since classical logic
is computationally obtained from intuitionistic logic (A-calculus) by addition of a control operator, it
is quite natural that a sound embedding of the calculus with control operator back to the A-calculus
defines an embedding of classical logic within intuitionistic logic.

4.3.3 The benefits of semantic artifacts

Continuation-passing style translations are thus a powerful tool both on the computational and the
logical facets of the proofs-as-programs correspondence, which we use in the forthcoming sections to
prove normalization and soundness of the Ayji-calculus. Rather than giving directly the appropriate
definitions, we would like to insist on a convenient methodology to obtain CPS translations as well as
realizability interpretations (which are deeply connected). This methodology is directly inspired from
Danvy et al method to derive hygienic semantics artifacts for a call-by-need calculus [37]]. Reframed in
out setting, it essentially consists in the successive definitions of:

1. an operational semantics,

2. a small-step calculus or abstract machine,

3. a continuation-passing style translation,

4. arealizability model.
The first step is nothing more than the usual definition of a reduction system. The second step consists
in refining the reduction system to obtain small-step reduction rules (as opposed to big-step ones),
that are finer-grained reduction steps. These steps should be as atomic as possible, and in particular,
they should correspond to an abstract machine in which the sole analysis of the term (or the context)
should determine the reduction to perform. Such a machine is called in context-free form [37]. If so, the

definition of a CPS translation is almost straightforward, as well as the realizability interpretation. Let
us now illustrate this methodology on the call-by-name and call-by-value Apji-calculi.
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4.4 The call-by-name Apyji-calculus

4.4.1 Reduction rules

We recall here the (big-step) reduction rules of the call-by-name Apji-calculus (Section[4.2.2), where the
[i operator gets the priority over the y operator:

(plpa.c) - c[p/a]
(ua.c|E) - c[E/a]

(Aaplg-e)  —  (qlaalple))

As such, these rules define an abstract machine which is not in context-free from since to reduce a
command one need to analyze simultaneously what is the term and what is the context.

4.4.2 Small-step abstract machine

To alleviate this ambiguity, we will refine the reduction system into small-step rules in which it is
always specified which part of the command is being analyzed. If we examine the big-step rules, the
only case where the knowledge of only one side suffices: when the context is of the form fia.c, which
has the absolute priority. So that we can start our analysis of a command by looking at its left-hand
side. If it is a fia.c, we reduce it, otherwise, we can look at the right-hand side. Now, if the term is of the
shape pia.c, it should be reduced, otherwise, we can analyze the left-hand side again. The only case left
is when the context is a stack q - e and the term is a function Aa.p, in which case the command reduces.

The former case suggests two things: first, that the reduction should proceed by alternating exam-
ination of the left-hand and the right-hand side of commands. Second, that there is a descent in the
syntax from the most general level (context e) to the most specific one (values™® V), passing by p and E
in the middle:

Terms p paclalVv Contexts e u= [a.cl|E
Values V u= ldap Co-values E == alp-e

So as to stick to this intuition, we denote commands with the level of syntax we are examining (c., ¢;, cg, cy),
and define a new set of reduction rules which are of two kinds: computational steps, which reflect the
former reduction steps, and administrative steps, which organize the descent in the syntax. For each
level in the syntax, we define one rule for each possible construction. For instance, at level e, there is
one rule if the context is of the shape fia.c, and one rule if it is of shape E. This results in the following
set of small-step reduction rules:

(plpa.c). ~ ce[p/a]
(PIE). ~ (PIE),

(pa.c|E), ~ ce[E/a]
(VIE), ~ (VIE)g

Vg - e)e ~ Vlg - e)v

(Aaplg-eyy  ~  (qlpalple)).
where the last two rules could be compressed in one rule:
(Aaplq - e)p ~ (qlpalple))e

Note that there is no rule for variables and co-variables, since they block the reduction. It is obvious that
theses rules are indeed a decomposition of the previous ones, in the sense that if ¢, ¢’ are two commands
such that ¢ b ¢, then there exists n > 1 such that ¢ % ¢’.

100bserve that values usually include variables, but here we rather consider them in the category p. This is due to the
fact that the operator fi catches proofs at level p and variables are hence intended to be substituted by proofs at this level.
Through the CPS, we will see that we actually need values to be considered at level