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Abstract

Liver cancer is the 2nd most common cause of cancer death worldwide,
with more than 745,000 deaths from liver cancer in 2012. When including
deaths from liver cirrhosis, the toll reaches nearly 2 million people world-
wide. Today, surgical tumors ablation remains the best treatment for liver
cancer. To localize the hepatic tumors and to define the resection planes,
clinicians rely on pre-operative medical images (obtained with computed
tomography scanner or magnetic resonance imaging). However, the liver
lesions and vascular system are difficult to localize during surgery. This
may lead to incomplete tumor resection or haemorrhage. The purpose of
this thesis work is to provide surgeons with an augmented view of the
liver and its internal structures during surgery to help them to optimally
resect the tumors while limiting the risk of vascular lesion. Therefore, an
elastic registration method to align the pre-operative and intra-operative
data has been developed. This method, which uses a biomechanical model
and anatomical landmarks, was designed to limit its impact on the clinical
workflow and reaches a registration accuracy below the resection margin
even when the liver is strongly deformed between its pre-operative and
intra-operative state. This registration algorithm has been integrated into a
software, sofaOR, to conduct the first clinical tests.

Keywords: Registration, Hepatic surgery, Laparoscopic surgery, Intra-
operative guidance, Biomechanical model, Atlas, Boundary conditions,
Augmented reality.
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Résumé

Les cancers du foie sont la seconde cause de mort par cancer avec plus de
745,000 morts en 2012. Si l’on inclu les cas de cirrhose du foie, le nombre
total de morts par an dans le monde atteint presque 2 million. Le meilleur
traitement actuel pour ces patients est l’ablation chirurgicale de ces tu-
meurs. Pour les localiser et planifier l’opération, les chirurgiens se basent
sur des images médicales pré-opératoire (obtenues par tomodensitométrie
ou imagerie à résonance magnétique). Cependant, durant l’intervention,
ces tumeurs, ainsi que le réseau vasculaire du foie, sont difficiles à localiser
pour le chirurgien. Cela peut conduire à une résection incomplète des tu-
meurs où à la lesion accidentelle de vaisseaux sanguins. Le but de ce travail
de thèse est de proposer aux chirurgiens une vue du foie et de ses structures
interne en réalité augmentée durant l’opération pour les aider à réséquer
les tumeurs de manière optimale en limitant les risques pour le patient.
Pour cela, une méthode de recalage élastique des données pré-opératoires
sur la vue intra-opératoire a été développée. Cette méthode, qui utilise un
modèle biomécanique et certains repères anatomiques présents sur le foie,
a été conçue pour limiter son impact sur la routine clinique et permet d’at-
teindre une erreur de recalage inférieure aux marges chirurgicales même en
cas de déformation importante du foie entre son état pré-opératoire et intra-
opératoire. Cet algorithme de recalage a été intégré à un logiciel, sofaOR,
pour permettre les premiers essais cliniques.

Mots clés : Recalage, Chirurgie hépatique, Chirurgie laparoscopique,
Guidage intra-opératoire, Modèle biomécanique, Atlas, Conditions limites,
Réalité augmentée
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General Introduction

The liver is a vital organ particularly exposed to diseases because of its
role in organism detoxification. One of the most lethal liver pathologies is
the primary liver cancer with 47,000 deaths in Europe and 745,000 deaths
worldwide per year according to the world health organization (WHO).
Besides, these statistics do not take into account liver metastasis originat-
ing from other cancerous organs, in particular colorectal liver metastasis
(incidence ∼15% according to Landreau et al. (2015)).

Figure 0.1: A laparoscopic surgery

Without treatment, the 5-year survival rate of liver cancer is only 5%
(EASL), but with surgical treatment it increases to 38-61% (Torzilli et al.,
2013). Each patient with suspected liver cancer is first directed to a medical
imaging center where images of its anatomy are acquired thought Magnetic
Resonance Imaging (MRI) or Computer Tomography (CT). These acquisi-
tions are lengthy and require the use of contrast agent to visualize properly
the different organs and their internal structures. Then, the resulting volume
images are analyzed by the clinicians to confirm the diagnosis and to locate
the tumor(s). If surgery is selected as the best treatment for the patient, the
surgeons decide between classical open procedure or minimally invasive
surgery (MIS). This relatively new technique, first introduced in 1987 by
Mouret for a cholecystectomy, has developed significantly in last fifteen
years thanks to the improvement of surgical tools and procedures. MIS is
now performed in various surgical specialties, ranging from orthopedics to
gynecology.

In MIS — called laparoscopy in digestive and pelvic surgery — only a
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few numbers of small incisions are required to access the wounded area.
Thus, the damage to healthy tissue is reduced compared to open surgery.
Therefore, MIS procedures provide important benefits for the patients: re-
duced post-operative morbidity, reduced pain, shorter recovery time and
smaller scars (Vigano et al., 2009).

During a typical laparoscopy, carbon dioxide is first insufflated in the
patient’s abdominal cavity to create a sufficient working space around the
organs (pneumoperitoneum). Then, a camera (the laparoscope or the en-
doscope) and long surgical instruments enter through trocars placed in the
small apertures made in the abdominal wall (see Fig. 0.1). From that mo-
ment, the clinicians follow the movements of the instruments on a monitor
which displays the images captured by the laparoscope. They usually rely
on pre-operative images to precisely localize the wounded areas. Addi-
tionally, a two dimensional laparoscopic ultrasound probe may be used to
image the liver internal structures during the intervention. In spite of its ad-
vantages and high sensitivity for tumor detection, laparoscopic ultrasound
is not widespread, mainly because of its complex manipulation (Rethy et al.,
2013). Additionally, due to the small imaging range of this kind of probe,
large organ cannot be entirely captured and an important amount of time
is required to obtain relevant information.

Figure 0.2: Important deformation of the liver induced by the pneumoperitoneum (MRI
images from Tsutsumi et al. (2013))

Despite its advantages, MIS suffers from important drawbacks. Firstly,
organ manipulation is more challenging in MIS than in open surgery. In-
deed, while in open surgery the clinicians have a wide access to the operat-
ing field, in MIS they can only access the organs through the laparoscopic
instruments. The loss of direct manipulation and the fulcrum effect make the
surgical gestures more complex to perform. Secondly, the operating field is
only seen through a camera, generally held by an assistant, making the eye
hand coordination challenging. Thirdly, the navigation inside the patient’s
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body is demanding due to the reduced field of view of the laparoscope
and to the loss of the depth information. Lastly, as the clinicians employ
undeformed pre-operative images to locate lesions, the strong deformation
of the abdominal organs caused by the pneumoperitoneum amplifies the
difficulty.

The consequences of these limitations are an increased risk of tissue
damage due to manipulation errors, difficulties to locate tumors and to
define resection margins and an increased operating time (Vigano et al.,
2009). Therefore, the patient safety can be threatened. Today, one of the
major risks related to the laparoscopic liver resection is haemorrhage which
leads to 80% of conversion to an open surgery (Gagner et al., 2004). For this
reason, some patients whose tumors are close to blood vessels undergo the
open surgery (Vigano et al., 2009).

Figure 0.3: Augmented reality view of the liver

Guidance systems for MIS have been developed in the last decade to
improve patient safety, to help surgeons better target the wounded area and
to reduce the operating time. Let us note that this is an important economic
issue for hospitals. These guidance systems provide relevant information to
the surgeon that are related to the patient anatomy, not visible through the
laparoscope and that help them taking informed decisions during the inter-
vention. Guidance system requires the intra-operative fusion of data from
different sources (laparoscope, ultrasound probes, pre- or intra-operative
radiography, CT or MRI, electromagnetic devices . . . ). For standard la-
paroscopy, only laparoscopic images, pre-operative images and eventually
ultrasound images are available. The result of this fusion can then be used
in different ways, but the most common solution is to display the result as
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images. In this case, the guidance system is referred to as an Image Guided
Surgery (IGS) system. IGS systems may show the fused information on
a separate display or integrate it directly in the laparoscopic view. This
second option has the important advantage of reducing the number of in-
formation sources that the surgeon follows. In addition, an integrated view
can be updated in real-time to match the intra-operative laparoscopic view.
This approach, known as Augmented Reality (AR), is an appealing solution
which intuitively concentrates all the relevant information in a unique view.
This allows the surgeon to focus only on the operating field.

However, the intra-operative fusion of the different data sources is a
challenging issue. The various devices that are used to acquire the data do
not share a common reference frame. Moreover, if pre-operative images
are employed, the actual shape of the abdominal organs does not corre-
spond to the intra-operative shape because of the deformations induced by
the pneumoperitoneum. Thus, the data fusion implies the resolution of a
non-rigid registration problem. This problem is usually described as a con-
strained minimization problem and seeks a transformation which optimally
aligns the data. To solve this problem, a similarity measure is first defined
between the different data. This distance represents the error in the data
alignment. Then, a prior knowledge is introduced into the problem as a
constraint imposed on the possible set of solutions. Finally, a minimization
algorithm is employed to find the optimal transformation. A wide number
of registration methods exists, generally developed for a particular applica-
tion case.For a comprehensive survey on medical image registrations, the
reader is referred to Sotiras et al. (2013).

The main challenge of registration algorithms is to avoid the pitfall of
local minima. When one of these minima is clearly a global minimum, the
algorithm usually converge to the solution upon a good initial alignment
of the input data. However, the absence of a well defined global minimum
indicates that the registration problem is ill-posed. In this case, several so-
lutions are acceptable according to the similarity measure, which is an issue
because the registration problem should have a unique solution. In other
words, many of the acceptable solutions are actually wrong. To alleviate
this problem, additional prior knowledge is required.

In the case of AR surgical guidance system, two registration phases
are usually distinguished: the initial registration which occurs when the
surgeon decides to start the guidance system, and the temporal registration
which begins after the initialization phase is completed. These two phases
raise different difficulties. During the first phase, the registration has no
strict time constraint but no assumption can be made regarding the initial
configuration of the pre-operative data relatively to the intra-operative data.
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Moreover, the deformation between the data may be important. Conversely,
as the initial configuration of the data at one time frame of the temporal
registration is provided by the registration result of the last time frame,
the initialization of the temporal registration problem is fair. The difficulty
comes from the fact that the registration should be performed in real-time.
To solve the this, efficient methods based on a mechanical formulation and
optical tracking have been proposed (Haouchine et al., 2013). However
these methods require a good initial alignment and an accurate definition
of boundary conditions, which determine the relation of the studied object
with its environment. Concerning the liver, the boundary conditions reflect
the fact that the liver is attached to and in contact with other structures in
the abdominal cavity.

The work presented in this thesis focuses on the elaboration of a system
for laparoscopic liver surgery guidance that provides an intuitive AR view
of hepatic internal structures (tumors and vascular tree). As a strong con-
straint, we require that the desired solution preserves the clinical workflow.
First, many hospitals cannot afford intra-operative CT or MRI or limit their
use to the sole interventional radiologists. On the other hand, laparoscopic
surgeons, and more generally the hospital staff, are familiar with the stan-
dard procedure and may be reluctant to change their habits. In other words,
changing the clinical workflow may hinder the adoption of a new system.
As a consequence, our solution prohbit the use of intra-operative imaging
devices, apart from the laparoscope and an ultrasound probe. Since the
ultrasound probe is not routinely used, the solution developed in this the-
sis supposes that the only available data are the undeformed pre-operative
images and the laparoscopic view and leaves the integration of ultrasound
data as future works.

The core of the surgical guidance system we propose, is an automatic,
accurate and robust non-rigid registration method which aligns the internal
structures onto the intra-operative laparoscopic view. This thesis deals with
the development of an initial registration method that may be combined
with temporal registration, possibly based on optical tracking. However,
due to the sparse intra-operative data, the initial registration problem is
actually ill-posed.

Actually, the only available intra-operative information is the partial sur-
face lying on the field of view, while the registration has to be performed
for the whole liver. For this purpose, additional knowledge is required.
The nature of the prior knowledge we want to use in this work is threefold.
First, anatomical knowledge is used to facilitate the matching between the
partial intra-operative view of the liver surface and the pre-operative im-
ages. Second, the knowledge of the liver mechanical behavior helps to find
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the deformations that this organ undergoes due to the pneumoperitoneum.
This behavior is generally patient-specific and should be determined either
from literature data (for instance according to the fibrosis of cirrhosis de-
gree) or from a direct measurement. However, in the employed method
we will see that the parameter relative values, rather than absolute value,
influence the registration result. Finally, the knowledge of both physical
and anatomical properties in an atlas permits the definition of the organ
boundary conditions. This information can be advantageously exploited in
the temporal registration algorithm. Fig 0.4 summarizes the pipeline.

The main contributions of this thesis can be summarized as follows:

• A non-rigid initial registration method which relies solely on routinely
available data and uses both anatomical and physical prior knowledge
to align the pre- and intra-operative images.

• The construction of a statistical atlas which contains information about
the boundary conditions of the liver to facilitate the temporal registra-
tion.

Figure 0.4: General scheme of the method developed in this thesis.

Structure of the manuscript

This manuscript is divided into three parts. The first part deals with the
pre- and intra-operative data processing. The aim is to extract as much a

priori information as possible to facilitate the registration process.

Chapter 1 describes how to convert the iconic pre- and intra-operative
data into geometric objects to formalize the registration problem. The
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pre-operative volume images are converted into meshes to be used within
a physical framework, while the intra-operative laparoscopic images are
converted into three dimensional point clouds.

Chapter 2 introduces the background on the liver anatomy and one of
the main pathologies of this organ: the liver cancer. It also presents the
possible treatments of this disease with a focus on the laparoscopic surgical
treatment. This information allows us to select relevant anatomical features
to facilitate the registration task.

Chapter 3 gives an introduction to continuum mechanics and the finite
element method and presents the biomechanical models employed in this
thesis.

The second part contains two main contributions: an efficient regis-
tration method for laparoscopic liver surgery and the construction of a
statistical atlas of the liver boundary conditions.

Chapter 4 begins with a state of the arts of registration methods with a
focus on registration between point clouds and meshes, physically based
regitration, and intra-operative registration methods. Then, based on
Plantefève et al. (2014a) and Plantefève et al. (2016), the registration method
employed in this work is described and evaluated.

Chapter 5, based on Plantefève et al. (2014b), introduces the importance
of boundary conditions for mechanical simulations and the difficulties
associated to their determination for abdominal organs. Then, a method
for the identification of boundary condition based on a statistical atlas is
depicted and its accuracy is assessed.

The third part of this manuscript describes the deployment of the pro-
posed method in the operating room and present the third contribution of
this thesis, the development of a new visualization method for laparoscopic
AR surgical guidance system.

Chapter 6 describes the operating room (OR) as well as the test protocol and
the hardware and software setup to acquire and process the intra-operative
data. The results obtained on real patient data are then detailed and
analyzed and several visualization thechniques are proposed to display the
results to the surgeons.
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Finally, the perspectives as well as some directions for future work are
discussed in a general conclusion.
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Enrich the Pre- and

Intra-Operative Data
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Introduction

To construct an augmented view of the liver lesions and vascular structures
during laparoscopy the shape and location of these anatomical structures
is needed. Clinically, before each liver tumor resection the surgeon ask for
pre-operative images of the patient’s abdomen. These images are used by
clinicians to locate the tumors and their irrigating vessels, which have to
be resected. This pre-operative information can be used to find the intra-
operative shape of the organ internal structure.

However, the nature of the pre- and intra-operative data is very different.
While the pre-operative data are three dimensional images of the organ vol-
ume, intra-operative data are two dimensional images of the organ surface.
Thus, these data should be processed to share a common representation.
In addition pre-operative data should be registered, that is aligned, with
the intra-operative data. Indeed, the position and shape of the liver in the
pre-operative images and in the laparoscopic view are different. This is due
to the fact that the reference frame of the pre-operative imaging device and
the one of the camera are not the same. Thus, a mean to compute the trans-
formation between the two reference frames should be found. Moreover,
as in laparoscopic interventions gas is inflated in the abdominal cavity to
provide surgeons with a sufficient working space, abdominal organs are
deformed. Due to this deformation, the pre-operative shape of the organs
and their internal structure cannot be used during the intervention. The
pre-operative data should therefore be deformed in order to match their
intra-operative shape, thus making the registration problem is ill posed.

In this part, we will see how to process the pre- and intra-operative
data to obtain additional information to better formulate the registration
problem. We will first adopt a scientific point of view and analyze the pre-
and intra-operative to find a common representation for both. Then, we will
switch to a medical point of view and study the particularities of the liver
and the specificity of laparoscopic interventions that may be useful to enrich
the pre- and intra-operative data. Finally, we will see how to model the
biomechanical behavior of the organ to better estimate the deformation that
occur between the acquisition of pre-operative images and the operation.

11
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To obtain an augmented view of the liver internal structures, the pre-
operative data have to be registered into the intra-operative data. Two main
types of input can be distinguished for registration algorithms: iconic and
geometric inputs. The first type cast the registration problem as an intensity-
based registration problem, while the second implies the use of feature-
based registration methods. Hybrid methods which combine geometric
and iconic inputs have also been proposed (see for instance Lange et al.

(2009) 1.1(a)).
As we want to keep the clinical workflow unchanged, we have to use

standard available clinical data. The pre-operative data — usually gen-
erated using Magnetic Resonance Imaging ( MRI) devices or Computed
Tomography ( CT) scanners — are three dimensional (3D) grey level im-
ages representing the internal structures of the human body (Fig. 1.1(a)).

13
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On the other hand, the standard intra-operative data are laparoscopic color
images of the patient’s abdomen, where only the surface of the organs is
visible (Fig. 1.1(b)). The intensities of both types of images are unrelated
(Fig. 1.1), making intensity-based registration approaches pointless. There-
fore, geometric representations of these data have to be used to solve the
registration problem.

(a) A pre-operative CT image (b) An intra-operative laparoscopic image

Figure 1.1: The pre- and intra-operative images cannot be used directly to formulate the
registration problem.

Several types of geometric representation can be adopted, the simplest
one being a point cloud. This representation of objects do not provide any
connectivity information, the points are independent of each other. For the
intra-operative data, as we are only interested by the position of the liver
surface, a point cloud representation is sufficient. However, due to the
important deformation of the organs between the pre- and intra-operative
data acquisition, the pre-operative data should be deformed to match the
intra-operative configuration of the organs. This deformation is the result
of physical forces exerted on the organ, and therefore the organ physical
behavior should be taken into account. Thus, we employ a biomechanical
model and the finite element method (FEM) to restrain the set of possible
deformations (see chapter 3). This biomechanical formulation require the
use of an advanced geometric representation which contains connectivity
knowledge: a volume mesh.

To obtain these two geometric representations of the liver, it is necessary
to process the pre- and intra-operative images. This chapter first describes
the different steps which transform the volume images into a volume mesh.
Then, the procedure to obtain a point cloud from the laparoscopic images
is detailed.
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1.1 From pre-operative images to meshes

In this section, we describe how to transform a pre-operative image of
the liver, acquired with a Magnetic Resonance Imaging ( MRI) device or a
Computer Tomography ( CT) scanner, to a geometric representation of this
organ. As the standard imaging modality for liver diagnostic is CT, we detail
the procedure only for CT images. However, the method presented here can
be applied onto MRI or CT images indistinctively. Firstly, we outline some
important characteristics about CT images for the construction of a complete
3D model of the liver, including vascular structures and tumors. For more
details about the principles of CT imaging the interested reader is referred
to the review Kalender (2006) and to the book Hsieh (2009). Secondly, the
segmentation process, which selects the organs and structures of interest
in the pre-operative images, is detailed. Thirdly, the conversion from the
segmentation result into a geometric model, namely a mesh, is described.

1.1.1 Typical pre-operatives images

Pre-operative images are useful for clinicians, who routinely analyze them,
but their characteristics make their transformation into a geometric object
not straightforward.

CT images are slightly distorted 3D grey level images whose voxel in-
tensities depend on the tissues absorption coefficient of X-rays. The images
used in this thesis are provided by the Nouvel Hopital Civil of Strasbourg
(NHC) and their typical resolution is 0.7 × 0.7 × 0.7 mm.

One of the main problem with the generation of a good quality CT
image is motion artifacts. Indeed, the CT scanner acquires one image slice
at a time, thus if the organs move during the acquisition — for instance
because of the respiration — motion artifact may appear. Algorithms for
respiratory motion compensation exist, but with fast modern multi-detector
CT scanners (Ji et al. (2001)) the best strategy is to ask the patient not to breath
during the acquisition. Today, if the patient hold his/her breath and is steady,
the only area that may be affected by motion artifact is the area surrounding
the heart. Hence, the motion artifacts in the abdominal region appear only
in the upper part of the abdomen.

The other main concern with CT images is their contrast. The purpose
of these images is to detect anatomical abnormalities. For the liver —
its anatomy is described in chapter 2 — it is about localizing the lesions
and determine whether they are benign or malignant. Therefore, a high
contrast between healthy and tumorous tissue is required. This is achieved
by the use of contrast agent injections, which highlight liver lesions. The
contrast agent also allows a better visualization of the vascular tree of the
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liver, which is important to plan the tumor resection. However, the contrast
agent do not reach all the vascular structures at the same time. Actually
three phases can be distinguished:

• Arterial phase (about 20 seconds after the injection): the contrast agent
is mainly in the liver arteries.

• Early venous phase (after 35 seconds): the contrast agent reaches the
parenchyma and the portal vein.

• Late venous phase (after 60 seconds): the hepatic veins are highlighted.

Therefore, three acquisition sequences are needed to obtain all the vascular
structures of the liver.

We have seen that resolution as well as the contrast of CT liver images is
limited. To obtain the best images the patients should be steady and hold
their breath, and a contrast agent injection should be performed to enhance
the image contrast. Moreover, three scanner sequences are required to
visualize the complete vascular tree of the liver. We will now detail how to
process these images to isolate the liver and its internal structures.

1.1.2 Image Segmentation

Images segmentation is the process of selecting structures of interest from
the volume image (e.g. the liver, the stomach, etc.). Developing new
segmentation methods was beyond the scope of this work, and the purpose
of this section is only to explain how the medical image segmentation is
performed for the work described here. For a review of segmentation
algorithms the interested reader is referred to the review Heimann and
Meinzer (2009) which concentrate on methods based on statistical shape
model, to the survey Campadelli et al. (2009) which details the “state-of-the-
art” algorithms for liver segmentation on CT images and proposes a new
grey-level based segmentation method, or to Ma et al. (2010) which focuses
on the application of “state-of-the-art” algorithm for the segmentation of
the pelvic cavity.

Despite the important advances in this field over the past ten years, a
fully automatic process for the segmentation of the liver and its vessels
and tumors is not yet available. Among the different software for quasi-
automatic liver segmentation, the solution proposed by MEVIS (Mev) seems
to be the more advanced, but still required user interactions and validation.
Moreover, this software is not freely available. As a result, an open source
software, ITK-Snap Yushkevich et al. (2006) has been preferred.
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The segmentation method used in this thesis consists of two steps. First,
the images are processed to delineate the liver, its vessel tree and its lesions.
Then, a post-processing step cleans the segmented map.

Creation of the segmented map

The ITK-Snap semi-automatic segmentation algorithm is based on active
contour (Snakes, Kass et al. (1988)). First, a pre-processing step defines
the Region Of Interest (ROI) and the grey-level range of the structure of
interest. Then, a certain number of seeds (bubbles) are placed inside the
structure of interest. Theses seeds should be distributed homogeneously
within the structure volume. Finally, the iterative algorithm is run until
the segmentation result is satisfying. As the voxel size of typical medical
images is about 0.7 × 0.7 × 0.7 mm, the segmentation result has an accuracy
limited to

√
0.72 + 0.72 + 0.72 ≈ 1 mm.

Obviously, the quality of this semi-automatic algorithm depends on the
contrast of the medical images which is not constant among the differ-
ent imaging devices and even for different acquisitions set-up of the same
device. Thus, a manual validation and correction of the output result is
required. This leads to operator-dependent results and difficulties to repro-
duce exactly the same segmentation from identical input data. Moreover,
the manual correction and validation is time consuming. Therefore, the
segmentation process should be improved before being used in clinical
routine.

Post processing of the segmented map

Occasionally, the segmented map of one organ presents more than one
connected components and/or small holes (of size ≤ 7 voxels). These holes
are generally due to noise: voxels of intensity significantly greater or lower
than the average intensity of the structure of interest are not selected by
the Snakes algorithm. The post processing step aims at selecting only the
largest connected component and filling the holes inside it. Additionally,
this step permits to smooth the segmented map to correct small errors in
the segmentation that may lead to the generation of a rough mesh while
the liver surface is smooth. Moreover, the convergence properties of mesh
generation algorithm are usually ensured for smooth domain. Thus, a
smoothed segmented map constitute a better input for the mesh generation
algorithm. The impacts of segmented map smoothing are further discussed
in section 1.1.4.

We have detailed how to obtain segmented maps of an organ and its
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internal structures from volume medical images. We will now see how the
segmented maps can be transformed into geometric objects usable by FEM.

1.1.3 Mesh Generation

The mesh generation is an important step for our method. Indeed, as al-
ready mentioned in the introduction of this chapter, the registration process
(detailed in chapter 4) relies on a biomechanical model to consider the phys-
ical properties of the liver. We choose to employ the FEM for its capacity to
handle easily complex geometry and the simplicity of this method for com-
bining different types of elements. The point is that FEM is very sensitive
to the mesh quality and to the number of elements in the mesh. Indeed,
bad mesh quality leads to errors in the FEM solution, and increasing the
number of elements increase the computation time required to solve the
physical equations and thus the registration problem.
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surface mesh
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Vessels
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Figure 1.2: Six different meshes are generated from the segmented maps. The physical
equation are solved only for the liver volume mesh but the mechanical properties of the
tumors and the vessels are taken into account through a mechanical mapping. The visual
structures are also mapped to deform with the liver volume.

In this work, three different mesh types are employed, namely one di-
mensional, two dimensional and three dimensional meshes. Three dimen-
sional meshes are used to represent the liver and tumors volume and two
dimensional meshes to render the liver, tumors and vessels surfaces. One
dimensional meshes are employed to model the physical behavior of the
vessels because a three dimensional mesh which represents faithfully the
vessel geometry would contain a very large number of elements and thus
increase the computational overhead.
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To further reduce the computational time, the physical equations are
solved only on the liver volume mesh, the other structures are considered
through links (see Fig. 1.2). Two types of link can be distinguished: the
visual and the mechanical links. The first type is a unidirectional link:
the vertex positions of visual meshes are expressed in term of the vertex
coordinates of the liver volume mesh. A change in the vertex position of
the liver mesh update the position of the visual meshes. The second type of
link is bidirectional: in addition to the update in position, the mechanical
properties of the internal structures and the forces exerted on them are
transferred to the liver volume mesh. Thus, it is possible to use different
representations for the surface and the volume of the modeled objects.

For the purpose of this work, the required characteristics of the desired
meshes can be summarized as such:

• The mesh should represent faithfully the shape of modeled structures.

• The quality of the elements should be sufficient to be used with FEM.

• The number of elements of the liver volume meshes should not exceed
an order of 103.

The development of a mesh generation algorithm is beyond the scope of
this thesis, and thus the meshes are generated using already existing mesh
generation methods. However, all these methods rely on parameters that
have an important influence on the final result. Therefore, the parameters
should be tuned to produce meshes with the desired characteristics.

What is a mesh?

A mesh is a discrete representation of a geometric object used in computer
software. It is composed of a set of vertices connected by edges. In two
dimensions, the vertices and edges are arranged to form faces. In three
dimensions, it is possible to define volume elements composed of several —
at least four — faces. The FEM requires that only manifold volume meshes
are employed. To be manifold, the volume elements of the mesh must
define a closed volume without any faces inside: inside the element every
edge has to be shared by exactly two faces. Note that it does not mean that
in a mesh every edge is shared by exactly two faces as an edge is shared by
several volume elements.

The most common kinds of elements used to create meshes are the
triangles and quadrangles for two dimensional meshes, and tetrahedra and
hexahedra for three dimensional ones. Triangular and tetrahedral meshes
are preferred in this work due to the simpler generation of these types of
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mesh compared to quadrangular and hexahedral ones. Indeed, very robust
automatic algorithms are available to generate good quality tetrahedral
meshes. The quality of a mesh depend on the shape of its elements, and
FEM requires a good quality mesh to produce accurate results.

The neighborhood relations between the different elements of one mesh
(for instance which vertices are connected by an edge, which edges form a
face, etc.), is called the mesh topology. In short, with a topology it is possible
to access easily the neighboring elements of a vertex, an edge, a face or a
volume element. This topology is essential for the applications described in
this work as the FEM needs this connectivity information to construct the
physical equations of the system.

Volume and surface mesh generation

In this work, volume and surface meshes are generated from segmented
maps using the CGAL library (The CGAL Project, 2015). More specifically,
the 3D Mesh Generation package (Alliez et al., 2015) is used. This package
contains functions to load a segmented map, to convert it into a mesh do-
main and to generate a mesh composed of triangles or tetrahedra. The mesh
generation contains a generation step based on the Delaunay triangulation
(Delaunay, 1934) and an optimization step.

The goal of a mesh generation algorithm is to represent the segmented
object as faithfully as possible. However, increasing the mesh representation
accuracy often requires an higher number of vertices. In addition, the
accuracy of the FEM representation is related to the size of the elements:
the smaller the element, the smaller the error, but reducing the element
size increase the number of element in the mesh. However, increasing the
number of elements requires more memory and longer computation time
for numerical methods. Therefore a trade-off should be found between the
accuracy of the mesh representation and the number of mesh elements.

The next section focus on the parameters of the mesh generation algo-
rithm as they are essential to produce good quality meshes for the FEM.
The details of tetrahedral mesh generation using Delaunay refinement al-
gorithms are omitted and the interested reader is referred to Shewchuk
(1998) or to Boltcheva et al. (2009) for more information on the algorithm.

The final result of the generation step depends on seven parameters:
the facet angle α, the facet size s, the facet distance d, the cell radius edge
ratio γ, the cell size ζ, the facet topology ξ, and the edge size. However,
as the meshes generated in this work are composed of only one material
the lest parameter is dropped out and the default value of ξ, which restrict
the position of surface vertices, is used. The first three parameters govern
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the characteristics of the mesh surface. α gives a lower bound to the angles
of a surface triangle. For smooth meshes, the convergence of the meshing
algorithm is guaranteed for α ≤ 30°, but in practice the algorithm usually
converge for α ≤ 34°. s limits the size of the surface triangles and d controls
the distance between a facet and the real boundary of the mesh domain. d

is the most important parameter to obtain a faithful representation of the
object boundary. In practice the size of the surface triangles is limited by d

and not by s. Small values of d lead to a better definition of the boundary
but increase the number of mesh elements, especially in non smooth area
(see Fig. 1.7 and 1.9). The fourth and fifth parameters, γ and ζ, relate to the
properties of the volume elements. The parameter γ is related to the shape
of the tetrahedra and gives an upper bound to the ratio of the circumscribing
sphere radius by the shortest edge. It prevents the generation of wedges,
caps, needles, and spindles tetrahedra which have both small and large
dihedral angles (see Fig. 1.3). The CGAL developers recommend to use the
theoretical bound that guaranty the convergence of the algorithm and to set
γ = 2. The last parameter, ζ, limits the circumradii of the tetrahedra. The
optimal value of this parameter depends on the desired result of the mesh
generation algorithm. For graded meshes, ζ is usually large compared to
s and d, thus the tetrahedra next to the mesh surface are smaller than the
tetrahedra which are inside the volume. For homogeneous tetrahedra size
in the whole mesh ζ should be set in accordance with s and d. As a good
accuracy is needed both at the organ surface and inside the volume, ζ should
not be too high, usually we set ζ ≤ 30.

Figure 1.3: Different tetrahedral shapes. To obtain a good quality mesh for FEM, all the
tetrahedra that form the mesh should not have too small nor too large dihedral angles.

The optimization process aims at improving the mesh quality. During
this phase, bad-shaped tetrahedra are removed. Bad-shaped tetrahedra are
tetrahedra whose shapes have both small and large dihedral angles (see Fig.
1.3). These tetrahedra downgrade the mesh quality and may be problematic
for numerical methods and particularly for FEM. Indeed, small angles lead
to ill-conditioned stiffness matrices (Carey and Oden, 1984), while large
dihedral angles cause discretization errors (FEM may not converge to the
exact solution when the size of the elements approaches zero (Babuška
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and Aziz, 1976)) as well as important errors in interpolated derivatives
(Shewchuk, 2002).

vi

Figure 1.4: The green area is the star of the vertex vi.

The parameter γ of the generation step helps to avoid bad-shaped tetra-
hedra with small edge radius ratio, but can not ensure the absence of slivers.
Thus, the optimization step aims at identifying and removing slivers. Four
optimization algorithms are available in CGAL to improve the mesh quality,
two global optimizers, the Lloyd (Du et al., 1999) and the Optimal Delaunay
triangulation (ODT) (Chen, 2004) smoothers, and two local optimizers, the
perturber and the extruder. The Lloyd optimizer aims at minimizing the
functional:

F ({vi}k1) =
k∑

i=1

∫

Vi

ρ(x)|x − vi|2dx (1.1)

where {vi}k1 are the vertices of the mesh, {Vi}k1 is their corresponding Voronoi
tesselation of the mesh domain, ρ is a density function that is set to a constant
in our case, and |.| is the euclidean norm. Thus, this optimizer moves the
vertices of the mesh in order to make them coincide with the centroids of
their corresponding Voronoi tesselation. The ODT smoother works in a
similar way, and minimize the functional:

G({vi}k1) =
1

k + 1

k∑

i=1

∫

Ωi

ρ(x)|x − vi|2dx (1.2)

where Ωi is the star of the vertex vi (see Fig. 1.4). However, the ODT
smoother implemented in CGAL allows topological modifications in addi-
tion to vertex displacement (Alliez et al., 2005). One of these two global
optimizer should be used prior to the local optimizers to improve the ef-
ficiency of the latter. The perturber algorithm (Tournois et al., 2009) takes
advantage of the fact that for a given triangle abc the region of location of
the vertex d which make abcd a sliver is small. Therefore, the position of
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vertices belonging to a sliver tetrahedron is slightly modified using a com-
puted optimal direction to remove the sliver. The exuder (Cheng et al., 2000)
computes the optimal weight of each vertex such as the weighted Delaunay
triangulation of these vertices contains no sliver. This algorithm does not
move the vertices but removes and creates links between them and thus
the topology provided by the generation step is modified. However, as the
topology of the mesh boundary is not allowed to change, some slivers may
be leftover near the boundary. Both the perturber and exuder algorithms
take as parameter the minimum dihedral angle allowed σ0 for the mesh
tetrahedra. In this thesis, we use the ODT smoother in combination with
the perturber and the exuder with σ0 = 15° to improve the mesh quality.

The output of the CGAL algorithm is a volume mesh composed of tetra-
hedra and/or a surface mesh composed of triangles. Both these three di-
mensional and two dimensional meshes are used in this work as depicted
on Fig. 1.2.

Vessels mesh generation

A finite element mesh of the vascular tree consisting of tetrahedra would be
composed of a very large number of elements because of the small diameter
of the vessels. However, the tubular structure of the vessels can be con-
sidered unidimensional. Thus, in order to reduce the number of elements
required to describe the liver vascular tree, the vessels are represented by
their skeleton. To generate this finite element mesh, the vessel centerlines
are first extracted form the segmented map using a slightly modified version
of the algorithm presented in Verscheure et al. (2013).

The algorithm presented in the paper is as follow: After defining a
source node S, it first constructs a Minimum Spanning Tree ( MST) from the
segmented map of the vascular tree using a modified Dijkstra’s algorithm
where the weight of a pathlink is not the distance from the source but the
inverse of the distance of the pathlink end voxel to the boundary: 1/dfb.
However, the distance from the source of each voxel is also stored and used
in the next step: the centerline extraction. To extract the centerlines the
algorithm starts from the point E which has the largest distance from source
S in the MST and then backtracks from E to S following the pathlinks with
the minimal distance to the source. Afterward, the algorithm extracts the
branches of the first order: it starts from E and follows the centerline, and ,
for each centerline point C it finds the neighbors which have a pathlink to C
and do not lie on the centerline. For each of these neighbors the algorithm
finds all the voxels which are pathlinked to it, and set the voxel with the
largest distance from the source as the tip of the branch and, if the branch
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is long enough, the same backtrack process as the one used for centerline
extraction is applied from the tip of the branch to the point C. To extract
the branches of higher orders, the same process is repeated on each branch
until no branch sufficiently long are found.

(a) Result of the first heuristic.

1 21 2

1 21 2

33

1 21 2

33

(b) Result of the second heuristic.

Figure 1.5: The first heuristic moves the branching point to reduce the length of the branch.
The second heuristic does not remove the branch 1 because the angle between the two red
lines is in the interval [π− ǫ;π+ ǫ]. It does not remove the branch 2 because the yellow line
does not lie completely inside the segmented volume. However the branch 3 is removed
because the angle between the two red lines is not in the interval [π − ǫ;π + ǫ] and the
yellow line lies completely in the segmented volume.

Three modifications have been made to this algorithm (Plantefève et al.,
2016). First, we evaluated the influence on the centerlines smoothness
of different exponents, e ∈ {1, 2, 3, 4, 5, 6}, in the definition of the weight
of the Dijkstra’s algorithm, 1/dfbe. The best results in term of centerline
smoothness and continuity were obtained for e = 4. Then, we added two
heurisctics. The first heuristic reduces the size of branch if possible by
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bypassing the pathlink of the MST. For each branch B(u, v) starting at the
voxel u on the parent branch and ending at point v, we search for a voxel
u′ on the parent branch such as the distance form u′ to v is less than the
distance from u to v and the voxel u′ is adjacent to a voxel of the branch
B(u, v). If such voxel u′ is found we replace the branch B(u, v) by the branch
B(u′, v) (see Fig. 1.5(a)). The second heuristic detects and removes invalid
branch that runs parallel to a previously existing branch inside the same
vessel tube. For each branch B(u, v) we find on the parent branch the voxel
w with the minimal Euclidean distance from v. Note that this distance is
not measured along the path but is just the length of a straight line joining
w and v. The branch B(u, v) is removed if the angle between the two straight
lines (uv) and (uw) is not in the interval [π − ǫ;π + ǫ] and the line (wv) lies
completely inside the segmented volume (see Fig. 1.5(b)). Experimentally,
we determined ǫ = 0.05 rad.

However, the skeleton constructed by the graph-based method pre-
sented above cannot be used directly as the domain for the finite element
method based on the beam formulation, which requires smooth geometri-
cal representation where every node is equipped with both positional and
rotational degrees of freedom (DoF). Thus, a Bézier curve is fitted to the
centerline tree following the recursive algorithm described in (Schneider,
1990). Finally, the 6 DoF nodes are sampled along the Bézier curves adap-
tively: the density of sampling increases along the segmented with higher
curvature in order to improve the quality of the discretization.

We have seen the main characteristics of a mesh and how it can be
generated from a segmented map with the CGAL library. We also detailed
some of the parameters that govern the result of the mesh generation process
and their importance regarding the quality of the mesh which is essential
for the numerical methods which will be detailed in chapter 3. In the next
section we give some additional information regarding the generation of a
mesh from laparoscopic images.

1.1.4 Discussion

Smoothing the mesh versus smoothing the segmented map

In the section 1.1.2, a post processing step is applied to the segmented map
to obtain a better input for the mesh generation step and thus a better
mesh. However, one may argue that the mesh can also be smoothed. The
differences between both methods are discussed in this section.

The Fig. 1.6 shows the differences between the raw and smoothed seg-
mented maps. The difference between the raw segmented map and the
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(a) Segmented volume with-
out smoothing (1.363070 dm3)

(b) Segmented volume after a
Gaussian smoothing with σ =
1 voxel (1.363430 dm3)

(c) Segmented volume after a
Gaussian smoothing with σ =
2 voxels (1.361490 dm3)

Figure 1.6: Segmented maps with and without Gaussian smoothing.

segmented map after a Gaussian smoothing with σ = 1 voxel is not signif-
icant. Indeed, this smoothing does not really improve the quality of the
segmented map which is still uneven while the liver has a smooth surface.
The result after a Gaussian smoothing with σ = 2 voxels has erased the
asperity of the raw segmented map, and has changed the volume by less
than 1.5 cm3 indicating a good segmented map quality. However, during
the smoothing process, attention should be paid to small segmented regions
such as vessels. A too important smoothing may result in the loss of theses
small regions. As the gaussian kernel should be a whole number of voxel, a
strategy consists of subsampling the segmented image before applying the
Gaussian smoothing.

(a) Number of vertices: 18663. Total volume
of the mesh: 1.358988 dm3

(b) Number of vertices: 4899. Total volume
of the mesh: 1.354791 dm3

Figure 1.7: Meshes generated using the raw segmented map (a) or the smoothed segmented
map (b) with the following parameters: facet angle=30°, facet size=30, facet distance=0.5,
cell radius edge ratio=2, and cell size=20. The mesh (b) is more regular and contains almost
4 times less vertices than the mesh (a).
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For the mesh generation the quality of the segmented map is very im-
portant. Indeed, as depicted in Fig. 1.7, the result of the mesh generation
performed on the raw segmented map is an uneven mesh with 4 times
more vertices than the mesh generated using the smoothed segmented map.
Thus, the mesh generated from the raw segmented map is less suitable for
numerical applications. To be sure that the number of vertices needed to fit
the segmented maps depends only on the segmented map, the parameters
s and ζ, which influence the size of the mesh element, have been set to 30.
In other words, in this example the only parameter that governs the size of
the elements and thus the number of vertices is the facet distance, d. The
other parameters values are set to α = 30, γ = 2 and σ0 = 15° in order to
obtain good quality elements.

However, the mesh generated with the raw segmented map can be
smoothed, for instance with a Laplacian smooth, and its number of ver-
tices can be reduced with a decimation method. In term of distance to the
smooth segmented map, both methods (mesh generation from the smooth
segmented map and mesh generation with the raw segmented map fol-
lowed by a Laplacian smoothing) lead to similar result with an average
distance of about 0.2 mm. Nevertheless, the quality of the meshes are dif-
ferent as depicted on Fig.1.8. Almost all the faces of the mesh generated
directly from the smoothed segmented map have a shape close to an equi-
lateral triangle, which is important for numerical methods. This is not the
case for the smoothed meshes.

(a) Number of surface ver-
tices: 4899. Total volume of
the mesh: 1.354791 dm3

(b) Number of surface ver-
tices: 4841. Total volume
of the mesh: 1.354718 dm3

(1.355125 dm3 without deci-
mation)

(c) Number of surface ver-
tices: 4841. Total volume
of the mesh: 1.350991 dm3

(1.351412 dm3 without deci-
mation)

Figure 1.8: Detailed mesh structures of meshes generated using the smoothed segmented
map (a) or the raw segmented map a Laplacian smooth of one iteration (b) or two iterations
(c), and a decimation to obtain a similar number of vertices as in (a). The mesh (a) is more
regular than the others.
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Errors arising from the mesh representation

For the FEM, an ideal mesh should represent faithfully an object while
having a reasonable number of elements. Yet, for object with complex
geometry like the liver, the use of fewer elements deteriorates the accuracy
of the object representation. Therefore a tradeoff should be found between
the size of the mesh (in term of element number) and the quality of the
object representation.

Fig. 1.9 shows different meshes obtained for d between 0.5 and 5. As in
the last paragraph, high values have been used for the other parameters in
order to see only the effect of the facet distance. The difference between the
meshes (a) and (b) is not significant as both have almost the same distance
to the segmented map. However, the mesh (b) should be preferred as it is
formed of a fewer number of elements. As for the mesh (c), its distance to the
segmented map is too important to be considered as a faithful representation
of the liver. In this thesis, depending on the application and on the required
accuracy, different meshes of the same object can be employed.

(a) Number of surface ver-
tices: 4899. Maximum/aver-
age distance to the segmented
map: 4.2 mm/0.2 mm

(b) Number of surface ver-
tices: 1675. Maximum/aver-
age distance to the segmented
map: 4.7 mm/0.3 mm

(c) Number of surface ver-
tices: 223. Maximum/aver-
age distance to the segmented
map: 16.4 mm/1.7 mm

Figure 1.9: Errors induced by the mesh representation. The surface meshes where gener-
ated from the smoothed segmented map with the following parameters: α = 30°, s = 30,
and d = 0.5 (a), d = 1 (b), d = 5 (c). Increasing the facet distance parameter reduce the
number of vertices but increase the distance between the mesh and the segmented map.

In this part we have seen how to obtain a suitable representation of
the liver and its internal structures for numerical applications from pre-
operative images. The importance of the quality of the segmented map
as well as the wise choice of the parameters used for the mesh generation
have been highlighted. In the chapter 3 we will see how this geometric
representation of the pre-operative shape of the organ will be exploited.
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1.2 From intra-operative images to point cloud

This section describes how to reconstruct a partial liver surface from intra-
operative images acquired with a laparoscopic camera. First, the princi-
ples of surface reconstruction from projective images and the challenges
encountered in the reconstruction from laparoscopic images are exposed.
Then, an overview of the different steps of the three dimensional reconstruc-
tion (feature detection, matching and triangulation) will be presented. This
overview will detail the principles of the different algorithms employed in
this thesis. Finally, we discuss the use of some alternative methods that
allow for the reconstruction of point cloud, representing the visible liver
surface, from projective images.

1.2.1 Principles of surface reconstruction from laparoscopic images

Reconstructing a point cloud from an image implies to find the depth of
the objects depicted in the image. Laparoscopic images, like all the images
acquired with a camera, are projective images. A projective image differ
from an orthogonal image: parallel lines in a three dimensional scene are
still parallel when transformed into an orthogonal image but this is not
true anymore in a projective image. The representation of an object in an
orthogonal image has the same size no matter where this object is in the tree
dimensional scene. Conversely, in a projective image the size of an object
depend on its distance from of the capture tool (Fig. 1.10(a)). The geometric
construction of a projective image is depicted on Fig. 1.10(b). Choosing
the world reference frame to be the camera coordinate system c (the optical
center o is the origin and the third direction is the direction of the image
plane), the point x = [X,Y,Z] in the three dimensional world is related to
the vector p which join the optical center o and the projection xproj of x in
the image plane by:

p =
f
Z

x (1.3)

where f is the focal length (i.e. the distance between o and the image plane).
It is also possible to express the projection of x in the image plane in another
way. Let p̃ = [x, y, 1] where [x, y] is the position of the projection of x in
the image coordinate system, obtained from the camera coordinate system
by removing the third coordinate and choosing the projection of o on the
image plane to be the origin. We have the following relation:

σp̃ = Px (1.4)

where σ is a scale factor and P is the projection matrix of the image. Un-
like the first relation, this expression is valid for any choice of the world
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(a) Two objects of different
size may have the same size
on a projective image. From
Marchant.

O

Projection plane
xa

xc

xb

ya

yc

yb

p =pxa ya

p =pxb yb

p =pxc yc

(b) Generation of a projective image. o is the position of
the camera. The p are shown as arrows. This example is a
special case: the projection of xi and yi for i ∈ {a, b, c} are the
same. Adapted from Baecker.

Figure 1.10: Projective geometry

coordinate system, but the form of the matrix P depends on this choice.
Theoretically, knowing the real size and the viewing angle of an object

as well as its size on one image, it is possible to determine the depth of
the object relatively to the camera. However, it could prove cumbersome in
practice, especially for laparosocopic images. Indeed, it is almost impossible
to know precisely a distance and an orientation on the abdominal organs.
For this reason, several images have to be used. Indeed, as two eyes enable
you to estimate the depth of an object, two or more camera poses can be
used to compute this depth. The only requirement is to know the relative
position and orientation of the different viewing angles.

Two methods can be used to obtain different views of a scene: either
using a sequence of images acquired with a monoscopic camera or using
two cameras at the same time. The first method is known as Structure
From Motion (SFM, sometimes also called shape from motion) and has
been applied in MIS surgery by Hu et al. (2007), while the second implies
the use of a stereoscopic device to keep the relative position of the two optics
constant. SFM estimates both the relative displacement of the camera from
a frame to another and the three dimensional position of the objects in
the scene. This method works well for rigid objects and easily detectable
features which allow for a good estimation of the camera motion, but is very
challenging for laparoscopic images where the tissues are moving due to
the patient’s breathing and only few easily detectable features are present.
Some works using region classification seem promising for the use of SFM
in laparoscopic images (Lourenço et al., 2014), and others assume a rigid
motion of the camera between two video frames sufficiently close in time to
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estimate the global camera motion (Collins et al., 2011), but the reliability of
such systems has to be improved. Therefore, the method used in this work
rely on the use of a stereoscopic laparoscopic camera, whose optics relative
position is determined independently of the laparoscopic images. However,
small errors in the determination of the relative position and orientation of
the two optics result in important reconstruction errors due to the small
baseline (i.e. the distance between the two optics centers) of laparoscopic
camera. The process that allows to compute the optics properties and
relative position is called the calibration and is detailed in section 1.2.2

Regardless the chosen method, SFM or stereoscopic vision, the recon-
struction of a three dimensional position from two images or more follows
the same principles. First the images are processed independently to detect
salient features. Then, each feature is associated to a vector, the descriptor
vector, that describes the feature. This vector is like an identity card for
the feature and contain information about the intensity profile in a neigh-
borhood centered at the feature point (see section 1.2.3). Afterward, an
algorithm matches salient features corresponding to the same point in the
three dimensional space across the images. This algorithm uses the de-
scriptor vectors and eventually some characteristics regarding the relative
position of the capture tool for the different images (see section 1.2.4). Fi-
nally, the position of paired salient features is exploited to compute the three
dimensional position of their corresponding point (see section 1.2.5).

1.2.2 Stereo camera calibration

Figure 1.11: Chessboard used for the calibration process viewed by the left camera of the
stereoscopic endoscope. The upper left corner of the image is strongly distorted.

To obtain the relative position and characteristics of the two optics, which
are essential for the three dimensional point cloud reconstruction, the stereo-
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scopic camera has to be calibrated. Given a monocular camera of optical
center o, the calibration process allows to compute the extrinsic and intrinsic
camera parameters. The extrinsic camera parameters links the coordinates
of points in the three dimensional word and their coordinates in an ideal
camera image plane. Equation 1.4 is the mathematical expression of this
relation. The intrinsic camera parameters depend on the hardware set-up
of the camera and link the coordinate of the ideal image plane to the coor-
dinates of the image registered by the camera. For a pinhole camera model
these parameters are gathered in the following matrix:

A =




ku ku cotθ u0

0 kv/ sinθ v0

0 0 1


 (1.5)

where ku (resp. kv) is the ratio between the unit of the first (resp. second)
ideal image axis and the first (resp. second) pixel image axis, θ is the angle
between the two pixel image axis, and [u0, v0] is the coordinate of the real
image center in the ideal image reference frame. Thus the coordinate vector
p̃pixel = [u, v, 1] of the point corresponding to x in the pixel image is given
by:

p̃pixel = Ap̃ =
1
σ

APx (1.6)

where σ is a scale factor, and we note p = [u, v]. The Equation 1.6 holds
for each optic of the laparoscopic camera independently (i.e. the intrinsic
parameters of two camera optics can be different), thus we have to estimate
two matrices A1 and A2.

To find the entries of these matrices, an object of known shape and
size (usually a chessboard, see Fig.1.11) is captured in different pose by
the cameras. The different images are then used to estimate the matrices
A1P1 and A2P2 and thus the intrinsic camera parameters. However, for
laparoscopic cameras the pinhole model, which suppose that no lens are
used to focus the light, is generally not sufficient as a wide angle conversion
lens distorts the image. Thus, additional parameters have to be included in
the model, but the calibration principle remain the same. Usually, only the
first radial distortion parameter is estimated, the other distortion parameters
being difficult to compute. Indeed, the images corners, which contain most
of the information about the distortion, are difficult to process due to the
poor image quality in these area (see Fig.1.11). Details about the methods
used to estimate the intrinsic camera parameters are beyond the scope of
this thesis, but further information can be found in Tsai (1989), Salvi et al.

(2002) or in the book Gruen et al. (2002).
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Once the intrinsic camera parameters are found, the extrinsic camera
parameters can be estimated. We choose the first camera coordinate system
c1 to be the world coordinate system and we search the rotation R and the
translation t such as:

c2 = Rc1 + t

where c2 is the right camera coordinate system. To find the six parameters of
R and t we use a set of known corresponding points {p1,p2}i. To determine
the six parameters of the rotation and translation at least seven pairs should
be provided. But to limit the impact of localization errors the algorithms
which compute the extrinsic parameters employ usually more pairs. Details
about epipolar geometry and the calibration of stereoscopic camera can be
found in Zhang (2000), or in the books Xu and Zhang (1996) or Hartley and
Zisserman (2003).

1 2 3
(a) Impact of the baseline length and of the optics
relative angle on the three dimensional field of view.
The camera 3 is the laparoscopic camera.

1 3

zerr
zerr

θerrθerr

(b) The depth error of camera 3, the la-
paroscopic camera, is more important.

Figure 1.12: Stereoscopic laparoscopic cameras have a high depth error.

One important characteristic of laparoscopic cameras is that the distance
between the two optics is small (small baseline). This small baseline is
problematic for the stereoscopic vision because a small error in the determi-
nation of R and t or in the position of a point in the images leads to important
errors in the three dimensional point reconstruction. In fact the baseline it-
self is not problematic, but to obtain a sufficient three dimensional field of
view (i.e. the portion of the three dimensional space where the depth of
objects can be computed) the angles between the two optics reference frame
should be smaller if the baseline is small. On Fig. 1.12(a), the two optics of
stereoscopic camera 1 and 2 have the same angle, but the baseline length of
the camera 2 is smaller and thus the portion of the three dimensional space
which is seen by both optics is smaller. To enlarge the three dimensional
field of view, the angle between the optics of camera 3, which correspond to
the laparoscopic camera, is reduced (Fig. 1.12(a)). Thus, the depth error zerr

for the same angle error θerr is more important for camera 3 (Fig. 1.12(b)). To
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limit this effect the calibration should be as accurate as possible, but as the
calibration is computed with given point correspondences small errors in
the position of this points lead to important errors in the calibration result.
Therefore, the calibration of a laparoscopic camera is very challenging.

We have seen the main principle of the calibration process for stereo-
scopic camera and that this process is very challenging for laparoscopic
camera due to the relative orientation of its two optics. In the next section
we detail how salient features are extracted from theses images, with spe-
cific focus on the algorithm employed in this thesis: the SURF algorithm
(Bay et al., 2006). The choice of this algorithm is motivated by its robust-
ness to noise and its computational efficiency, and test from Haouchine
(2015) showed that SURF perform well on the liver surface, thus making it
particularly suited for laparoscopic images.

1.2.3 Feature detection

Figure 1.13: The surface of the liver is highly specular and lacks texture.

The feature detection is based on the pixel intensities. Usually, to save
computational time, grey level images are used to perform the feature detec-
tion: the color images should therefore be converted into grey level images.
First, a detection step select salient points, such as corners or T-junctions, on
the images. These distinctive points are usually detected with algorithms
based on the image derivatives. For SURF the salient point detector rely on
an approximation of the hessian matrix (Bay et al., 2006). Given a point p in
one image we have:

Happrox(p, σ) =
[

Dxxσ(p) wDxyσ(p)
wDyxσ(p) Dyyσ(p)

]
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where Di jσ(p) is the approximation of the Gaussian second order derivative
∂
∂i j

g(σ) convolved with the image intensities around point p, and w is a
weight that ensure the energy conservation between the Gaussian kernel
and its approximation. The point p is considered as a salient point at scale
σ if its hessian response, det(Happrox(p, σ)) is superior to a threshold τd:

det(Happrox(p, σ)) > τd (1.7)

Then, for each salient point p a descriptorD(p) is computed using the pixel
intensities of the point and its neighbors. The number of neighbors may
vary from one descriptor to another, can be a parameter of the descriptor,
or may even depend on the result of the detector step and be different for
each salient point. In SURF, the neighborhood size depend on the scale σ at
which the feature point has been detected.

There exist an important number of descriptors, each of them having
their own advantages and drawbacks. (Mikolajczyk and Schmid, 2005).
The difficulty is to choose among all the descriptors the most useful to
detect reliable features in a laparoscopic image. Several descriptors can be
combined into one descriptor vector in order to extract more information
for each image pixel. However, as the use of too many descriptors leads
to an important increase in computational time, it is wiser to select only
the most significant descriptors for a given application. Given two salient
points p1 and p2 of corresponding three dimensional point x1 and x2, a good
descriptor should have the following properties:

D(p1) ≈ D(p2) , if x1 = x2 (1.8)

¬(D(p1) ≈ D(p2)) , if x1 , x2 (1.9)

where ¬ is the logical NOT. The SURF algorithm use the sum and absolute
sum of the Haar wavelet (Haar, 1910) response in the x and y direction in
the region around a salient point.

The feature detection is very challenging for laparoscopic images because
of the lack of texture, the important specular reflexion and the possible
presence of smoke or bleeding (see Fig. 1.13). Due to the lack of texture of
the liver surface (Fig. 1.13) the detection of salient points is challenging and
the threshold τd of equation 1.7 should be small enough to detect a sufficient
number of salient points. But small values of τd lead to the detection of
points p whose descriptors D(p) are less reliable because the intensities
around these points is more homogeneous. Thus, several points {p1}ni=1
across one image may be associated to a very similar descriptor, violating
the requirement 1.9:

D(p1i
) ≈ ∆, ∀i ∈ {1, . . . ,n} (1.10)
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The presence of specular points {pspec}i is also problematic because they
usually have a strong Hessian response det(Happrox(pspec, σ)) > τd but their
descriptors may also be similar D(pspeci

) ≈ ∆spec ∀i. Moreover, the cor-
responding position of a specular point on the three dimensional object
depend on the position of the capture tool. The point pspec1 in the first image
correspond to xspec1 in the three dimensional world and pspec2 in the second
image correspond to xspec2 , xspec1 . For a laparoscopic camera, this means
that the two optics see a specular point at different positions on the object:
using specular points leads to erroneous three dimensional point position.

The feature detection step leave us with two sets of pairs {p1i
,D(p1i

)}n
i=1

and {p2 j
,D(p2 j

)}m
j=1 detected on the first and second image respectively. In

the next section, we will detail how to match salient points corresponding to
the same three dimensional point while taking into account the difficulties
expressed in Equation 1.10.

1.2.4 Matching

The hypothesis behind the matching process is that the descriptors corre-
sponding to the same three dimensional point are similar across the stereo-
scopic images (statement 1.8). Therefore, a distance metric has to be defined
to measure the similarity of the descriptor vectors. This distance metric can
be for instance the Euclidean distance, the Manhattan distance (L1-distance)
or even the Mahalanobis distance (Mahalanobis, 1936) when a confidence
measure is available for the descriptors. Once the distance metric is chosen,
different strategies can be employed to pair the feature points.

The first strategy consist of selecting for each salient point p1 in one
image the point p2 with minimum descriptor-based distance measure in the
other image:

M(p1) = arg min
p2

|D(p1) −D(p2)| = arg min
p2

d12

where |.| is the chosen distance (the Euclidean distance for instance). But this
strategy may match points with very low similarity measure. A solution
to this problem is to set a threshold τm such that the pair with a similarity
measure S lower than the threshold are discarded:

If S(D(p1),D(M(p1))) < τm, thenM(p1) = ∅

However, a descriptor vector in one image can be very similar to several
descriptor vectors in the other image (Equation 1.10), indicating a lack of
discriminating power. It this case, it is better to discard all the points
corresponding to these descriptors. A solution is then to compute the
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distance ratio between the first and the second closest match. If the distance
ratio is close to one, the two first match are very likely to be erroneous
and the points are discarded. This matching strategy is called the nearest-
neighbor-ratio matching (Lowe, 2004). To further improve the matching
quality, theses matching methods can be combined with a double direction
search: for each point p1 the algorithm finds the point p2 with the smallest
distance d12 from p1 and for each point p2 the point of p′1 with the smallest
distance d21 from p2. The pairs for which the point p2 elected by p1 has
elected p′1 , p1 are then discarded.

To accelerate the matching step, several algorithm rely on additional
information. For instance, to obtain a faster matching, the SURF algorithm
takes advantages of the result of the detector phase: it computes the distance
only for feature point with the same second derivative sign (computed using
the Hessian matrix). But other strategy exist that benefit from knowledge
about the relative position of the camera for the different images, such as the
use of the fundamental matrix F. This matrix can be estimated during the
calibration step from at least seven point correspondences. Given a salient
point in one image, F reduces the search of its corresponding point to a line
in the other image. This arises from the fact that a three dimensional point
x and the two camera optics define a plane, and, in the epipolar coordinates
system, this plane cuts each image plane along a line. Depending on the
position of x on the plane, its corresponding points on the images, p1 and
p2, slide along the epipolar lines (see Fig. 1.14). In practice the position of
x is unknown, but the plane equation can be determined from the vector
p1 of one of its corresponding points, p1. Therefore given the position of
the two optics and p1, the point p2 is restrained to a line. The fundamental
matrix contains the information about the relative position of the two optics
o1 and o2. For simplicity we assume that the intrinsic camera parameters
of the left and right camera are ku = kv = 1, θ = 90° and u0 = v0 = 0, (that
is we have two ideal images) and that there is no rotation between the two
camera reference frames c1 and c2. Thus we have:

Fspep1 = (o2 − o1) × p1 = o12 × p1,

that is Fspe =




0 −o12z o12y

o12z 0 −o12x

−o12y o12x 0




where Fspe is the special fundamental matrix under the previously given
assumption on the stereoscopic camera and × denotes the cross product
of two vectors. The vector Fspep1 is therefore a vector normal to the plan
defined by x, o1 and o2. Hence, p2 lays in this plane (and thus on the epipolar
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line) if and only if p2 satisfy:

pT
2 Fspep1 = 0.

Without any assumption on the intrinsic camera parameters nor on the
relative rotation between the two camera reference frame the general form
of the fundamental matrix is:

F = A−T
1 FspeRA−1

2 = A−T
1 EA−1

2

where E is the essential matrix and p2 satisfy:

pT
2 Fspep1 = 0.

However, in practice (and especially for laparoscopic images) this condition
should be avoided or replaced by pT

2 Fp1 ≤ ǫ, with ǫ > 0 due to possible
inaccuracies in the feature position.

Once the matching step is performed the disparity can be computed for
each salient point. The disparity is simply the distance in pixel between
the position of the salient point on one image and the position of its corre-
sponding salient point on the other image. The disparity value is related to
the depth: the closer the object is from the stereo camera the larger is the
disparity value of the salient point detected on this object.

Regardless the chosen matching method, the result of this step is a set of
paired points {p1,p2}i, each pair corresponding to a three dimensional point
xi. These pairs should now be used in combination with the calibration
result to compute the position of each xi.

1.2.5 Triangulation

The triangulation method discussed here should not be confused with the
Delaunay triangulation evoked in section 1.1.3. Here the term triangulation
refers to the fact that the three dimensional point x, its corresponding points
on the two images p1 and p2 and the two optics o1 and o2 form a triangle.
Theoretically, the parametric lines o1 + t1p1 and o2 + t2p2 withe t1, t2 ∈ R,
should intersect exactly at x. However, due to errors in the position of p1

and p2 the two lines may not be secant (and the vectors p1 and p2 may not be
on the plane defined by x, o1 and o2). Therefore, an optimization algorithm
should be employed to estimate the position of x.

This work use the Iterative Linear Least Square Triangulation method
(Iterative-LS) presented in Hartley and Zisserman (2003). The idea is to
let two points p̂1 and p̂2 move around the feature point positions p1 and
p2 until the lines defined by o1 + t1p̂1 and o2 + t2p̂2 cross (see Fig. 1.14).
This is equivalent of requesting that p̂T

2 Fp̂1 = 0. Thus, the algorithm should
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Figure 1.14: Triangulation. The dashed gray lines, in the direction of p1 and p2 are not
secant. After the optimization algorithm the lines in the direction of p̂1 and p̂2 intersect at
the point x, the reconstructed position of the three dimensional point corresponding to the
features p1 and p2.

minimize the quantity p̂T
2 Fp̂1. Obviously, the distance between p̂n and

pn for n ∈ {1, 2} should be limited and therefore a penalty term, ∆12 =

d(p1, p̂1)2 + d(p2, p̂2)2 where d(., .) is the Euclidean distance, is added to the
objective function of the minimization algorithm.

The result of the triangulation algorithm is a list of three dimensional
coordinate vector {x}i called a point cloud. To each xi can be associated an
uncertainty value ui which is a combination of three error measures. Let
{pi

1,p
i
2} be the pair of point whose three dimensional triangulation is xi.

The first error measure is related to the result of the feature detection step:
the stronger the response to the detector algorithm the smaller the error
measure:

errD = αD
1

det(Happrox(p1)) + det(Happrox(p2))
,

whereαD ∈ R+. The second confidence measure is the result of the matching
algorithm: the larger the distances between the two descriptor vectors the
larger the error measure:

errM = αMd12,

where αM ∈ R+. The last error measure is called the re-projection error and
is equal to the penalty factor of the minimization algorithm:

errR = ∆12.

One important point to keep in mind while using tree dimensional sur-
face reconstruction methods, among which is stereoscopic reconstruction,
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is that these methods are error-prone. Two types of errors can be distin-
guished, localization error and matching error. The first kind of error is
responsible for the noise in the surface point clouds. Noisy points are close
to the real position of the surface that is reconstructed and generally the
previously defined errors are good indicators of the noise associated to one
point. The second kind of error is more problematic as it produce outliers,
that is erroneous points far from the real position of the reconstructed sur-
face. These outliers have an associated error measure which is comparable
to the error associated to noisy points and thus cannot be eliminated based
on this criteria. In stereoscopic reconstruction, matching strategies using
the epipolar lines usually produce points clouds with a small number of
outliers. Nonetheless, the presence of these erroneous points should be
taken into account in the definition of a efficient and robust registration
algorithm involving a reconstructed surface.

We went from laparoscopic images to a list of three dimensional points
corresponding to the part of the abdominal organs surface visible through
the laparoscopic camera using the SURF detector and a triangulation al-
gorithm. In the next section we will discuss the use of some alternative
methods to perform a three dimensional point reconstruction from laparo-
scopic images.

1.2.6 Discussion

The process described in the previous section is not the only way to re-
construct a surface patch from laparoscopic images. This section present
some alternative methods for surface reconstruction from projective images.
First, a method that reconstruct a dense point cloud from laparoscopic im-
ages is detailed. Then the use of SFM techniques, already evoked in section
1.2.1, for laparoscopic images is discussed. Finally, two methods relying on
additional hardware devices are described.

Instead of pre-processing the laparoscopic images to detect salient point
whose three dimensional positions are subsequently computed to create a
discrete point cloud, a dense surface reconstruction can be obtained. In Röhl
et al. (2011) the authors compute a corresponding point for each pixel using
a recursive algorithm on undistorted and rectified images. Rectified images
are used to facilitate the matching step. They are the result of a transforma-
tion that project both stereoscopic image into the same image plane making
the epipolar lines horizontal. Thus, the search of corresponding points is
restricted to horizontal lines. In this application the calibration process is
crucial and a probabilistic scheme is employ to generate several possible
calibration matrices among which the best candidate is selected. The result
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of the matching step is a dense disparity map from which the triangulation
is performed.

To avoid the use of stereoscopic endoscope SFM methods have been
employed for laparoscopic surface reconstruction. The main challenge with
such methods is to estimate the camera motion in an environment where
objects are moving an deforming. The movement of a feature may be
the result of the camera motion but also of the tissue deformation. This
second possibility introduces errors in the motion estimation. The use
of relatively static features has already been evoked in section 1.2.1, and
methods assuming that the tissues are rigid between two relatively close
frames have also been employed (Collins et al., 2011). But, as the main causes
of the tissue deformation are the respiration and the heart beating, another
possibility is to model this cyclic motion as in Mountney and Yang (2010).
In this article the camera motion is estimated using the motion model, the
laparoscopic images and a Kalman filter. Another interesting aspect of the
work of Mountney et al. is the construction of a map that contains the three
dimensional position of all features currently visible by the laparoscopic
camera together with the position of features that were reconstructed using
the previous frames. This allows for the construction of a wider point cloud
that contains more information about the intra-operative organ shape.

However, if the constraint to use only medical devices already employed
during laparoscopic operation is released, other methods can be considered.
This category of method is referred to as active methods in opposite with
passive methods which rely solely on already employed devices.

The use of structured light has been first introduced for laparoscopic
surgery in Ackerman et al. (2002). This technique consist of projecting a
known light pattern on the organ surfaces. The resulting pattern is captured
by a monocular laparoscopic camera and the distortions provoked by the
differences in depth are then analyzed to retrieve the organ shapes. Recently
promising devices, the pico lantern (Edgcumbe et al., 2014, 2015) and a
endoscope compatible device (Schmalz et al., 2012), have been developed
and are very close to be used during a real operation. However, these two
technologies still require calibration, and the endoscope three dimensional
point cloud reconstruction is limited to small distances around the projector.
For the pico lantern two calibration methods are proposed. In the first one
the pico lantern projection pattern is captured by a stereoscopic laparoscopic
camera which has to be calibrated and thus suffer from the same limitations
as our calibration method (section 1.2.2). In the second method the pico
lantern is tracked by a monoscopic laparoscopic camera and thus must stay
in the camera field of view, which may be problematic during an operation.

Another three dimensional reconstruction method based on additional
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hardware setup is called the Time of Flight (ToF). The principle of this
technique is to use an intense sinusoidal light signal to illuminate the scene
and to measure the time this signal takes to be captured by the camera.
This time of flight is propositional to the distance between the camera and
the object. To obtain a three dimensional depth map each pixel compute
the time of flight independently. A ToF system has been mounted on a
standard endoscope in Penne et al. (2009), with promising results. Yet, no
articles have report the use of such endoscope in in vivo studies.

In this first chapter, we explained how to construct a mesh, a geometric
representation allowing for the use of mechanical numerical methods such
as FEM, from preoperative images. We also highlighted the importance of
the mesh quality for the precision and the convergence of FEM. Then we
described the method that allows to reconstruct a three dimensional point
cloud from a laparoscopic stereoscopic camera. We saw that this process
is challenging due to the nature of the images (lack of texture and high
specular reflexion) and to the characteristics of the laparoscopic camera
(small baseline). Finally we discussed alternative methods that can be use
for intra-operative point cloud reconstruction. In the next chapter, we will
switch to a medical point of view and describe the liver anatomy, the liver
cancer its treatment with a particular focus on laparoscopic tumor resection.
This will allow us to enrich our registration problem with anatomical prior
knowledge. CT scan are not exactly raw data — and we described the
processes that allow to construct a better representation of theses data for
numerical applications.
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The last chapter left us with a geometric representation of the pre- and
intra-operative data. However, a complete model of the liver has been
generated from the pre-operative data while only a portion of the liver
surface is reconstructed from the intra-operative data. Thus, a natural
question arise: to which part of the complete liver surface does the partial
intra-operative surface correspond? As the liver surface is smooth, and has
deformed between the pre- and intra operative data acquisition, the answer
to this question is not trivial: with only geometric knowledge the problem is
ill posed, since several areas of the complete surface could correspond to the
surface reconstructed from laparoscopic images. Thus, we need additional
information to constraint this problem.

In this chapter we see how can be use the knowledge about the liver
anatomy to match the part of the liver surface corresponding to the visible
intra-operative surface. We first detail the role and the anatomy of the liver,
as well as one of its pathology, the liver cancer, and its possible treatments.
We then study the execution of a laparoscopic operation for liver cancer

43
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resection with an emphasis on the specific exposition of the liver during this
intervention. Afterward, we motivate the use of landmarks for facilitating
the correspondence problem described above and list the different methods
that can be used to define these landmarks. Finally, we describe the features
employed in this work.

2.1 The liver

2.1.1 Function of the liver

The liver is a vital organ endowed with an important regenerative capacity.
It is also the largest gland of the human body. A gland is a organ that
produce and excrete a substance into or outside of the human body. The
main substance produced by the liver is called the bile and plays an impor-
tant role in digestion. The bile is stored in the gallbladder, also called the
biliary vesicle, and released into the duodenum where it participates into
the digestion of lipids. However, the role of the liver is not limited to the
digestion. This organ plays also a role in the metabolism of carbohydrates,
lipids and proteins.

The liver is sensitive to an hormone, the insulin, which is excreted by the
pancreas when the blood sugar level is too high. This hormone is a signal
for the liver indicating that the sugar present in the blood has to be stored.
The liver then transform the glucose present in the blood into glycogen and
store it within its cells. Conversely, when the blood sugar lever is too low
the pancreas release another hormone, the glucagon, which cause the liver
to break down the glycogen molecules and to release the glucose.

The liver can store about 100 g of glycerol. When this limit is reached,
the liver start to convert the glucose into lipids, and more specifically into
triglyceride, which is the main constituent of the body fat. This process
is called the lipogenisis and can be reverted: the liver can convert the
triglyceride back to glucose. It is also able to synthesize glucose from
glycerol, amino acid or lactate. The liver also synthesize the cholesterol,
several proteins, such as albumin, and many lipoproteins.

Additionally, the liver plays an important role in the organism detoxifi-
cation. Indeed, it is responsible for the breakdown of several toxin, medical
drugs and waste products such as ammonia. It also participates in the elim-
ination of byproducts from aged red blood cells destruction. This makes the
liver particularly exposed to diseases coming form other part of the human
body.

To summarize, the liver is a very important organ with several essential
functions. However, the liver is particularly exposed to diseases due to its
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detoxification role. To date, a complete liver failure cannot be compensated
by drugs or dialysis. The only solution to a complete liver failure is a trans-
plantation, which implies tremendous challenges for finding a compatible
donor. Nonetheless, this organ has an important regenerative capacity: it
can grow back to its initial state from as few as 20% of its original size.
Therefore, in case of hepatic disease, the role of clinicians is to make every-
thing that is possible to preserve sufficient healthy part of the original liver
for it to regenerate.

2.1.2 Liver cancer and liver metastasis

As the liver is involved in many metabolic processes, and especially in sev-
eral detoxification processes, it is prone to numerous diseases. However,
this section do not cover all the liver diseases and focus mainly on liver
cancer and liver metastasis. Liver cancer should be understood here as pri-
mary liver cancer. Indeed, two kind of liver lesions should be distinguished:
primary liver cancer and metastasic liver tumors. The first sort of tumors
originate in the liver while the second have migrated to the liver from other
organs and are sometimes abusively called liver cancer. The main primary
liver cancer is the hepatocellular carcinoma (HCC), which affect the hepa-
tocytes. It exist several other primary liver cancer including cancer of the
bile duct, and blood vessels tumors. But the majority of liver tumors belong
to the second kind of lesion and are called metastases. A study on 96 625
cadaver (Le Treut et al., 2005) reports that among patient with liver tumors
(n=8 685), 84% of the tumors are metastases and only 5.4% are primary liver
tumor, the remaining 10.6% being benign tumors. Given that the preva-
lence of primary liver cancer among all cancer in the french population is
2.9% (INC), this means that 48% of cancers affect the liver. The metastases
come generally from the colon, the rectum, the pancreas, and the stomach
and spread to the liver via the portal vein. The highest prevalence of liver
metastasis is observed in colorectal cancer with detected liver metastases in
15% of the patients (Quan et al., 2012).

To cure liver tumors, different strategies may be employed and the choice
of a specific treatment depend on the number of tumors, their size, their lo-
cation and on the existence of other neoplasic cells in other organs. For hep-
atic metastasis from colorectal cancer the recommendations have evolved
towards the use of liver resection as the gold standard due to the high
survival rate of patients who underwent this treatment (Wei et al., 2013).
Indeed, advances in surgical techniques and technologies, especially in
cauterization tools, have made the surgical tumor resection a safe and effi-
cient technique. Today, the main contraindication for surgical resection is
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an insufficient remnant of liver volume.
However, laparoscopic surgical interventions, despite their important

benefit for patients, are still done in a minority of cases (25% in 2005 for
Dagher et al. (2007)), even if some center report a percentage of laparoscopic
surgery of more than 46% (Vibert et al., 2006). The main reasons for the
surgeon’s reluctance to perform laparoscopic liver resections are the risk
of hemorrhage, which are difficult to control in this kind of intervention,
the difficult definition of resection margins and the tumor size and loca-
tion (Morino et al., 2003; Simillis et al., 2007). In this context, a surgical
guidance system could increase the safety and feasibility of laparoscopic
liver resection and thus enable more patient to benefit from this kind of
intervention.

In patients for which a surgical intervention is not possible, other treat-
ments exist. Apart from surgery, possible treatments of liver tumors include
chemotherapy, chemoembolization (the injection of a chemical substance
in the tumor to restrict its blood supply), radiotherapy, and thermoab-
lation. This last technique is an interventional radiology technique and
consist in the use of heat or cold to kill neoplastic cells. One or more ther-
moablation probe(s) are inserted in the patient body at the tumor location,
covering entirely the tumor area. Thermoablation techniques include ra-
dioablation(Shiina et al., 2012), microwave ablation (Groeschl et al., 2014),
cryotherapy (Hu, 2014), as well as emerging techniques not yet used on
humans such as electroporation (Zhang et al., 2014). For more details about
thermoablation procedures the reader is referred to Chu and Dupuy (2014).

2.1.3 Anatomy

The liver measures about 20 cm×15 cm×10 cm and its average weight is ap-
proximately 1.4 kilograms. This organ is located in the upper right part of
the abdominal cavity and is in direct contact with many other abdominal
organs and the diaphragm. Its blood supply is provided by the hepatic
artery and the portal vein, while the hepatic veins drain the blood into the
vena cava. A thin membrane, known as the Glisson’s capsule, constitutes
the surface of the liver, while the interior part of this organ is called the
parenchyma. The liver is also surrounded by the peritoneum, a serous
membrane, except around the gallbladder, the porta hepatis and in a trian-
gular region, called the bare area of the liver, where its surface is in direct
contact with the diaphragm (See the nonperitoneal surface on Fig. 2.3).

The liver presents three faces, namely the superior (Fig. 2.1), inferior
(Fig. 2.2) and posterior surfaces (Fig. 2.3). The margins delimiting these
faces are smooth except the anterior margin, which delineates the inferior
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Figure 2.1: Superior liver surface (from Gray (1918))

and the superior faces. This sharp margin is indented in two locations: a
deep notch accommodating the round and falciform ligaments, called the
umbilical notch, and a shallow notch at the position of the gallbladder.

The superior surface (Fig. 2.1) fits under the vault of the diaphragm
and is divided in two parts by the falciform ligament. This ligament goes
from the anterior margin to the coronary ligament and attaches the liver
to the diaphragm and the anterior abdominal wall. The line of attachment
delineates the right and the left lobe of the liver, the first being much larger
than the second.

The inferior surface (Fig. 2.2 and 2.3) is in contact with the stomach, the
right kidney and its supra-renal gland, the colic and the duodenum. Its
shape is uneven and modeled by these organs. Indeed, as the liver takes as
much place as possible, the other abdominal organs leave an impression on
its surface. At the center of this surface is the hilum where the bile duct, the
portal vein and the hepatic artery enter the liver. The gallbladder is located
under the right lobe and goes slightly over the anterior margin.

The posterior surface (Fig. 2.3) is mostly behind the right lobe and is in
direct contact with the diaphragm for an important part. The inferior vena
cava is deeply lodged between the right lobe and the caudate lobe. This face
may also present a grove on the left lobe, at the position of the esophagus.

According to Couinaud (Couinaud, 1957), the liver is composed of
eight segments, each of them having an independent blood inflow, bil-
iary drainage and lymphatic drainage. This is of interest for surgeons, as to
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Figure 2.2: Inferior liver surface (from Gray (1918))

prevent post-operative metastases they should resect the tumors together
with their lymphatic and blood vessels, while ensuring a sufficient blood
supply and drainage of the remaining liver tissue.

2.1.4 Fixation of the liver

Several factors contribute to maintaining the liver in place. The most im-
portant fixation of the liver is the vena cava which is closely attached to
the liver by connective tissues. Under the liver, the hilum also participates
in holding it in place. The liver is also attached to the diaphragm by the
coronary and triangular ligaments. The falciform ligament is to loose to
support the liver but limits its lateral displacement. Additionally, the other
abdominal organs provide some support in standing position, as the liver
rest on them. To access the area of the liver where the surgery will take
place, surgeons often need to mobilize the organ. However, certain motions
are not possible without cutting ligaments.

2.2 Typical laparoscopic surgery

In the last section, we provided some background information about the
liver physiology and anatomy. We also detailed one of the main kind of
liver pathology, the liver cancer and metastasis, and its possible treatments.
We now focus on one type of treatment: the laparoscopic liver resection,
detailing the different steps of this type of surgical intervention.
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Figure 2.3: Posterior and inferior liver surfaces (from Gray (1918))

2.2.1 Planning

Before any surgical intervention, a surgery planning meeting holds. During
this meeting several clinicians discuss the patient’s case. They analyze the
pre-operative data to be sure that all the tumors which should be resected
have been localized. Then, the volume to be resected is estimated. This
volume include the surgical safety margin which should be at least of 1 cm
around the tumor (Masutani et al., 1994; Shirabe et al., 1997). If the estimated
remnant liver volume is insufficient the surgery is canceled. Otherwise,
depending on the patient and on the characteristics of the tumors, the
clinicians decide to go for laparoscopic or open surgery. Then, the resection
plane are defined and the vessels that should be sectioned are identified. For
laparoscopy the definition of the surgical path and resection plane should
take into account the limited movement of the laparoscopic tools and the
cone effect. The cone effect is simply the tendency of surgeons to narrow
the size of the resected region as they cut deeper in the tissues during
laparoscopic surgery. Additionally, the positioning of the trocars (Fig. 0.1),
through which the surgical instrument are inserted, should be defined in
accordance with the resection path.

2.2.2 Preparation

After the patient anesthesia, the surgeons set up the pneumoperitoneum.
The pneumoperitoneum is the injection of gas inside the peritoneal cavity
to provide the surgeon with a sufficient working space inside the patient’s
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abdomen. A Veress needle is inserted cautiously in the patient’s abdomen
until the tip of the needle is inside the peritoneal cavity. As the needle is
equipped with a pressure sensor, the surgeons can know that their needle
is in place by monitoring the pressure (the entrance in the peritoneal cavity
is characterized by a pressure drop). Once the needle is in position the
abdomen is inflated with carbon dioxide until the pressure reaches the
value of 12 mmHg.

Afterward, the trocars are positioned. Trocars are important because
they allow easy exchange of laparoscopic tools during the surgery. The
first inserted trocar is the camera trocar. For liver surgery, the position
and orientation of the camera trocar vary little from one patient to another,
and thus the liver is always seen under the same angle (Toni et al., 2015).
First, an incision is performed till the facial layer at the position of the
umbilicus. Then, the trocar and its obturator are inserted into the incision
and pushed into the peritoneal cavity. This step should be performed with
care to avoid injuries. Afterward, the obturator is removed and the camera
is inserted. The surgeon can now check that no damages have been caused
to the abdominal organs and vessels. A part of the superior face of the
liver is exposed to the camera. The other trocars are inserted under camera
vision.

An alternative method for trocar insertion is the Direct Trocar Insertion
(DTI) consisting in the insertion of the first trocar before the pneumoperi-
toneum is set. In DTI, the patient’s skin is grasped to move the abdominal
wall away from the abdominal organs during the trocar insertion. More
detail about trocars and their positioning can be found in Jafari et al. (2015).

2.2.3 Intervention

Once all the laparoscopic tools are inserted in the patient’s abdomen, the
fat surrounding the liver is moved to better expose the organ. Then, the
liver is mobilized to provide an easy access to the tumor site. The first
structure to be cut is the falciform ligament, which attaches the liver to
the abdominal wall. Then, the pre-operatively defined resection planes are
located. Eventually, the liver or other abdominal organs may be retracted to
provide a better access to the wound area. The use of an ultrasound probe
at this step may help the surgeon to better target the tumor, but is time
consuming and therefore only rarely performed. When the resection paths
have been defined, some resection lines may be drawn on the liver surface
using a cauterization tool to serve as guidelines.

After this preparation phase, the resection begins. Several dissection
techniques are available to cut and cauterize liver tissue, the more frequently
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used being ultrasonic dissection and electrosurgery. Electrosurgery is the
application of high frequency current to burn the tissues. Electrosurgery
devices can be monopolar or bipolar. Monopolar devices induce a current
between the contact area of the device with the tissue and an electrode
located on the patient’s skin. Conversely, the bipolar devices induce a
current only between its two electrodes. Thus, the action of bipolar devices
is more local. The ultrasonic dissector used for liver surgery are low power
ultrasonic dissectors. The interest of these devices is their ability to cleave
only tissues containing an important quantity of water. Therefore the blood
vessels and bile ducts, which contain only a few water, are preserved with
ultrasonic dissection. This limits the risk of hemorrhage. However, each
time a vessel is encounter, it must be clamped prior to dissection with
scissors or electrosurgery devices.

Electrosurgery devices allow to perform the surgery faster. However,
to prevent hemorrhage the hepatic artery and the portal vein need to be
clamped at the hilum. In this way, small vessels can be cut and then cauter-
ized without blood loss, but larger vessels should be avoided because the
cauterization alone is not sufficient to prevent hemorrhage. The clamping
should not last more than 30 minutes, and therefore the clamp must be
released several times during an operation, checking each time the integrity
of large blood vessels.

At the end of the intervention, the resected volume is put inside a plastic
bag and removed from the abdomen via the incision performed at the um-
bilicus, after all laparoscopic tools and trocars have been removed. Finally,
the incision wounds are stitched.

2.3 Additional knowledge derived from medical data.

In the previous chapter, medical images were processed to generate a
geometric object which does not contain any information about the liver
anatomy, except its shape and vascular tree for the mesh of the liver. How-
ever, additional anatomical knowledge may greatly help the IGS registration
method to find the transformation which best aligns the pre- and intra-
operative data. Indeed, some anatomical features can be used as landmarks
to guide the registration method. In order to be useful, the landmark posi-
tions should be determined in both the pre- and intra-operative images, so
that the registration method can use them as anchor points.

To obtain the position of these anatomical landmarks several strategies
may be used. In section 2.2.3, the possible use of a laparoscopic ultra-
sound probe has been evoked. This imaging modality, which allows to see
below the organ surface, can be used to locate anatomical landmarks intra-
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operatively. One may argue that with such system surgeons would not
need an augmented reality system. However, as the probe manipulation
is complicated and time consuming, if an augmented reality view can be
provided with a quick scan of the liver this augmented view is very likely
to have a positive impact. Usually, for the liver, ultrasound data are em-
ployed to obtain the position of the vessels branching points. For instance,
in Lange et al. (2009), the authors use manually segmented vessel bifurca-
tions as anatomical landmarks for an image based registration method to
provide the surgeons with an intra-operative guidance system. However,
ultrasound data is strongly distorted, making the determination of the exact
position of the internal structures difficult. Moreover, as the probe should
be pressed against the organs in order to obtain an ultrasound image, the
internal organ structures may be deformed.

A second strategy to obtain landmarks for the registration algorithm is
the use of markers. This method offers the advantage of being independent
of the position of the anatomical structures, as the markers insertion position
does not need to correspond to a specific structure. Radiopaque markers
such as clips or golden seeds are already used in patients undergoing radio-
therapy. Among other markers, radiopaque ink could be used to mark the
liver surface. The interest of this solution is twofold. First, the position of
the radiopaque features could, as all the other landmarks described before,
help find the portion of the pre-operative liver surface which corresponds
to the visible intra-operative surface. Second the drawing pattern could
help the three dimensional point cloud reconstruction. However, as these
markers should be present in both the pre- and intra-operative images, they
should be set up before the pre-operative images are taken in order to be
visible in the pre-operative data. This means that a first intervention should
be performed before the laparoscopic surgery. In addition, a mean to accu-
rately localize these markers intra-operatively should be available. To date,
this kind of marker has never been used for minimally invasive surgery
guidance.

Finally, a third method to obtain the intra-operative position of anatom-
ical landmarks for laparoscopic IGS is to use images acquired by the endo-
scope. This modality offers the advantage of being always available during
minimally invasive liver surgery, thus, it does not require to change the
clinical workflow. The drawback of this method is that only a sub-part of
the liver surface can be captured by the laparoscope, limiting the number
of anatomical landmarks that could be used. However, the anterior part of
the liver offers reliable landmarks.

In our approach, we chose to employ laparoscopic images to define
anatomical landmarks for the registration method. Indeed, as we already
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employ the laparoscopic images to reconstruct a three dimensional point
cloud of the liver surface, the use of the images to define the anatomi-
cal landmarks allows to link a reconstructed point with its corresponding
anatomical structure straightforwardly.

2.3.1 Selection of the anatomical features

Figure 2.4: The three different anatomical features used in this work: the anterior margin
(in orange,) the umbilical notch (in yellow) and the hilum (in green). The left image shows
the anterior liver surface, and the right image the posterior and inferior liver surfaces.

During a laparoscopic intervention on the liver, several anatomical land-
marks are visible. The exposition of the liver is also similar across patients
since the position and orientation of the laparoscopic camera varies little
from one patient to another. Therefore a set of anatomical landmarks that
are always visible in these laparoscopic images can be defined. However,
to be useful, the selected anatomical feature should also be identifiable in
the pre-operative data.. Therefore, additional information available only in
the laparoscopic images cannot be used.

The first feature used to enrich the intra-operative data is the anterior

margin. This anatomical landmark is always visible and easily recognizable
on the laparoscopic images. As the anterior margin is a sharp transition
between the inferior and superior liver surfaces, a curvature analysis can
be performed on the mesh to detect this feature. The automatic detection
process of the anterior margin on the liver mesh is described in Chapter 5.

The second selected feature is the umbilical notch. Its central location
on the liver anterior margin makes it visible for resection performed both
on the right and on the left part of the liver. As the surgeon cuts the
falciform ligament to mobilize the liver at the beginning of the intervention
cauterization marks are present around the umbilical notch. These marks
facilitate the three dimensional point cloud reconstruction of this region
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as they enrich the liver texture (see section 1.2). This feature can be easily
defined manually on the three dimensional mesh, but an automatic solution
based on the use of a statistical atlas is detailed in Chapter 5.

The last anatomical feature used in this work is the hilum. The hilum
is not located on the anterior face of the liver, which is visible during the
intervention. However, as the surgeon has to clamp the liver artery and the
portal vein during the intervention it is possible to see this anatomical struc-
ture with the laparoscopic camera. Nonetheless, in order to be useful the
position of the different anatomical landmarks should be defined in the same
reference frame, and should correspond to the same intra-operative config-
uration of the liver. Thus, if the camera is moved between the acquisition of
the intra-operative images corresponding to the hilum and the acquisition
of the images corresponding to the two other anatomical landmarks, the
camera motion must be known. As the liver is moved by the surgeon to
access the region of the hilum, the liver is not in the same configuration
during the acquisition of the hilum and when the umbilical notch and the
anterior margin were acquired. To solve this problem we use the fact that
the hilum is a strong fixation point of the liver which moves only slightly
even when the liver is deformed (see section 2.1.4). Therefore, the position
of the hilum can be used with those of the two other anatomical landmarks
even if the liver is deformed between the two different acquisition steps.

In this chapter, we detailed the liver function and anatomy as well as one
of the diseases that may affect this organ: the presence of neoplastic cells in-
side the liver. We saw that the origin of these tumors can be a primary liver
cancer or metastases from an other cancer. We also described the possible
treatments of these tumors with a focus on the laparoscopic liver resection.
Based on characteristics of this type of intervention and the review of exist-
ing methods for the definition of landmarks during surgical interventions,
we selected three anatomical features (the anterior margin, the umbilical
notch, and the hilum) to serve as anchor points for the registration method.
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Biomechanical model of the liver

Contents

3.1 Background on continuum mechanics . . . . . . . . . . . . . . . . 56

3.1.1 From forces to the stress tensor . . . . . . . . . . . . . . . 57

3.1.2 Quantifying the deformation: the strain tensors . . . . . 59

3.1.3 Linking stress and strain . . . . . . . . . . . . . . . . . . . 62

3.1.4 From forces to displacement . . . . . . . . . . . . . . . . . 64

3.1.5 Definition of the material properties . . . . . . . . . . . . 65

3.1.6 The boundary conditions . . . . . . . . . . . . . . . . . . 67

3.2 Numerical solution for the equation of motion . . . . . . . . . . . 68

3.2.1 Domain discretization . . . . . . . . . . . . . . . . . . . . 68

3.2.2 Weak form of Cauchy’s equation of motion . . . . . . . . 69

3.2.3 Equation inside an element . . . . . . . . . . . . . . . . . 70

3.2.4 Assembly of the system matrices and numerical resolution 74

3.3 Real-time compatible biomechanical model of the liver . . . . . . 76

From the two previous chapters, we obtained a geometrical represen-
tation of the pre- and intra-operative data, which allows us to formulate
the registration problem geometrically, and a set of anatomical landmarks.
They will be used to find the portion of the pre-operative liver surface cor-
responding to the intra-operative visible surface. However, only surface
information can be extracted from the laparoscopic view. This leads to the
following question: how to derive the volume displacement field knowing
the surface deformation? Additional knowledge regarding the liver has to
be added to answer this question. We proposes to use the liver mechanical
behavior to infer the volume deformation from surface data.

Therefore, we need to construct a biomechanical model of the liver. Three
components of this model can be distinguished: the model constitutive law,
biomechanical parameters and boundary conditions. The constitutive law
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and the biomechanical parameters are chosen according to the material
properties whereas the boundary conditions depend of the studied me-
chanical problem.

As we employ a numerical method, the finite element method (FEM), to
solve the mechanical equations, new parameters which influence the result
of the biomechanical problem and the computational time are introduced:
the type of elements (tetrahedra, hexahedra, triangles, beams, etc.), the size
and shape of the elements, the shape functions (linear, quadratic, etc.), and,
for dynamic formulation of physical problems, the temporal integration
scheme (quasi-static, explicit, implicit, etc.).

In this chapter, we first introduce biomechanical models through the
physical equations that govern soft tissues motion and we discuss some
methods for the determination of the material properties. Then, we present
the FEM, the numerical method employed to solve these mechanical equa-
tions, and highlight the impact of the chosen numerical organ model on the
result. Finally, we detail the automatic construction of a real-time compati-
ble complete biomechanical model of the liver.

3.1 Background on continuum mechanics

A biomechanical model is a mean to represent the physical behavior of a
physical object. The prefix “bio” is actually unnecessary but emphasizes
the fact that the model corresponds to biological tissues, whose mechanical
properties and boundary conditions are difficult to determine compared to
engineering mechanical problems where all these parameters are known by
design.

The physical modeling of soft (or deformable) objects is studied by a
specific branch of physics called continuum mechanics. This sub-part of
mechanics makes the assumption that the studied objects cover entirely the
space they occupy. Even if fundamentally this assumption is erroneous —
matter is composed of atoms which are mostly empty space — it turns to be
a sufficiently good approximation for a reliable prediction of the behavior
of macroscopic materials given their mechanical properties.

The goal of the continuum mechanics is to predict the behavior of a
deformable body from the knowledge of the external forces fext applied to
the body. From Newton’s second law we have:

fext + fint = ma, (3.1)

where fint are the internal forces, m the body mass and a the acceleration. In
the static case we can rewrite this equation as:

fext = −fint. (3.2)
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We want to link the internal forces1 with the deformation of the deformable
body. For this purpose, the effect of the external forces inside the body
volume must be known. Applying forces on a deformable body leads to
the creation of constraints and deformations inside the body. It is therefore
necessary to define these two quantities mathematically.

3.1.1 From forces to the stress tensor

Inside the volume at a point x we define an infinitesimal area dS and a
normal n. The stress vector tn is the average force per unit area:

tn =
f

dS
(3.3)

where f is the force applied on the infinitesimal surface. The subscript n

emphasizes the fact that the stress vector depends on the direction of the
normal (see Fig. 3.1). Therefore, the stress vector is not sufficient to define
completely the effect of the force in the volume.

fext -fext
S0

f0
fext -fext

S1
f1

fext -fext
S2

f2
Figure 3.1: Beam subject to uniaxial forces. The tensor vector t0 is equal to the average force
exerted on the surface S0, thus t0 =

f0
A(S0) , whereA(S0) is the area of S0. Similarly, t1 =

f1
A(S1)

and t2 =
f2
A(S2) . We have t0 = t1 because the force and the surface area are proportional.

However, t0 ≥ t2 as the force exerted on the surface is the same (f0 = f2) but the area of S2

is larger (A(S2) ≥ A(S0)).

Let dV be a infinitesimal tetrahedral volume element with normal sur-
faces pointing outward as depicted in Fig. 3.2. The force exerted on the
larger face of normal n is:

f = tndS, (3.4)

where dS is the area of the surface, while the forces on the three other faces
of the tetrahedron are:

fi = −tidSi for i ∈ {1, 2, 3} (3.5)

1Internal forces are a reaction against the external forces.
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t1

t2

t

t3

x1
x2

x3

n

n3

n2

n1

Figure 3.2: Infinitesimal volume element dV. The normal of its faces are −x1, −x2, −x3 and
n. The corresponding stress vector are t1, t2, t3 and tn.

where ti is the stress vector and dSi is the surface area of the face i. The neg-
ative sign comes from the fact that the three faces have normals equal to the
coordinate axis multiplied by −1. The volume force inside the tetrahedron
is:

fvdV (3.6)

where fv has the dimension of force per unit volume. From the conservation
of linear momentum we have:

f + f1 + f2 + f3 + fvdV = ρdV
dv

dt
(3.7)

where ρ is the mass density and v the velocity of the volume element. Using
equations 3.4 — 3.6, this can be rewritten:

tndS − t1n1dS − t2n2dS − t3n3dS + fv
h

3
dS = ρ

h

3
dS

dv

dt
(3.8)

where we have expressed the volume of the tetrahedron and all its surfaces
in term of the height h of the tetrahedon, the surface dS and the coordinates
of the normal n = (n1,n2,n3). Dividing by dS and letting h→ 0 this leads to:

tn − t1n1 − t2n2 − t3n3 = 0 (3.9)

This means that knowing the stress vectors acting on three faces of normal
parallel to the coordinate axes2 we can compute the stress vector for any

2Actually, any three orthonormal vectors would work for the definition of the faces, but the stress
vector would be expressed in the coordinate system of these vectors.
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normal direction n:

tn =
(
t1 t2 t3

)



n1

n2

n3


 =




T11 T21 T31

T12 T22 T33

T13 T23 T33







n1

n2

n3


 = TT.n (3.10)

where T is the Cauchy stress tensor.
We used the conservation of linear momentum to define the stress tensor.

From the conservation of the angular momentum3 we can show that this
tensor is symmetric, that is:

Ti j = T ji for i ∈ {1, 2, 3}. (3.11)

For more details on the derivation of the stress tensor the reader is referred
to the section 2.7.3 of (Slawinski, 2007).

Equipped with the stress tensor we can express the forces exerted on
closed surface S as:

f =

∮

S

tndS =

∮

S

T.ndS (3.12)

And using the divergence theorem we can rewrite:

f =

∫

V

∇.TdV (3.13)

where ∇. is the divergence operator. Note that ∇.T is homogeneous to a
force per unit volume and that we omitted the transpose sign because of
the tensor symmetry: TT = T.

3.1.2 Quantifying the deformation: the strain tensors

In the previous section we have described the relation between the forces
exerted on a soft body and their effect in the volume through the stress tensor
(equation 3.13). Now we see how to define mathematically the deformation,
using a measure of this deformation called the strain.

Naively, a first choice can be the displacement u between the points in
the rest configuration p and the points in the deformed configuration p̃. Yet,
for a rigid transformation Φrigid, u , 0 even if the object is not deformed.
Thus, we need to find a better mathematical definition of the deformation.

Let p and p + dp be two points infinitesimally close in the rest configu-
ration, and p̃ and p̃ + d̃p be their position after the deformation. We have:

3This conservation law leads to the symmetry of the stress tensor in most media. However, if the
media has intrinsic angular momentum, like ferromagnetic material or non-Newtonian fluids, the
stress tensor is not symmetric.
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d̃p − dp = p̃ + d̃p − p̃ − (p + dp − p)

= (p̃ + d̃p − (p + dp)) − (p̃ − p)

= u(p + dp) − u(p)

(3.14)

We have used here the Lagrangian definition of the displacement, namely
the displacement of a point of the soft body that we follow over time.
Another definition of the displacement is the Eulerian definition: the dis-
placement is studied at a fixed point of the three dimensional space which
may correspond to different points of the soft body over time. However,
these two definitions are equivalent for small displacements.

From the expression 3.14 we will try to find a better formulation of the
strain. Recall that the Taylor expansion of u around p is:

u(p + dp) ≈ u(p) + ∇u|pdp (3.15)

where ∇ is the gradient operator. We can use 3.15 in 3.14:

d̃p − dp ≈ ∇u|pdp, (3.16)

which can be rewritten as:
d̃p ≈ (∇u|p + I)dp

d̃p ≈ F|pdp,
(3.17)

where F := ∇u + I is the gradient of the transformation Φ. ∇u|p links the
vectors between two points in the rest and deformed position and ∇u|p = 0
if d̃p − dp = 0, that is for rigid translations. However, ∇u is not null when
the soft body undergoes a rotation. Therefore, we need also a measure of the
change in angle between two vectors in the rest and deformed configuration.
Let dp1 and dp2 be two infinitesimal vectors starting at point p, and let d̃p1
and d̃p2 be their configuration in the deformed state. Their scalar product
is:

d̃p1.d̃p2 = (F|pdp1).(F|pdp2)

= (Fdp1)T(Fdp2)

= dpT
1F|TpF|pdp2

= dpT
1ǫc|pdp2

(3.18)

where ǫc = F
TF is known as the right Cauchy-Green strain tensor. However,

this tensor is not null when the difference in angle between the rest and
deformed configuration is null. Indeed, if d̃p1.d̃p2 = dp1.dp2, we have
ǫc = I. Thus, we take the difference between the two scalar products:

d̃p1.d̃p2 − dp1.dp2 = dpT
1ǫc|pdp2 − dp1.dp2

= dpT
1 (ǫc − I)|pdp2

= 2dpT
1ǫg|pdp2

(3.19)
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where ǫg =
1
2 (ǫc−I) is the Green Lagrange strain tensor which satisfies ǫg = 0

when d̃p1.d̃p2 = dp1.dp2. This tensor can be expressed in terms of ∇u:

ǫg =
1
2

(FT
F − I)

=
1
2

((∇u + I)T(∇u + I) − I)

=
1
2

(∇uT∇u + ∇uT + ∇u)

(3.20)

From this expression of the Green Lagrange strain tensor, we see that it
can be divided into a linear part ǫglin =

1
2 (∇uT + ∇u) and a non-linear part

ǫgnl =
1
2 (∇uT∇u). For a small displacement gradient ǫgnl is negligible. Thus

the stress tensor can be approximated as:

ǫǫǫ := ǫglin =
1
2

(∇uT + ∇u) (3.21)

also called the infinitesimal strain tensor. Note that by construction all
the strain tensors defined above are symmetric as they are equal to their
transpose.

Many other strain tensors can be defined, like the Euler-Almansi strain
tensor or the Biot strain tensor, the latter using the polar decomposition of
the displacement field (i.e. the separation of the displacement field into a
rotational and a symmetric stretch component). Actually, a strain tensor ǫ̃
needs only to satisfy the following points (Bažant and Cedolin, 2010).

• ǫ̃ vanishes for any rigid-body motion.

• ǫ̃ depends on ∇u continuously, it is continuously differentiable and
monotonic with respect to ∇u.

• ǫ̃→ ǫǫǫwhen ∇u→ 0

In this section we described a quantitative measure of the deformation
known as the strain tensor. The choice of a particular strain tensor should be
guided by the type of deformations which are likely to occur in the studied
object. For small deformations and small strains the linear tensor is a good
choice. Indeed, in this approximation, all strain tensors are equivalent, but
it is easier to compute the deformation field (the unknown of the mechanical
system) from a linearized strain tensor. For large deformations and small
strains, tensors based on the polar decomposition of the displacement field
are useful. However, the computation of the displacement field is more
complex as it involves the computation of the rotation matrix which is not
known a priori. In the next section we relate the strain to the force applied
on the soft body through the stress tensor.
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3.1.3 Linking stress and strain

As we saw in section 3.1.1 the stress is a quantification of the effect of the
force inside the body volume. And from section 3.1.2, we have a measure
of the deformation. The link between the forces applied on the soft body
and the deformation will be set through the relation between the stress and
the strain. We have:

External forces → Internal forces → Stress
MP−−→ Strain → Displacement

fext → fint → T
MP−−→ ǫǫǫ→ u

where MP stand for material properties. Indeed, the relation between the
stress and the strain depends on the material properties of the soft body.
The function Ξ(ǫǫǫ,MP) linking ǫǫǫ to T is known as the constitutive law of the
material. This function may be very complex, but for linear stress-strain
relation and small displacements we can assume its linearity. In this case
the constitutive law Ξ is known as Hooke’s law.

This linear constitutive law, as it relates two tensor of order 2 each con-
taining 9 elements, can be represented as a four order tensor ci jkl with 81
elements. However, the stress and the strain tensors are symmetric. There-
fore, they have only 6 independent elements and the number of elements
of ci jkl is reduced to 36. Using the Voigt notation we have:




T11

T22

T33

T23

T13

T12




=




c11 c12 c13 c14 c15 c16

c21 c22 c23 c24 c25 c26

c31 c32 c33 c34 c35 c36

c41 c42 c43 c44 c45 c46

c51 c52 c53 c54 c55 c56

c61 c62 c63 c64 c65 c66







ǫǫǫ11

ǫǫǫ22

ǫǫǫ33

2ǫǫǫ23

2ǫǫǫ13

2ǫǫǫ12




(3.22)

where for the tensor ci jkl we used the transformations (i, j)→ m and (k, l)→ n

for the indices:
{

m = i if i = j,
m = 9 − (i + j) if i , j

, i, j ∈ {1, 2, 3},

{
n = k if k = l,
n = 9 − (k + l) if k , l

, k, l ∈ {1, 2, 3}.

Equation 3.22 can also be written in a more compact way:

Tn =

6∑

m=1

cmnǫǫǫm, for n ∈ {1, 2, 3, 4, 5, 6}

T = Cǫǫǫ

(3.23)
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where C is the matrix form of ci jkl. In this form the tensor cmn is often called
the stiffness matrix. Moreover, by analogy with force potential, if we define
a scalar strain energy W(ǫǫǫ) such that:

∂W(ǫǫǫ)
∂ǫǫǫi j

= Ti j (3.24)

we can show that ci jkl = ckli j (see section 4.2.1 of Slawinski (2007)). Thus, the
number of independent elements in the four order tensor is reduced to 21.




T11

T22

T33

T23

T13

T12




=




c11 c12 c13 c14 c15 c16

c12 c22 c23 c24 c25 c26

c13 c23 c33 c34 c35 c36

c14 c24 c34 c44 c45 c46

c15 c25 c35 c45 c55 c56

c16 c26 c36 c46 c56 c66







ǫǫǫ11

ǫǫǫ22

ǫǫǫ33

2ǫǫǫ23

2ǫǫǫ13

2ǫǫǫ12




(3.25)

If, in addition, the material studied is isotropic, the tensor should be invari-
ant by all coordinates transformations. This leads to the equality of certain
tensor elements, leaving only two independent elements:




T11

T22

T33

T23

T13

T12




=




c11 c11 − 2c44 c11 − 2c44 0 0 0
c11 − 2c44 c11 c11 − 2c44 0 0 0
c11 − 2c44 c11 − 2c44 c11 0 0 0

0 0 0 c44 0 0
0 0 0 0 c44 0
0 0 0 0 0 c44







ǫǫǫ11

ǫǫǫ22

ǫǫǫ33

2ǫǫǫ23

2ǫǫǫ13

2ǫǫǫ12




(3.26)

These two parameter are often expressed as Lamé’s coefficients, which in
the present case are related to the material properties of the soft body:

λ := c11 − 2c44

µ := c44
(3.27)

We can then write the Hooke’s law for isotropic materials 3.26 in a more
compact form:

Ti j = 2µǫǫǫi j + δi jλ
3∑

k=1

ǫǫǫkk (3.28)

Note that Hooke’s law is linear in ǫǫǫ but also in ∇u because we used a
linearized strain tensor. In the general case, when the hypothesis of small
displacement and small strain does not hold, the constitutive law is not
linear in ∇u. The material should therefore be modeled using an hyper-
elastic constitutive law such as the Saint Venant-Kirchhoff, Neo-Hookean
or Mooney-Rivlin model. If we rewrite the Equation 3.28 with ǫg instead of
ǫǫǫ, we obtain the Saint Venant-Kirchhoffmodel where T is not linear anymore
in ∇u. Moreover, Ξ(ǫ) may also be non linear in ǫ.
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3.1.4 From forces to displacement

We have now all the elements to write down the motion equations. The
second law of Newton state that the change in linear momentum is equal
to the sum of forces. Given a volume element V of surface S subject to a
volume force g and to external force of stress tensor T Newton’s second law
in the Lagrangian formulation is:

d

dt

∫

V

ρ
du

dt
dV =

∮

S

tndS +

∫

V

gdV (3.29)

As this change in momentum can be caused by a change inside the volume
or by a flow through the surface, we have:

d

dt

∫

V

ρ
du

dt
dV =

∫

V

∂

∂t

(
ρ

du

dt

)
dV +

∮

S

ρ
du

dt
v.ndS

=

∫

V

∂

∂t

(
ρ

du

dt

)
dV +

∫

V

∇.
(
ρ

du

dt
v

)
dV

=

∫

V

ρ



∂ du

dt

∂t
+ v.∇du

dt


 +

du

dt

[
∂ρ

∂t
+ ∇.(ρv)

]
dV

(3.30)

where we have used the divergence theorem for the second equality. From
the conservation of mass the term in brackets

[
∂ρ

∂t + ∇.(ρv)
]

is null, and thus:

d

dt

∫

V

ρ
du

dt
dV =

∫

V

ρ(
∂du

dt

∂t
+ v.∇du

dt
)dV

=

∫

V

ρ(
∂

∂t
+ v.∇)

du

dt
dV

=

∫

V

ρ
ddu

dt

dt
dV

=

∫

V

ρ
d2u

dt2
dV

(3.31)

Using 3.31 and 3.13 we can rewrite the Newton equation 3.29 as:
∫

V

ρ
d2u

dt2
dV =

∫

V

∇.TdV +

∫

V

gdV

∫

V

[
ρ

d2u

dt2 − ∇.T − g

]
dV = 0

(3.32)

As this equation holds for any volume V we have obtained the Cauchy
equation of motion:

ρ
d2u

dt2 = ∇.T + g. (3.33)
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This equation is known as the strong form of the Cauchy equation of motion.
Assuming linear elastic isotropic materials, we finally link the change in
linear momentum with the displacement using Equations 3.28 and 3.21 to
obtain the Navier-Cauchy equation:

ρ
d2u

dt2 j
=

3∑

i=1

∂

∂xi
(2µǫǫǫi j + δi jλ

3∑

k=1

ǫǫǫkk) + g j

=

3∑

i=1

∂

∂xi


µ(∇uT + ∇u)i j +

1
2
δi jλ

3∑

k=1

(∇uT + ∇u)kk


 + g j

(3.34)

3.1.5 Definition of the material properties

For a reliable mechanical modeling of an object, the proper constitutive
law should be selected and its parameters should be determined. However,
determining these mechanical properties can be very challenging, especially
for biological materials. Usually, physicists employ traction experiments to
analyze the effect of known forces on an object. Different known forces are
applied on a sample of the material and the sample elongation as well as the
change in its cross section are quantified. For small strain, the constitutive
law can be considered as linear and the Young’s modulus E and the Poisson’s
coefficient ν can be determined from these measurements. The Young’s
modulus E, which is the linear coefficient between the strain and the stress
for small deformations, is computed from the elongation values while the
Poisson’s coefficient ν, which is related to the compressibility of the material,
is estimated from the cross section measurements. These coefficients are
related to the Lamé’s coefficients:

λ =
Eν

(1 + ν)(1 − 2ν)

µ =
E

2(1 + ν)

(3.35)

For biological tissues, the traction experiments are controversial because
the biological samples are examined ex vivo. Therefore, the mechanical
properties obtained may differ from the in vivo properties. New methods,
such as in vivo tissue aspiration (Luboz et al., 2012) or elastography (Gen-
nisson et al., 2013; Doyley and Parker, 2014) attempt to determine these
parameters in vivo. Elastography is a non invasive technique which allows
for the determination of the mechanical properties of biological tissues.
Originally developed for diagnosis, as the tissue stiffness is an important
indicator of certain disease, this technique has recently reached new appli-
cation fields with the emergence of patient-specific biomechanical models
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(Vappou, 2012). The idea behind elastography is the following: if the de-
formation of soft tissues can be predicted from their mechanical properties
it should be possible to determine these properties from soft tissue defor-
mations. Thus, the principle of elastography is to apply a force on the
tissues and to image the resulting deformation and movements to deduce
the material properties. Elastography measurements are performed with an
ultrasound transducer or using MRI (in this case it is referred to as Magnetic
Resonance Elastography, MRE). An actuator, provoking a static, harmonic
or transient deformation is coupled to the imaging system.

Techniques using static and dynamic deformation can be distinguished.
In the first case, the patient organs are imaged only twice: once when no
forces are applied and once while a force is applied on the patient’s skin.
The relative stiffness of the organs can be determined by comparing the two
images. However, a quantitative value of the Young’s modulus E cannot
be obtained with this experiment as the stress is not known. In the second
case, a transient or harmonic mechanical perturbation is applied on the
tissues while a detector register the induced tissue reaction. Usually, the
actuator generates shear waves which provoke soft tissue deformation and
their speed, related to the tissue mechanical properties, is monitored. For
instance, in Hookean elastic incompressible materials, the square of the
shear wave velocity is proportional to the material Young’s modulus E. The
proportionality coefficient is 3ρwhere ρ is the material density (taken to be
the density of water (1000 kg. m−3) for the soft tissues of the human body)
allowing for a quantitative estimation of the Young’s modulus: E ≈ 3ρv2

s ,
where vs is the shear wave velocity.

First limited to the rheological characterization of homogeneous
Hookean elastic tissues, elastography is now able to provide quantitative
measures of the mechanical properties in a large variety of media. The
only remaining issue with elastography techniques is their limited imaging
depth, which is of about 5 cm to 6 cm maximum. Thus, large organs like
the liver cannot be entirely imaged yet. Nonetheless, elastography methods
are advancing fast and biomechanically based methods will surely benefit
from patient-specific rheological measurement. Indeed, if a patient-specific
map of the liver mechanical properties was available, our patient specific
liver model would be physically exact in addition to being geometrically
accurate. Meanwhile, the mechanical parameters are chosen in accordance
with mean literature values Umale et al. (2011). The impact of this choice
will be discussed in Chapter 4.
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3.1.6 The boundary conditions

We have derived the differential equation which governs the mechanical
behavior of a deformable object. The exact form of this equation depends
on the constitutive law chosen for the deformable object and its mechani-
cal parameters. However, this equation alone is not sufficient to find the
displacement field u. Indeed, Equation 3.33 is a general equation and does
not define a specific problem, thus it does not have a unique solution. To
obtain a unique solution, boundary condition should be imposed on the
function u. Boundary conditions determine the effect of the exterior envi-
ronment on the studied object, and two types of boundary conditions can
be distinguished: the Dirichelet and the Neumann boundary conditions.
Let δΩ be the domain boundary. The Dirichelet conditions, which apply on
ΓD ∈ δΩ, specify the value of physical quantities, for instance u, on the do-
main boundary, while the Neumann conditions, ΓN ∈ δΩ, impose a traction
at the boundary.

The boundary conditions are actually more important than the mechan-
ical properties of the studied body. They are so important that with the
same constitutive law and mechanical parameters, but different boundary
conditions, the resulting deformation of a soft body is completely different.
These conditions should be specified properly, because an over-specification
of the boundary condition lead to an inconsistent problem. We must have
ΓD ∩ ΓN = ∅. That is, at each point on the boundary either the value of u or
the value of its derivative should be specified, not both. For further infor-
mation on this subject, the interested reader can found a nice explanation
stating the importance of boundary conditions in fluid mechanics in Moretti
(1968).

Nevertheless, we have to moderate, bearing in mind that the correct
definition of the mechanical properties is also important. Indeed, with
appropriate boundary condition the deformation of an hyperelastic mate-
rial cannot be captured by a linear elastic law. Thus, both the boundary
conditions and the mechanical properties should be correctly determined.
However, if many papers address the determination of the material proper-
ties through rheological experiments, very few actually determine the exact
boundary condition of their system.

In this section, we derived the Cauchy equation of motion that holds
in a deformable solid from the second equation of Newton. This partial
differential equation links the external forces applied on the soft body with
its internal displacements through the constitutive law of the object. We
also highlighted the important impact of the boundary conditions on the
equation solution. However, the equations of motion need to be solved
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for all the points inside the object. As the object is continuous this is not
possible except if an analytical solution exists, which is the case only for
very simple problems. The next section describes a numerical method, the
Finite Element Method (FEM), which allows to solve this equation on a
discrete representation of the soft body.

3.2 Numerical solution for the equation of motion

We seek the spatial distribution of the displacement field inside the soft body.
Mathematically, this field problem is described by the Cauchy equation of
motion, which is difficult to solve. Indeed, the differential equation 3.34 is
impossible to solve analytically for the general case, as the geometry of the
domain where the equation holds may be very complex. A solution to this
difficulty is to approximate the solution using numerical methods.

Numerical methods discretize the problem and construct a linear system
of physical equations. The physical problem can then be solved by taking
advantages of the properties of linear systems, whose resolution has been
extensively studied by mathematicians and engineers. The FEM is one of
these approximation methods that find the solution of physical equations
inside a closed domain. The FEM presents several advantages, for instance
it can be applied to any field problem, it needs no restriction regarding the
geometry of the application domain, and different types of elements can be
used together in the same problem.

However, the necessity to generate a mesh to construct the system of
equation constitute an important limitation of this method. Indeed, as
already evoked in section 1.1.3 the generation of a suitable mesh for FEM
may be difficult. Thus, meshless methods have also been investigated for
biomechanical simulations (see for instance Horton et al. (2007)).

This section proposes an overview of the FEM.

3.2.1 Domain discretization

The first step of the FEM is to discretize the application domain into ele-
ments. Inside each element the complex physical field (the displacement
field in the present case) is approximated with simple functions (usually at
most quadratic functions). The elements are composed of nodes and are
assembled to cover the entire domain. For our application tetrahedral mesh
elements are used. Indeed, even if attention must be paid to the quality of
the tetrahedral elements with regards to the FEM, automatic optimization
algorithms exist (see section 1.1.3). Conversely, the generation of hexahedral
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meshes which fulfill the quality requirement of the FEM is very challenging
and cannot be entirely automatized. The nodes are the degree of freedom
of the domain, i.e. the points where the physical equations are solved. The
value of the field inside the element is determined by the simple functions,
usually polynomials, chosen to approximate the field and the value of the
field computed at the nodes: the shape functions.

Obviously, the size of the elements influence the quality of the approx-
imation. We have seen in section 1.1.4 that a fine mesh represent more
faithfully the geometry and therefore leads to a better approximation of the
solution. Nonetheless, the size of the elements is also related to the ap-
proximation accuracy of the physical field, which is represented inside the
element as a simple function. Indeed, the order of convergence of the FEM
is O(hp+1) where h is the characteristic size of an element and p is the polyno-
mial degree of the shape function (Liu and Quek, 2013). Therefore, for linear
elements the convergence is quadratic, which means that if the size of the
elements is divided by a factor 2 the error is divided by 4. However, as the
number of element increase so does the number of nodes, which is equal to
the number of physical equations to solve, and thus the computation time
increase. The complexity is in O(N2) for three dimensional problems where
N is the number of nodes, but this exact arithmetic cost can be reduced
(Zhou and Jiao, 2013).

3.2.2 Weak form of Cauchy’s equation of motion

In order to apply the FEM to the physical problem described in section
3.1.4 the strong form of the Cauchy equation of motion 3.33 cannot be used.
Indeed, this equation requires that the displacement field be twice differen-
tiable inside the domain and differentiable at the boundary. However, some
displacement fields which are physically acceptable do not belong to this
category. Moreover, imposing the continuity of the derivatives between
the elements is more difficult than simply ensuring the continuity of the
displacement field. Thus, the strong form has to be modified to allow the
displacement field to be only differentiable in the elements and C0 at the
boundary of the elements. This variational formulation is known as the
weak form. Instead of looking at the effect of the equation at a point of the
domain V, the equation is studied through its effect on a test function f , an
infinitely differentiable function with compact support, over the domain V.
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The weak form of the Cauchy’s equation of motion is expressed as follows:
∫

V

ρ
d2u

dt2
f dV =

∫

V

∇.T f dV +

∫

V

f gdV

∫

V

ρ
d2u

dt2 f dV =

∫

V

T∇ f dV +

∮

S

f T.ndS +

∫

V

f gdV

(3.36)

where S is the boundary of the domain V. On the second line we have
used integration by parts and the fact that f is infinitely differentiable with
compact support on the domain V and a corollary of the divergence theorem
to transfer the differential operator to the function f . The weak form is
equivalent to the strong form for function twice differentiable inside the
domain and differentiable at the boundary. Physically, using the weak
form, the equation of motion is satisfied over a domain in an integral sense
rather than at every point.

3.2.3 Equation inside an element

Now that we have a better form for the Cauchy equation of motion we
can choose the form of the functions Nm that approximate the displacement
field inside each element. These functions are called basis functions or
shape functions, and should have the following properties:

• One basis function has to be defined for each node of the element and
have a local support.

• The basis functions are piecewise continuous.

• The basis functions are equal to one at their corresponding node and
zero at all the other nodes of the element.

• At each point inside the element the sum of the basis functions must
be equal to one.

• The basis functions of one element are linearly independent.

In the scope of this work, these functions are taken to be piecewise linear. As
each node k is shared between several elements, a shape function associated
to the node can also be defined:

ηk =
∑

E

∑

m

Nmδc(m)k, (3.37)

where E is the set of all mesh elements and c(m) is the function which
associates the index m of the node inside an element with its global index
in the mesh.
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We then use the Galerkin method, which means that the shape functions
are used to define the test function f in equation 3.36:

f =
∑

m

fmNm (3.38)

where fm are the value of f at the node m, index of the node inside the
element. Using this test function inside an element e we have:

∫

Ve

ρ
d2u

dt2



∑

m

fmNm


 dV =

∫

Ve

T∇


∑

m

fmNm


 dV

+

∮

Se



∑

m

fmNm


 TndS

+

∫

Ve



∑

m

fmNm


 gdV

(3.39)

As the fm are constant, we can rewrite:

∑

m

fm

(∫

Ve

ρ
d2u

dt2 NmdV

)
=

∑

m

fm

(∫

Ve

T∇NmdV

)

+
∑

m

fm

(∮

Se

NmTndS

)

+
∑

m

fm

(∫

Ve

NmgdV

)
(3.40)

where the first term of the right hand side is the stiffness matrix of the
element:

Ke =

∫

Ve

T∇NmdV (3.41)

In the hypothesis of small deformations and linear elastic constitutive law,
this term depends linearly on the displacement u. Using the discretized
form of the displacement field:

u =
∑

m

UmNm, (3.42)

where Um is the displacement of node m, and using Equations 3.21 and 3.28
we can rewrite the stress tensor as:

Ti j = 2µ



∑

m

Umi
∂Nm

∂x j
+

∑

m

Umj
∂Nm

∂xi


 + δi jλ

∑

k



∑

m

Umk
∂Nm

∂xk


 (3.43)
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where Umi is the displacement of node m in the direction i. For tetrahedral
elements and linear shape functions Nm = am0+am1x1+am2x2+am3x3 we have
∂Nm

∂x j
= amj. Thus we have:

Ti j = 2µ



∑

m

Umiamj +
∑

m

Umjami


 + δi jλ

∑

k



∑

m

Umkamk


 (3.44)

Using the Voigt notation we can rewrite the stiffness matrix of the element
as:

Ke =

∫

Ve

BTCBdV (3.45)

where C is the stress-strain matrix defined in Equation 3.23 and B is the
strain-displacement matrix computed from the shape functions as:




a11 0 0 a21 0 0 a31 0 0 a41 0 0
0 a12 0 0 a22 0 0 a32 0 0 a42 0
0 0 a13 0 0 a23 0 0 a33 0 0 a43

a12 a11 0 a22 a21 0 a32 a31 0 a42 a41 0
a13 0 a11 a23 0 a21 a33 0 a31 a43 0 a41

0 a13 a12 0 a23 a22 0 a33 a32 0 a43 a32




Note that, as expected, the stiffness matrix Ke is 12×12. To derive this stiff-
ness matrix we made the assumption that both the strain and the displace-
ment are small. However, it is possible to release the small displacement
constraint and to obtain a stiffness matrix for large displacement and small
strain. To obtain this result we use the co-rotational formulation (Müller
and Gross, 2004). Another solution would have been to use an hyper-elastic
material law, but the co-rotational model is more robust and computation-
ally efficient. The co-rotational formulation allows to extend the hypothesis
of small displacement by splitting, inside each element, node displacements
into a rotational and a translational part. The co-rotational stiffness matrix
of an element e is computed from the matrix Ke defined in equation 3.41 as
follows:

Ke
rot = ReK

eRT
e

Ke
rot = Re

(∫

Ve

BTCBdV

)
RT

e

(3.46)

where Re is the rotation matrix associated to the element e. In the rotated
frame associated to the element e, the displacement of the nodes are smaller
and thus the small strain approximation can still be used (see Fig. 3.3).
However, as the rotation Re depend on the nodes displacement (Re = Re(u))
the co-rotational formulation introduce non-linearity in the system.
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a) b) c)
Figure 3.3: The co-rotational formulation allows to extend the validity of Hooke’s law
to large displacement if the strain is small. a) Initial shape of an element. b) The shape
of the element after deformation. The initial shape is displayed in grey and the node
displacement as red arrows. c) Deformed shape without the rotational component of the
displacement.

In the same way we defined Ke we can define the vectors be of the volume
forces and se of the surface forces that apply on the element e:

be
3(m−1)+ j =

∫

Ve

Nmg jdV

se
3(m−1)+ j =

∮

Se

Nmt jdS

, m ∈ {1, 2, . . . ,nN}, j ∈ {1, 2, 3} (3.47)

where nN is the number of nodes in the element e. To compute the term on
the left hand side of Equation 3.40, we define the mass matrix as:

Me =

∫

Ve

ρdV (3.48)

or as:

Me =
me

nN
I3nN

(3.49)

where me the mass of the element e. This second mass matrix, used in
this work, is called the lumped mass matrix. Finally, given that the fm are
arbitrary and letting

u
e = (u1,1,u1,2, . . . ,unN ,3)T

d2
u

dt2

e

= (
d2u

dt2 1,1
,

d2u

dt2 1,2
, . . . ,

d2u

dt2 nN ,3
)T

we can rewrite equation 3.40 inside an element e as:

Me d2
u

e

dt2 = Ke
u

e + be + se (3.50)
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3.2.4 Assembly of the system matrices and numerical resolution

Once we have the matrices for all the elements we can assemble the system.
We have:

K3(m1−1)+n1,3(m2−1)+n2 =
∑

e∈E

nNe∑

i=1

Ke
3(i1−1)+n1,3(i2−1)+n2

δc(i1)m1δc(i2)m2 (3.51)

with n1,n2 ∈ {1, 2, 3}, nNe the number of node in the element e and

n1,n2 ∈ {1, . . . ,nNtot}

with Ntot being the total number of nodes representing the object. We also
compute the complete force vectors using equation 3.37:

b3(i−1)+ j =

∫

V

ηig jdV

s3(i−1)+ j =

∫

S

ηit jdS

, i ∈ {1, . . . ,nNtot}, j ∈ {1, 2, 3} (3.52)

And the complete lumped mass matrix is defined as:

M =
mtot

nNtot

InNtot
(3.53)

where mtot is the total mass of the modeled object. Finally, letting

u = (u1,1,u1,2, . . . ,unNtot
,3)T

d2
u

dt2 = (
d2u

dt2 1,1
,

d2u

dt2 1,2
, . . . ,

d2u

dt2 nNtot
,3

)T

we have the equation for the complete system:

M
d2
u

dt2 = Ku + b + s (3.54)

This equation is a spatially linearized numerical approximation of the equa-
tion 3.33 for the complete object. To provide a source of energy dissipation
a damping matrix D is generally added to Equation 3.54:

M
d2
u

dt2 = Ku +D
du

dt
+ b + s (3.55)

the damping matrix is obtained by an approximation:

D = rMM + rKK (3.56)

where rM and rK are Rayleigh mass and damping, respectively.
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If the left term is null — static case : the system is at equilibrium —
any linear system solver can be employed to solve the equation. In this
case, the solution is the value of the displacement for which the internal
forces, the forces trying to return the object in its rest position, are equal to
the external forces exerted on the object. However, while solving a static
system, the boundary conditions have to be carefully defined. Without a
proper definition of the boundary conditions, the stiffness matrix of the
system defined in 3.54 is singular, and thus any attempt to solve the system
fails or gives only one of the possible solution. For instance, imagine a soft
ball subject to gravity. If the ground is not defined as a boundary condition
the ball will never deform: the ball undergo a rigid body motion without
introducing elastic forces. Thus the internal forces are always null and will
never compensate the gravity. This system has no static solution.

Conversely, if the left term of 3.54 is not null, a temporal integration
scheme has to be used prior the linear system solver. This involves the
definition of a time step ∆t whose value impact the accuracy and the com-
putational cost of the numerical problem solution. A small ∆t increases
the accuracy, but to simulate 1 second, 1/∆t integration steps are required,
thus the computational time increases. Two strategies can be employed to
perform the temporal integration, the explicit temporal integration or the
implicit temporal integration. While the explicit method uses the values of
velocity, acceleration and forces computed at time t−∆t to solve the system
at time t, the implicit method approximates the values of these quantities
at time t before solving the linear system for u. The main difference be-
tween these two techniques is that the first one is only conditionally stable,
whereas the second is unconditionally stable. The stability of the explicit
method depend on the value of ∆t. The explicit integration scheme is stable
only if (Gosz, 2005):

∆t <
h√
E/ρ
,

where h is characteristic size of the smallest mesh element, E is the Young’s
modulus, and ρ is the material density. Thus, for a finite element mesh
with a characteristic size h = 10−2m, a Young’s modulus of E = 9.103Pa and
a density ρ = 1.103kg.m−3, we must choose ∆t ≤ 10−3s. This means that
to simulate 1 second, 103 simulation steps are required. However, implicit
time integration allows to set∆t = 10−1s, while ensuring the system stability.
In the dynamic problem formulation, the specification of the boundary con-
ditions that should be applied on the system is less restrictive. Indeed, for
the problem of the ball described in the previous paragraph, a dynamic for-
mulation would lead to an acceptable solution: the ball fall with a constant
acceleration.
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3.3 Real-time compatible biomechanical model of the liver

We have now all the elements to construct a biomechanical liver model
which takes into account its different constituents: the parenchyma, the
tumors, the Glisson’s capsule and the vascular tree. As a patient specific
biomechanical model construction is required for our surgical guidance sys-
tem, this process should be as automatic as possible in order to be easily
integrated in the clinical workflow. However, the automatic generation
of tetrahedral meshes whose qualities are sufficient to be used in the fi-
nite element formulation of the physical problem is very challenging. The
two more challenging structures are the Glisson’s capsule and the vascu-
lar tree. The Glisson’s capsule, which is a thin layer (of thickness <20µm)
that surround the parenchyma, cannot be efficiently modeled with tetrahe-
dra. Indeed, obtaining well shaped tetrahedra that can be employed in the
FE formulation (i.e. tetrahedra with dihedral angles between 15 and 160)
with automatic mesh generator may fail or require an important amount
of time.The same problem also applies to the vascular structures which are
very small and whose segmented map is often irregular due to the voxel
size of the pre-operative images. Moreover, even if the mesh generation
succeed, the number of nodes of the resulting meshes would be extremely
large and thus would have an important computational cost.

To alleviate this difficulty, the mesh generated from the vascular tree
segmented map is not a tetrahedral mesh. Instead, this mesh is composed
of Bézier edges, taking advantage of the fact that the FEM allows for the
simultaneous use of different elements type (see section 1.1.3). Following
this idea, the surface mesh generated for the visualization can be used as the
FE mesh of the capsule (see Fig. 3.4). Thus, three different kind of elements
are employed to construct the biomechanical model of the liver: tetrahedral
element for the liver parenchyma and the tumors, triangular elements for
the capsule, and Bézier elements for the vascular tree.

To each mesh should now be associated a biomechanical model that
represents faithfully the mechanical behavior of their biological counterpart.
The choice of the constitutive laws employed for the different models has
been guided by two observations:

• To be employed for surgical guidance the complete biomechanical
model should be real-time compatible.

• The boundary conditions play a more important role than the mechan-
ical properties of soft tissues (constitutive law + mechanical parame-
ters).
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Figure 3.4: The liver surface is represented by two meshes: one for the visualization of the
organ and the other for the mechanical model of the Glisson capsule. These two meshes
can be the same or the visual mesh can be finer than the mechanical one.

The definition of an hyper-elastic model for the volume element of the liver
biomedical model do not present any significant challenge. However, even
if hyper-elastic models are known to offer a better accuracy for important
displacement, they also increase the computational time. Moreover, in
some biomedical application cases, the constitutive law of soft tissues does
not influence the simulation result (Wittek et al., 2009). As in our case
the boundary conditions definition influences more the results than the
mechanical properties of the tissues, we employ a linear elastic model for
the volume elements and the co-rotational formulation.

The stiffness matrix of a tetrahedral element e of the liver parenchyma
and the tumor is expressed as:

Ke
rot = ReK

eRT
e

Ke
rot = Re

(∫

Ve

BTCBdV

)
RT

e

(3.57)

The thickness of the Glisson’s capsule is taken into account with the
use of membrane elements. To maintain simplicity of the composite model
we choose constant strain triangular (CST) elements based on co-rotational
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formulation. For each CST element c, the 9×9 stiffness matrix Kc is given as

Kc = Rc

(∫

V

BT
c CcBcdV

)
RT

c (3.58)

= hRc

(∫

A

BT
c CcBcdA

)
RT

c (3.59)

= hARcB
T
c CcBcR

T
c (3.60)

where Bc is the strain-displacement matrix, Cc the material matrix, h is the
thickness, and A the area of the element. The thickness is assumed constant
which allow to go from 3.58 to 3.59, and the passage from 3.59 to 3.60 holds
because Bc is constant in our case. More details on the derivation of this
stiffness matrix can be found in Felippa (2003).

Finally, the vessels are modeled as Tymoshenko beam elements. Their
hollow structure is taken into account via the proper definition of their
moments of inertia. As the beam formulation considers both positional
and rotational degrees of freedom (allowing for modeling the twists and
torques), each beam element is modeled with a 12 × 12 elements stiffness
matrix Kv which is defined in Duriez et al. (2006).

As already mentioned in chapter 1 section 1.1.3, the mechanical equa-
tions of motion are only solved for the biomechanical model of the
parenchyma to reduce the computational time and the other structures
are taken into account through links. The visual links relate the vertex po-
sitions of visual meshes to the vertex positions of the reference mesh (the
parenchymal mesh) as follow:

• For each point of a visual mesh, the tetrahedron of the reference mesh
which contains the point is found.

• Then, the barycentric coordinates of the point in the tetrahedron are
used as the new coordinate system of the point.

This computation has to be done only once, unless the mesh undergo topo-
logical changes. A modification in the position of the reference mesh vertices
is thus instantly reflected in the position of the coupled mesh vertices.

The mechanical links works also with the barycentric coordinates. How-
ever, in addition to the update in position, the mechanical links should take
into account the forces which apply on the other structures as well as the
specific biomechanical behavior of these structures. First, the forces on each
vertex are computed as if the physical system would be solved in the clas-
sical way, that is for all the points of all the mechanical meshes. Then, each
force that should be applied on a point which does not belong to the refer-
ence mesh is distributed to the vertices of the reference mesh tetrahedron
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containing the point using the barycentric coordinates as weight. In this
way, all the mechanical structures are taken into account with no additional
cost for the system resolution.

The coupling between the vessel elements (beams) and parenchyma
elements (tetrahedra) is described in detail in Peterlík et al. (2012). Briefly,
each vessel node (having 6 degrees of freedom to account for torques in
vessels) is coupled with a tetrahedra in which it is located via barycentric
coordinates. This coupling remains constant during the simulation and can
be described via matrix Jv→p which is the Jacobian matrix of the coupling.
The coupling between the parenchyma and capsule is straightforward, since
the triangles used as the domain for the CST formulations are the surface
faces of the volume mesh. Therefore, for a given triangle with vertices v1,
v2 and v3, the corresponding tetrahedron (sharing the same three vertices)
is found and a 9×12 permutation matrix Pc→p mapping the triangle vertices
to tetrahedra vertices is computed.

Without loss of generality, let us suppose a tetrahedral element e which
receives a mechanical contribution from both the capsule and vessels. The
composite element stiffness matrix Ke is then computed as

Ke = Kp + J⊤v→pKvJv→p + P⊤c→pKcPc→p. (3.61)

The beam and triangular elements together with the areas of the
parenchyma having different Young’s modulus introduce heterogeneity
and anisotropy into the simulation of the organ. Therefore, either direct
solver or preconditioners must be used to solve the system in each step of
the simulation.

In this chapter we exposed the main principles of continuum mechanics
and one of the numerical method which allow to solve complex mechani-
cal equations: the finite element method (FEM). Using this framework we
defined a complete biomechanical model of the liver taking into account its
three mechanical component: the paranchyma, the vascular tree, and the
Glisson’s capsule. This biomechanical model is automatically generated
from the meshes of the different structures generated in Chapter 1. More-
over, the use of the mechanical links, or coupling, allows to limit the number
of physical equations and thus allow this model to be real-time compatible.
Additionally, we described the importance of the boundaries conditions
in mechanical problems. In the next part of this manuscript, we will see
that the point cloud, described in chapter 1 section 1.2, can be viewed as
a boundary condition for our pre-operative biomechanical model and the
actual boundary condition of the liver will be determined.
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Introduction

The first part of this manuscript was dedicated to the different processing
steps of the pre- and intra-operative data. This second part contains the
main contributions of this work and explains how the processed data are
employed to register the pre-operative shape of the liver onto its intra-
operative configuration.

However, even with all the information extracted from the medical data,
the registration problem is still ill-posed. Firstly, as the reconstructed point
cloud is subject to noise and outliers, the visible surface position is not en-
tirely accurate. Secondly, the precise definition of the anatomical landmarks
position in both the pre- and intra operative data is challenging. Thirdly,
the boundary conditions of the liver in the part that is not visible by the
laparoscopic camera, corresponding to its inferior and posterior surface,
are not known. These boundary conditions are required by the temporal
registration methods based on optical tracking. Thus the initial registration
should provide both the intra-operative shape of the liver and the position
of its boundary conditions.

In this part we propose a method for the alignment of pre-operative
data into an intra-operative laparoscopic view that is able to handle the
previously mentioned issues. We first introduce an automatic and ro-
bust physically-based registration method that uses the reconstructed point
cloud as boundary conditions for the biomechanical liver model. Then,
we present a method to estimate the real boundary conditions of the liver
from a patient data set using a statistical atlas. This atlas, associated with
the registration method, allows to obtain the position of the liver boundary
conditions at the end of the registration. In addition, the atlas can be used
to automatically transfer the position of the anatomical landmarks to the
biomechanical liver model used for the registration.
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4.1 State of the art

The specificity of medical data registration is that it is a multidisciplinary
problem at the interface between computer vision, image processing, biome-
chanics and robotics. Therefore, numerous approaches, using the research
background of each community, have been proposed. The purpose of this
state of the art is not to cover entirely the related field but rather to give an
overview of the methods proposed to solve the two main challenges faced
by registration methods for IGS: the important of deformation of organs
between the pre- and intra-operative state and the limited amount of intra-
operative data. The solutions that have been proposed in the literature can
be classified with respect to two criteria: the type of deformation they can
handle and the available intra-operative modalities (see Table 4.1).

Surface digitizer or

Laparoscope

Intra-

operative

modality

Deformation

Rigid

CT or MRI

Fluoroscopy

Ultrasound

Small

deformation

Large

deformation

* * *

* **
* **

* *

*
*

* **
*
* *
* *
* **

Table 4.1: The difficulty of the registration of pre-operative data onto the intra-operative
data increases from the upper left corner — rigid transformation with three dimensional
intra-operative images — to the lower right corner — large deformation with only surface
information. The number of stars represents the level of difficulty.

4.1.1 IGS systems using only intra-operative data

The classification of the registration difficulty shown in Table 4.1 takes into
account only IGS systems which rely on pre-operative data to provide ad-
ditional information to the surgeon. However, some guidance systems rely
only on intra-operative data. For instance, in Fleute and Lavallée (1998),
the author rely on intra-operative manual surface digitization1 to register a
statistical shape model of the femur while Zheng et al. (Zheng et al., 2002)

1The principle of surface digitization is to employ a tracked instrument that is swept along the
bone surface to generate a point cloud which represents the surface.
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combine fluoroscopy with surface digitization to obtain the intra-operative
pose of the patient’s femur for guidance in total hip arthroplasty. More
recently, methods relying only on intra-operative fluoroscopy and statisti-
cal shape model have been developed for orthopedic surgery (Zheng et al.,
2007). Purely intra-operative methods have also been proposed for the
brain: in Gronningsaeter et al. (2000) the authors have developed a neu-
ronavigation system based on an improved optically tracked ultrasound
device, SonoWand, to obtain a three dimensional intra-operative image of
the wound area. Motion tracking for radiotherapy or focused ultrasound
tumor ablation relying only on four dimensional intra-operative ultrasound
has also been proposed by Vijayan et al. (Vijayan et al., 2013). Even for la-
paroscopic liver surgery, navigation systems based only on intra operative
data have been proposed. For instance, in Cheung et al. (2010) the authors
have developed an image guidance system which fuses the images obtained
by a laparoscopic ultrasound probe with the laparoscopic view. However,
the size of the region imaged by the laparoscopic ultrasound is very lim-
ited and thus the localization of the vascular structures and tumors is still
challenging for surgeons. In Tsutsumi et al. (2013) the authors have per-
formed laparoscpic cholecystectomy and laparoscopic ventral hernia repair
inside an open MRI operating theater, while in Feuerstein et al. (2007) the
authors register a tracked C-arm and a tracked and calibrated laparoscope
in a common reference frame, thus, the laparoscopic view of the liver is
automatically aligned with the intra-operative CT images. Nonetheless, the
image quality of intra-operative CT and MR imaging is lower than their pre-
operative counterparts as the radiation dose is reduced for intra-operative
CT and the strength of intra-operative MRI is limited. To overcome these
problems, Shekhar et al. (Shekhar et al., 2010) register a high resolution
CT image acquired at the beginning of the intervention onto low dose CT
images during the intervention. However, this method requires the use of a
pre-operative CT scan during the intervention as well as a quasi-continuous
low dose CT acquisition which is problematic for the patient and the surgi-
cal team. Moreover, for hepatic surgery, the interest of surgeons is to locate
the resection planes that have been defined pre-operatively. In this case,
methods based only on intra-operative data are of limited interest.

4.1.2 IGS systems relying on volume intra-operative imaging

Among the different intra-operative images modality, two dimensional (2D)
fluoroscopy was first used for surgical guidance in orthopedic surgery. In-
deed, as fluoroscopy was already used in most orthopedic interventions,
some teams concentrated on a mean to register the two dimensional fluoro-
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scopic images with CT pre-operative images (Lemieux et al., 1994; Lavallée
and Szeliski, 1995). Nonetheless, fluoroscopy has also been used in guid-
ance systems for heart surgery: Turgeon et al. proposed to rely on intra-
operative angiograms to register four dimensional pre-operative images
(Turgeon et al., 2005) Moreover Hipwell et al. have developed a guidance
system for vascular intervention based on intra-operative digital subtrac-
tion angiography (Hipwell et al., 2002). However, 2D fluoroscopy does
not provide enough intra-operative data on the liver deformation because
the three dimensional information is projected in one plane and the image
signal is dominated by rigid structures such as bones. Intra-operative CT
or MRI image-based registration methods for IGS have been extensively
studied (see Sotiras et al. (2013) for a complete survey). Intra-operative CT
and MRI are often used for neurosurgical guidance, but, as their quality
is lower than their pre-operative counterparts, some teams have proposed
to register pre- and intra-operative images. Clatz et al. employ an iconic
registration method for MR images coupled with a finite element model
of the brain to compensate for the brain shift (Clatz et al., 2005). The use
of intra-operative MRI has also been reported for robotic assisted prostate
biopsy (DiMaio et al., 2007). However, this modality require the use of MRI
compatible surgical tools which do not exist for laparoscopic surgery. Thus,
all the instrument should be removed before each image acquisition, which
could prove cumbersome in practice. In Baumhauer et al. (2008) the authors
have employed an intra-operative CT scanner to image the abdomen under
pneumoperitoneum. These images are segmented and used to register the
pre-operative kidney surface, then the registration result is aligned onto a
laparoscopic view of the kidney using fiducials visible both in the laparo-
scopic and intra-operative CT images. Similar approaches have also been
developed for the liver, but to place the marker another intervention is re-
quired prior to the surgery, which increases the patient’s stay in hospital as
well as the intervention cost. In Bano et al. (2013) the authors register pre-
operative and intra-operative CT images in two steps: first, the images are
rigidly registered using the spine, then, the inta-operative anterior surface
of the liver is segmented and used to register a finite element model of the
liver. Oktay et al. employ another method and simulate the effect of the
pneumoperitoneum on the liver using a biomechanical model to initialise a
diffeomorphic registration scheme based on image intensities (Oktay et al.,
2013). This work has been extended in Mountney et al. (2014) to detect auto-
matically the laparoscope and register the intra-operative CT images on the
laparoscopic view while taking into account respiratory motion. However,
CT or MRI intra-operative imaging only provide a static view of the organs,
while on the other hand the organs are deformed during surgery. Moreover,
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the radiation dose required to obtain the intra-operative images limits the
number of images that can be acquired and may hinder the acceptance of
such systems. Due to these issues, these intra-operative modalities are not
used in the present work.

4.1.3 IGS systems based on rigid registration

Rigid registration of pre-operative data using intra-operative ultrasound
images or surface reconstruction have been first developed for orthopedic
surgery. In Amiot et al. (1995) the authors employs a tracked stylus to digi-
tize the intra-operative surface and register the pre-operative bones model
using the reconstructed surface, while other teams use an ultrasound probe
as digitizer to avoid the exposition of the bone surface (Maurer Jr et al., 1999).
However, rigid registration methods have also been proposed for guidance
system for soft tissues interventions. Pioneers in augmented reality IGS for
the brain have proposed a system for an operating microscope which regis-
ter rigidly the patient’s brain using tracked fiducials (Edwards et al., 1995,
2000). In urology, even if the kidneys move significantly due to the respi-
ratory motion, (Leroy et al., 2006; Brandner et al., 2006), their deformation
remains limited (Schneider et al., 2013), even during laparoscopic surgery
(see Fig. 4.1: the pneumoperitoneum does not change much the shape of the
left kidney (in green)). Thus, almost all the proposed guidance system for
urology rely only on rigid registration. For percutaneous procedures, some
authors have employed ultrasound to register pre-operative data to avoid
the use of intra-operative CT, the classical modality used to guide needle
insertion. In Leroy et al. (2007), for instance, the authors have used a corre-
lation ratio and the Powell-Brent’s non-derivative minimization scheme to
rigidly register the pre-operative CT images and intra-operative ultrasound
images acquired with a tracked probe. For laparoscopic urologic surgery,
intra-operative surface data has also been used, as in Altamar et al. (2011)
where the authors employ a tracked stylus to reconstruct the intra operative
kidney surface and register pre-operative CT data using an iterative closest
point algorithm. Registration methods relying on stereoscopic laparoscope
have also been proposed. For instance, Su et al. combine manual registra-
tion with optical tracking to keep the pre-operative kidney model aligned
with the laparoscopic view (Su et al., 2009) while Pratt et al. propose a
semi-automatic registration using the three dimensional reconstruction of
a point on the kidney surface and an intuitive user interface (Pratt et al.,
2012). Nicolau et al. rely on skin markers, an external stereoscopic visual-
ization system and a respiratory gating technique to guide thermal ablation
(Nicolau et al., 2009). In Mårvik et al. (2004) the authors employ a similar
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technique for laparoscopic surgery. The markers are registered before the
pneumoperitoneum, thus, the internal structures that deforms little under
pneumoperitoneum, like the kidney and the aorta, are still well registered
during the laparoscopic procedure. However, rigid registration has also
been applied to situation where the organs are known to deform signifi-
cantly. In liver surgery for instance, rigid registration methods for guidance
systems have been proposed. In Marescaux et al. (2004) a manual rigid
registration of a three dimensional model on a laparoscopic view is per-
formed to provide the tumor and vessels location to the surgeon, while in
Ellsmere et al. (2003) a tracked ultrasound probe is registered to the pre-
operative three dimensional model of the patient to help surgeons locate
the image plane. The use of a laparoscopic laser range scanner has also
been proposed by Rauth et al. who have used this technology to register a
segmented pre-operative liver model (Rauth et al., 2007). For open surgery,
in Clements et al. (2006), the authors use a laser range scanner to acquire the
intra-operative liver surface during open surgery and employ anatomical
landmarks and a weighted iterative closest point (ICP) scheme to register
the pre-operative images. Even commercial systems which rely on rigid
registration have been proposed for open (Kingham et al., 2012; Peterhans
et al., 2011; Banz et al., 2014) and laparoscopic (Kingham et al., 2013) liver
surgery. Despite their limited accuracy due to the rigid registration, these
methods already provide valuable information to the surgeons. Neverthe-
less, to improve the registration accuracy, non rigid methods have to be
investigated as suggested by Miga et al. (Miga et al., 2003).

Figure 4.1: Deformation induced by the pneumoperitoneum. The liver (in red) is strongly
deformed while the shape of the left kidney (in green) is almost the same in both images.
MRI images from Tsutsumi et al. (2013)
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4.1.4 IGS systems for weakly deformable organs

Registration algorithms using the same intra-operative imaging modality
as above (ultrasound or surface reconstruction), but able to handle small
deformation have been developed for per-cutaneous procedures, prostate
biopsy and brain shift. For instance, in Maier-Hein et al. (2008) the authors
employ tracked needle markers to follow the liver movement during per-
cutaneous procedures. In this article, a pre-operative image of the liver
with the markers is registered on the intra-operative configuration using
spline interpolation. For prostate biopsy, the main intra-operative imaging
technique employed is transrectal ultrasound (TRUS) in which the probe
push on the organ in order to get images, causing small changes in the organ
shape (Deurloo et al., 2005). To register automatically intra-operative TRUS
onto pre-operative MR images, Hu et al. (Hu et al., 2012) employ a statis-
tical shape model of deformation trained with biomechanical simulations,
while in Sun et al. (2013) the authors use a coarse to fine registration scheme
based on an image feature descriptor (Heinrich et al., 2012). Neurosurgi-
cal guidance systems relying on non-rigid registration methods have also
been proposed, even if the deformations are small Letteboer et al. (2005)
because the accuracy of the IGS system is critical in this kind of surgery.
Several methods employ intra-operative ultrasound, as in Bucki et al. (2012)
where the authors rely on tracked Doppler ultrasound data to register pre-
operative MRI angiograms onto the intra-operative reference frame using
an elastic registration method based on the vascular tree, while Rivaz et

al. (Rivaz et al., 2015) use a image correlation method and free-form cubic
B-splines to register pre-operative MR images onto intra-operative ultra-
sound images. However, some groups have investigated the use of the
cortical surface alone, usually acquired by a laser range scanner, to regis-
ter pre-operative images. For instance, to estimate the brain shift, Audette
et al. use the cortical surface to constrain a biomechanical finite element
model of the brain (Audette et al., 2003). This approach has also been used
more recently by Wittek et al. (Wittek et al., 2009). The use of a stereo-
scopic camera has also been investigated in Škrinjar et al. (2002) where the
reconstructed cortical surface is used as a boundary condition for a biome-
chanical model. Despite the limited amount of intra-operative data, these
biomechanical-based registration method are accurate, highlighting the in-
terest of biophysical modeling for this type of problems. The registration
methods presented above perform well, but the deformations of the tissues
of interest are small. Thus, a rigid registration is always a good initialization
for these registration techniques. This assumption is unfortunately not valid
for liver surgery where the organ may undergo important deformation.



92 Chapter 4. Registration Method

4.1.5 Ultrasound IGS for highly deformable organs

To handle large organ deformation the use of intra-operative ultrasound
probe has been extensively studied. Indeed this imaging modality is safe,
inexpensive and provide in-depth information of the organ structures. For
instance, in cardiac interventions, Huang et al. employ an ECG gating
technique and mutual information image based registration to register
pre-operative three dimensional CT onto the dynamic ultrasound images
(Huang et al., 2009). In Zhang et al. (2011), the authors employ cross cor-
relation ratio on the cardiovascular magnetic resonance imaging and three
dimensional ultrasound image sequences to detect the end-systolic and
end-diastolic volume frames which they use to register temporally both
signals. Then a poly-affine registration using mutual information is em-
ployed to align spatially all pairs of images. In open liver surgery, several
teams have investigated the use of ultrasound, which is a common and
low cost imaging modality. Nevertheless, a conventional ultrasound image
gives only in-depth information on a slice of the imaged volume. Thus,
methods to increase the amount of intra-operative data provided by this
imaging modality have been developed. In Lange et al. (2003) the authors
use an optically tracked 3D Doppler ultrasound probe to register pre- and
intra-operative images using vessel centerlines and a two-step registration
scheme: first, a rigid iterative closest point is performed, then B-splines are
employed to account for the deformation. However, Doppler ultrasound
suffers from low acquisition rates and artifacts which can disrupt the cen-
terlines extraction algorithm. Nam et al. present an automatic feature-based
affine registration procedure of 3D B-mode intra-operative ultrasound im-
ages and pre-operative CT images (Nam et al., 2011) using automatically
segmented vascular structures and liver surface, but the processing time
(40 seconds) which is far from real-time. Moreover, 3D ultrasound probes
are not widespread in the operating rooms. In Peterhans et al. (2009) the
authors register a biophysical model containing the position of the tumors
and vessels and tracked instruments onto a common intra-operative refer-
ence frame using 2D ultrasound images obtained with an optically tracked
probe. Ultrasound probes have also been used to register pre-operative im-
ages during laparoscopic procedure, but optical tracking techniques cannot
be used for laparoscopic ultrasound probe. In Song et al. (2015) the authors
employ an electromagnetically tracked probe and a locally rigid registra-
tion scheme using the vessels centerlines to register the imaged plane onto a
pre-operative model of the organ obtain from CT images. However, due to
the interferences of the other surgical devices the electromagnetic tracking
is error prone. Moreover, in order to obtain a clear ultrasound image the
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probe should be pressed against the organs, and thus induces a deforma-
tion of the imaged region. Therefore, the imaged structures position are
distorted. Despite these drawbacks, ultrasound based methods are very
interesting as they are inexpensive and provide in-depth information of the
organ structure. Nonetheless, solving the challenges of ultrasound based
IGS is beyond our area of expertise.

4.1.6 IGS based on surface reconstruction for highly deformable organs

Methods based on surface reconstruction have also been proposed as intra-
operative data for registration of large deformation. In cardiac surgery tech-
niques relying on laparoscopic images instead of ultrasound images have
been developed. In Pratt et al. (2010) the authors register four dimensional
pre-operative CT images onto a stereoscopic laparoscopic view by solving
an inverse mechanical problem where the displacement are prescribed by a
reconstructed three dimensional point cloud of the heart surface. A motion
model is generated from the images and the initial phase of the cardiac
motion is obtained through a least square minimization of fiducial distance
over several beating cycles. However, this technique is applicable only for
cyclic motion, but during liver surgery, the liver is mobilized by surgeons
to access tumors area, and thus important and unpredictable deformations
may occur. In Cash et al. (2005) the authors register an undeformed phan-
tom onto a point cloud obtained with a laser range scanner in a deformed
configuration using a FEM model and three different type of boundary con-
ditions (fixed, stress free, and prescribed by the point cloud). In Cash et al.

(2007) the same team have applied their methods on clinical data with a
registration error of 2 to 6 mm on the visible surface. In Miga et al. (2011)
the authors compare three different ways to infer the deformation in the
non visible part of the liver: an altlas of deformation; a method based on
the Laplacian; and a radial filter method. All three methods lead to similar
results. However, the results are obtained on a liver phantom that is only
slightly deformed. Rucker et al. have proposed to estimate the boundary
condition on an invisible surface given the deformation on the visible part
for open liver surgery guidance (Rucker et al., 2013). In this article the non-
visible surface deformation is modeled as a two dimensional polynomial
function and the deformation modes are optimized to match the deforma-
tion on the visible part. However, their results are obtained on phantom
data for which the experimental set up matches the methods hypothesis (the
deformation of the phantom is only due to a deformation of the lower phan-
tom surface). While a laser range scanner allows for a very good surface
reconstruction with low noise level, such scanners exist only as prototypes
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for laparoscopic interventions (Rauth et al., 2007; Fusaglia et al., 2015). Thus,
alternative techniques for laparoscopic procedure have been investigated.
Unlike in open surgery, the portion of the liver which is visible during the
operation is small, thus surface reconstruction techniques only provide lit-
tle information on the intra-operative organ shape. In (Wu et al., 2014) the
authors have extended the work of (Rucker et al., 2013) to the laparoscopic
case using a tracked conoscope, which rely on interference measurements
of a laser beam reflected on the organ surface to determine the depth, and
mock-ultrasound images generated from CT data. Nevertheless, a laparo-
scopic conoscope does not yet exist, using mock ultrasound simplify the
problem of probe tracking and the deformation proposed in the set up is
small. Another approach to this registration problem has been proposed
in Suwelack et al. (2014). The authors employ a electrostatic potential field
generated by the intra-operative surface, which can be reconstructed from
stereoscopic images (Röhl et al., 2011), to register a biomechanical model
of the liver, and show good registration result when using 50% of te entire
liver surface. Nonetheless, the portion of surface obtained from stereoscopic
reconstruction never attain 50% of the entire surface in real laparoscopic sce-
nario. Moreover, a portion of the biomechanical model has to be fixed by
Dirichelet boundary condition before the registration. Thus, a good initial
alignment is required. A pose-independent matching of intra-operative
data acquired by a camera was proposed by the same team in Dos Santos
et al. (2014). The method is automatic and takes into account data noise and
tissue deformations. However, the approach requires to have access to an
advanced camera hardware providing depth information, which facilitates
the reconstruction of the surface, but is not usable in clinical (minimally
invasive) conditions.

4.1.7 An IGS system for laparoscopic surgery compatible with the

clinical workflow

The proposed method relies on standard available clinical data, thus intra-
operative information is provided only by the stereoscopic camera. As
biomechanical organ modeling has proven to be useful for large deforma-
tion as well as limited amount of intra-operative data, we choose to use
a physically-based registration method. This method should be robust to
noise, outliers and to limited amount of intra-operative data. Additionally,
it should be robust to poor initial alignment in order to be used without any
pre-registration method. Moreover, the registration method should be fast
enough to be used during a surgical intervention (registration time below
2 minutes). Finally, the method is designed to be able to integrate easily
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additional data source, such as a laparoscopic ultrasound probe, into the
registration problem.

4.2 Method

4.2.1 Algorithm overview

As already explained in the general introduction of this thesis, registration
problems are usually cast as constrained minimization problems which can
be decomposed in three parts. First, a distance measure, E, or a similarity
measure, S, between the input data is chosen, then, constraints are applied
to the problem, and finally, an optimization method maximizes the simi-
larity measure given the constraint set to find the transformation, T , that
best aligns the input data. Commonly, the input data that is transformed is
referred to as the source, S, while the other is called the target, T.

With these notation the registration problem can be written as one of the
following optimization problems over T :

arg min
T

[E(T,T (S)) + R1]

or
arg max

T
[S(T,T (S)) + R2]

where R1 and R2 are regularization terms which contain non-parametric
constraints on the transformation T .

The proposed methods takes as input a three dimensional point cloud
reconstructed from a stereoscopic camera view of the organ surface and the
biomechanical model described in section 3.3. Both data sets are labeled
with the three landmarks corresponding to the umbilical notch (UN) the an-
terior margin (AM) and the hilum (defined in section 2.3). The registration
method, like the methods proposed in Besl and McKay (1992) or in Chui and
Rangarajan (2003), is an iterative and alternating method which recompute
the correspondences at each step. However, unlike these two algorithms, it
recast the registration problem as a system of biomechanical equations. At
the beginning of the registration process, the biomechanical model (source)
is in its pre-operative configuration and needs to be deformed to match the
intra-operative point cloud (target). This match is only partial since the
target represents only 30% to 40% of the total surface of the liver in the best
cases. The biomechanical model is used to simulate the behavior of the tis-
sue while the registration constraints imposed to the deformable object are
modeled with penalty forces fext computed from the set of correspondences.
During the registration process, theses penalty forces are increased progres-
sively in an annealing scheme each time the registration process reaches an
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Figure 4.2: Main steps of the registration method. First, a matching is performed between
the selected anatomical features (the umbilical notch (UN) the anterior margin (AM) and
the hilum) as well as for the whole surface. This matching is used to compute penalty
forces which will deform the biomechanical model of the liver. Then, the matching is
recomputed and new forces are applied on the model. The penalty forces are increased
each time the registration has reached an equilibrium. This process is iterated until the
convergence criterion is met.

equilibrium until the convergence criterion is met. Fig. 4.2 summarizes the
pipeline.

4.2.2 Similarity Measure and Matching

The similarity measure quantifies the degree of alignment between the
source and the target. This measure may be global (e.g. the dice mea-
sure) for rigid, affine or projective registration, but as soon as deformations
are allowed, global distance measures are generally not sufficient and local
distances have to be employed. However, the computation of these sim-
ilarity measures implies the definition of matching features in the source
and target data. Several strategies for defining these correspondences can
be adopted, depending on the input data. The matching itself requires the
definition of a distance between the source and the target, which may be
different from the distance used for the similarity measure. This matching
can be computed only once, as in rigid registration marker-based methods
(Edwards et al., 2000; Zheng et al., 2002), or can be recomputed during the
registration process, using the current estimation of the transformation T .

For geometric objects, correspondences may be defined using several
distance measures. For instance, the Euclidean distance on Rn. When
a point location covariance measure on either the source or target data
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position is available, the Mahalanobis distance can be used instead of the
classical Euclidean distance (Pennec et al., 1998, 2005; Feldmar et al., 1995).
Geodesic distances have also been employed, as in Bano et al. (2013) where
the authors define several landmarks on both the source and target surfaces
to compute geodesic distance to landmarks on the meshes and match points
with the same geodesic distances. In Davatzikos (1997) the authors use
distances on geometric descriptors spaces to define correspondences on the
cortical surface.

The geodesic distance and distance based on geometric descriptors re-
quire the definition of surface topology. However, the surface generation
process take time and would slow down the registration. On the other
hand, the choice of the Mahalanobis distance to define the correspondences
may lead to unwanted corresponding pairs. Indeed, a point with a high
covariance matrix may be matched with a point which is actually far from
its real position. In addition, this distance is designed to works with point
sets, thus the generalization of this distance to point to surface registration
is not straightforward.

Thus, in this work we have selected the euclidean distance to define the
correspondences.

Once the distance is selected, a wide variety of algorithm for correspon-
dences determination can be used. They can be classified according to three
criteria: whether the algorithm is deterministic or probabilistic, whether it
is binary or fuzzy and and whether it is one-to-one or many-to-many in
nature. Binary algorithms consider that all corresponding pairs have the
same weight in the computation of the similarity measure, while fuzzy al-
gorithms allow to associate different weight to different pairs, usually based
on the distance used to define the correspondences.

In Chui and Rangarajan (2003) the authors view the matching problem as
a probabilistic problem and propose a fuzzy one-to-one matching algorithm
for point sets. However, the definition of fuzzy correspondences between
a point cloud and a surface is not straightforward, and may be problematic
in our case. Indeed, fuzzy correspondences matches one target point with
several source points (because our matching need to cope with partial target
data the matching is only performed from the target points to the source
surface). If the point cloud density is too low, several source points will
be attached only to one target point. Thus, all the source points attached
to the same target point will be attracted only to this point, causing the
biomechanical model to shrink in this area as the correspondences are used
to define the forces which apply on the surface.

One of the most well known deterministic binary algorithm is the match-
ing algorithm of the iterative closest point method (ICP, Besl and McKay
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(1992)) which pairs each point of the source (or of the target) with its closest
neighbor on the target (or on the source) according to the chosen distance.
However, this simple approach has important drawbacks, it does not han-
dle properly outliers or points which are only in the source or the target data
and does not guarantee one to one correspondences. Therefore, many im-
provements of ICP matching algorithm have been proposed. For instance
in Masuda and Yokoya (1995) the authors match only a random subset of
the points and estimate the quality of the matching with the rest of the
points. However, this method is not efficient for non-rigid registration pur-
pose. Another approach is the one of Penney et al. where the position of
the point are perturbed by a random Gaussian noise before computing the
closest points (Penney et al., 2001). However, despite their efficiency, such
methods are time consuming. In Clements et al. (2006), the authors define
feature region on both the source and the target and employ a weighted
ICP scheme which biases the distance between the points by lowering the
distance between points belonging to the same region.

(a) (b) (c)

Figure 4.3: Detection of anatomical landmarks on laparoscopic images: The liver surface
(in green), the anterior margin (in orange) and the umbilical notch (in yellow) are extracted
from the laproscopic images using a stereoscopic matching method to obtain a 3D labeled
point cloud. The hilum is not visible because is is located under the liver, but the surgeon
can visualize it by moving the liver lobes.

Our method adopts a similar principle, and uses the anatomical features
defined in Chapter 2, but does not allow for inter-region correspondences.
This presents the advantage of reducing the computational cost. The match-
ing algorithm has a complexity of O(nt) where n is the number of points on
the point cloud and t the number of triangles of the mesh surface. Several
matchings are achieved simultaneously: one for each labeled area (UN,AM,
and hilum, see Fig. 4.3) and one for the rest of the liver surface. For each
area the points of the target model are projected onto their corresponding
area on the source model surface as shown in Fig. 4.2. We do not project
the source model points on the target since the target only corresponds to
a part of the source model, thus an important number of matches would
be inaccurate. Each target point is projected onto all the triangles of the
source model surface with the same label. To decrease the computational
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time, the surface mesh used for the determination of correspondences may
be coarser that the surface mesh of the Glisson’s capsule. A matching pair
{pt, ps} consisting of the target point and its closest projection is then defined.
The outliers are pruned with a relative distance threshold and optionally, if
the point cloud is smooth enough to accurately compute the normal at each
point, a relative normal threshold. The relative distance threshold keeps
the pairs of points for which:

|pts| < dt max({|pts|}all pairs), with dt ∈ [0; 1]

where pts is the vector which goes from pt to ps and | · | is the Euclidean
distance. The normal threshold prunes the pairs whose normal dot product
is smaller than a threshold:

npt · nps < nt, with nt ∈ [0; 1].

These thresholds must be set according to the deformation characteristics
and they should be smaller for larger deformations. On average dt = 0.9
and nt = 0.7.

To speed up the registration process an heuristic can be introduced in the
early phase of the registration: each point on the point cloud has a certain
probability to be discarded. If a point pt is associated with an uncertainty
ut on its position, this uncertainty is used to compute the probability of the
point to be discarded:

P(pt is discarded) =
ut∑
t′ ut′
.

In practice, a percentage α of points which have to be discarded is given
and the process discards randomly αn points.

4.2.3 Constrains on the model

Prior knowledge on the transformations which are valid to register the
data is introduced in the registration problem thought parametric or non
parametric constraints. Parametric constraints explicitly restrain the set
of allowed transformations to a subset of parametric transformations such
as rigid ( Lemieux et al. (1994)), projective (Feldmar et al., 1995), or affine.
In this case, the solution of the registration problem is the set of param-
eters which gives the best similarity measure. However, biologic tissues
deformation can not be easily model by parametric transformations. Thus,
non-parametric transformations with a high number of degrees of free-
dom have been introduced in medical data registration, but, to limit the
dimensionality of the solution space, constraints must be imposed to these
transformations.
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One solution to reduce the degrees of freedom of the transformation is
to define a set of control points and to use their displacement interpolate
or approximate the deformation in the whole domain. Examples of these
methods include the thin plate spline, introduced in medical imaging by
Bookstein (Bookstein, 1991), or free-form deformations coupled with B-
splines (Bardinet et al., 1996; Rueckert et al., 1999). Another solution is to
embed the source data into a physical model — this is usually done for
image registration — like elastic body models (Broit, 1981; Davis et al.,
1997) or viscous fluids models (Christensen et al., 1996). These methods
set the regularization term, R, as the energy of the physical deformation.
However, neither geometrical methods nor the previously cited physical
methods take into account the real mechanical properties of the registered
structures. Moreover, even if the choice of these deformation models already
limit the degree of freedom of the transformations, the dimensionality of
the registration problem remains very large. This results in an important
computational cost and may lead to erroneous solutions due to the presence
of local minima, especially when the amount of intra-operative information
is limited.

Therefore, additional knowledge is required to decrease the dimension-
ality of the solution space. This can be done by adding constraints on the
transformation, such as a volume preserving constraint (Dauguet et al., 2009)
or requiring the transformation to be a diffeomorphism (Vercauteren et al.,
2007), but another point of view may be adopted and instead of focusing
on the regularization of the transformation, the prior knowledge may be
directly associated with the registered data. In this case, tree approaches
can be distinguished: organ motion modeling, statistical shape modeling
and biomechanical modeling (Hawkes et al., 2005). For cyclic motion, it is
possible to use a four dimensional (4D) pre-operative image of the organs
to construct a motion model and to reduce the search for the transforma-
tion to a one dimensional space as in Pratt et al. (2010). Statistical shape
modeling can be used when the deformation are predictable and when a
training data set is available. This method has been used for instance in
Hu et al. for prostate deformation with a training data-set obtained by
biomechanical simulation. However, the motion of the liver due to the
pneumoperitoneum is not cyclic and neither intra-operative images of hu-
man patient under pneumoperitoneum nor simulations of the organ motion
are accurate enough to be used as training sets (Oktay et al., 2013). Biome-
chanical modeling methods, on the other hand, have proven to accurately
extrapolate the intra-operative shape of organs, even when a very limited
amount of intra-operative data is available (Wittek et al., 2007).

Thus, in this work, we selected the biomechanical modeling approach
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to restrict the degrees of freedom of the registration problem. The dif-
ference between biomechanical modeling and the physical registration
methods presented above is that the first take into account the real me-
chanical properties of the registered object. The idea behind the use of
a biomechanical model is that if the rest shape and the mechanical prop-
erties of an object are known, any registration problem would be easily
solved if the boundary conditions of this specific problem are known. Two
biomechanical models are used for the registration method described in
this section, the first one being the complete heterogeneous liver model
described in section 3.3 and the other one being an homogeneous model
composed only of the liver parenchyma. The corotational formulation has
been preferred over the hyperelastic one due to its lowest computational
cost and its highest stability. In this work we impose the deformation of
the biomechanical model through penalty forces. Theses penalty forces
can be seen as a mean of imposing a displacement with a tolerance —
which is important because the intra-operative data are subject to noise and
outliers. Therefore, the result of the registration does not depend on the
absolute values of the stress parameters but rather on their relative ratio, as
already shown in Wittek et al. (2009), and on the relative intensity of external
forces versus internal forces.
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For each pair {pti
, psi
}we define an external force:

fexti
= k(1 − 2

π
arctan(σ|psti

|))
psti

|psti
| (4.1)

where k is a scalar stiffness coefficient (in [N/m]) and the term (1 −
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2
π arctan(σ|psti

|) is an asymptotic penalty function of the distance (in [m])
which includes also the scale factor σ. The distance |.| is the Euclidean
distance or the Mahalanobis distance when an uncertainty measure is asso-
ciated to the position of each point of the point cloud. This scale factor is
used to avoid over-fitting when the pre-operative model is registered to a
noisy point cloud: a lower value of σ decrease the force intensity for small
distances. In practice, we set:

σ = tan
(
0.9
π

2

) 1
d90

where d90 is the distance for which the force intensity is equal to 90% of
the maximal force intensity (see Fig. 4.4). The stiffness coefficient k is
defined in three different ways depending on the type of the corresponding
feature: thus, k is one of kUN, kAM, khilum and ksurf where the identifiers stand
for the umbilical notch, the anterior margin, the hilum and the surface,
respectively. When registering non-rigidly the complete surface model w.r.t.
the reconstructed part, the process may suffer from inaccuracy due to the
limited knowledge of correspondence between the two. Therefore, the
labeled areas are penalized differently to use the anatomical landmarks as
anchor points for the registration. At the beginning of the registration, the
reliability of matching associated to each type of feature is reflected in the
corresponding values of the stiffness coefficients: kUN ≥ khilum ≥ kAM ≥ ksurf.
Moreover, the registration evolves from a quasi-rigid (i.e. the applied forces
are too small to produce a significant deformation) to a non-rigid state.
kAM and ksurf are equal to zero at the beginning of the registration, whereas
both kUN and khilum are not null. As the registration proceeds, all stiffness
coefficient are increased. This makes the objective function more convex
in the early stage of registration, which prevents the energy minimization
process from falling into a local minimum, and the minimum become more
precise over time.

To update the values of k j for j ∈ {UN, hilum,AM, surf}, during the reg-
istration an algorithm is detected when the mechanical system has reached
a plateau. At each registration step s the position of the degree of freedom
of the biomechanical model are compared to their position at s − 1 and an
average displacement ∆ is computed. If ∆ remains below a certain thresh-
old ǫ for more than l steps, then the algorithm consider that the registration
process has reach is optimum for the actual k j for j ∈ {UN, hilum,AM, surf}
and update the values of the stiffness coefficients:

k jmin +
ne

re
j

(k jmax − k jmin) for n < r j and k jmax for n ≥ r j (4.2)
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where n ≥ 0 is the plateau index (which is incremented each time a new
plateau is detected) r j > 0 an integer which controls the increase rate of k j

and e an exponent which control the shape of the force intensity evolution
(see Fig. 4.5). Experimentally, we found that setting e = 3 leads to a
better robustness of the algorithm. Moreover, we tested several values
of l and found that l = 20 is sufficient for a reliable plateau detection.
The convergence criterion of this registration process is not defined by a
threshold on the residual error. Indeed, this error can only be computed
on the visible surface and depends highly on the data noise. Thus, the
registration is stopped when the maximal stiffness is reached for all features,
that is as soon as n = max(r j) + 1.

4.2.4 Registration methods

As our registration problem has been recast into a biomechanical problem
we solve it using the solvers developed for this type of system. Similarly
as in Suwelack et al. (2014), we consider the registration as a dynamic pro-
cess. This avoids having to set Dirichlet boundary conditions such that the
stiffness matrix is invertible. Such boundary conditions would not make
sense as the initial position of the biomechanical model may be far from the
target point cloud at the beginning of the registration. The dynamic system
of equations is given by:

Mü = Ku +Du̇ + fext (4.3)
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where M is the mass matrix, D is the damping matrix, K is the stiffness
matrix, and u is the vector of nodal displacements.

At each step of the registration process this dynamic system is integrated
using implicit backward Euler scheme presented in Baraff and Witkin (1998).
This requires to solve the linear system at each time step. Since the system
matrix consists of the contributions from the vessels and capsule which
introduce heterogeneity and anisotropy, the convergence of iterative solvers
such as the conjugate gradient (CG) is jeopardized Shewchuk (1994). In our
case, due to the heterogeneity and anisotropy introduced by the vessels, the
CG requires an important number of iteration or might even not converge.
Therefore, either direct solver or preconditioners must be used to solve the
system in each step of the simulation. In order to reduce the computational
time, we choose to use the LDL decomposition that factors the system matrix
A — A = LDLT where D is a diagonal matrix and L a lower triangular
matrix — instead of performing the classical Gauss elimination.

After each resolution of the system, the pairing is recomputed, generat-
ing a new force. Thus, the system do not reach its equilibrium position for a
certain matching before it is updated. This helps the matching to converge
toward its optimum in case of large initial misalignment. Finally, during
the simulation the anatomical landmarks provide a coarse registration that
improves the robustness of the matching algorithm, whereas the biome-
chanical model plays a role of regularization and allows for an accurate
solution of local deformations.

4.3 Evaluation of the registration method

The aim of the method is to estimate the location of internal structures of the
organ which undergoes important intra-operative deformations when com-
pared to its initial pre-operative configuration. Validating the registration
in this context is very challenging, since the optimal ground truth would be
a 3D reconstruction of the organ at the intra-operative stage, which requires
the intra-operative CT or MR scan of the patient, and a mean to track the
position of the laparoscope relatively to the patient anatomy. To the best of
our knowledge such data does not exist. Indeed, access to these techniques
is very limited and almost impossible to use on human subjects. On the
other hand, using swines to validate the registration method would be an
issue since the geometry and the surrounding environment of a swine liver
differ significantly from a human liver and thus the deformation induced
by the pneumoperitoneum is very different in the two cases. We believe
that results of a registration method on swines would not predict what this
method can achieve in humans. Therefore, we used both phantom data



4.3.1. Generation of synthetic data 105

and synthetic data to validate quantitatively our registration method, the
later offering the advantage to control all the parameters, thus allowing for
a better characterization of the method.

4.3.1 Generation of synthetic data

In order to obtain the ground truth for the registration we have deformed
the biomechanical models using a physical simulation of a pneumoper-
oitoneum. As we control the mechanical properties of the biomechanical
model used for the simulation we can measure the influence of the biome-
chanical model used for the registration. Two sets of parameters were
used; one representing a healthy liver (parameter values are set as reported
in Umale et al. (2011)):

Eparenchyma = 3.5 kPa, νparenchyma = 0.45,

Evessels = 620 kPa, νvessels = 0.4,

Ecapsule = 8000 kPa, νcapsule = 0.45,

and the other a cirrhotic liver with Eparenchyma=30 kPa, all the other parameters
are identical to the one of the normal liver.

Figure 4.6: Distances in the surface and volume mesh nodes position between the different
deformed configurations. A) heterogeneous liver model: cirrhotic (deformation #3) vs.
healthy (deformation #4) , B) healthy liver: homogeneous vs. heterogeneous model, C)
cirrhotic liver: homogeneous vs. heterogeneous model.

In total, we use six deformations generated using different liver models.
Deformation #1 and #2 were obtained using an homogeneous liver model,
while deformation #3, #4, #5, and #6 were generated using an heterogeneous
model of the liver. For deformation #3 and #4, we evaluated the influence
of the mechanical liver properties and of the use of an heterogeneous liver
model on the deformation. Results, presented in Fig. 4.6, show that the
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vessels and the capsule influence the deformation, particularly in the case
of the healthy liver where the distances between the degrees of freedom
of the final configuration of the heterogeneous and homogeneous model
is 10.1 mm. This error represents 43% of the homogeneous healthy liver
deformation. The same analysis performed for the cirrhotic liver quantifies
the influence of the vessels being 18% w. r. t. the entire deformation.

Figure 4.7: Non deformed and deformed configurations of deformation #5 and #6. The first
and third columns show the non-deformed configuration, the second column the deformed
configuration obtained using the cirrhotic mechanical parameters and the fourth column
the deformed configuration obtained using the healthy mechanical parameters. The colors
correspond to a relative Hausdorff distance between the deformed and the non-deformed
configurations for the cirrhotic and healthy liver.

In real situations only partial surface information is acquired by the
laparoscopic camera. Thus, to evaluate the amount of information needed
to achieve an accurate registration faces of the deformed model are deleted
to keep only a portion of its surface from 50% to 10%. In order to mimic
the real intra-operative conditions, we added a zero-mean Gaussian noise;
the standard deviation of the noise were 2.5 mm and 5 mm in the direction
of the virtual camera view and 0.5 mm in the orthogonal directions. We
performed experiments on all data with and without added noise.

4.3.2 Error measure

To measure the accuracy of the registration, several error measures are
used. For synthetic data three quantitative error measures are employed:
the Hausdorff distance, the target registration error (TRE), and the feature
registration error (FRE). Mathematically, the Hausdorff distance HD is a
measure which quantifies the distance between two surfaces S1 and S2, and
is defined as follows:

HD = max(max(min
s1∈S1

d(s1,S2)),max(min
s2∈S2

d(s2,S1)))
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Figure 4.8: Partial surface generated from deformation #5. The first column correspond to
50% of the entire surface, the second to 40%, the third to 30%, the fourth to 20% and the
fifth to 10%. The data are represented as surfaces but the algorithm ignore the topology
and the normals of these surfaces.

where d(si,S j) is the Euclidean distance between the point si and the sur-
face S j. However, in practice, the algorithm which calculates the Hausdorff
distance samples a certain number of points on one surface, computes their
distances to the other surface and gives statistics on the measured distances.
Thus, in the following we use the mean and the maximum Hausdorff dis-
tances, which are respectively the mean and the maximum of the sampled
distances. The TRE is the distance between two points which correspond
to the same position on the source and on the target and that have not been
used in the registration algorithm. The FRE is similar to the TRE, but for
points which have been used for the registration.

Additionally a global estimation of the distance between the target and
registered data may be used: the dice measure. This measure compute the
degree of overlapping between the rasterized images of the source and the
target. We only use this measure with real data, that is when no ground
truth is available.

4.3.3 Results

To evaluate the registration method, the undeformed healthy and cirrhotic
biomechanical models were registered onto the partial surfaces generated
in Section 4.3.1. Then, the shapes of the models after registration were
compared with the deformed configurations of the whole meshes used
for the generation of partial surfaces. For all registrations we adjusted
the stiffness parameters k j for j ∈ {UN, hilum,AM, surf} according to the
Young’s modulus value. In this manner, we ensured that the ratio between
the external and the internal forces remains the same independently of the
actual value of the Young’s modulus. Unless stated differently, we always
use a conversion factor 10−3 m for kUNmax , kAMmax , and ksurfmax

, a factor 10−4 m
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Deformation
#3 #4 #5 #6

DoF distance in mm

minimum 0.2 0.5 0.3 1.4

Q1 1.2 2.3 5.7 9.2

mean 1.7 3.0 8.3 13.4

Q3 2.5 4.6 11.5 19.3

maximum 6.2 10.3 25.5 40.6

average 1.9 3.6 9.2 15.2

Table 4.2: Statistics on the deformations obtain with heterogeneous models. Deformation
#3 and #4 are small compared to deformations #5 and #6.

for kUNmin and we set ksurfmin
= 0 N.m−1, rUN = 2, rAM = 4, and rsurf = 10. For

the implicit Euler integration scheme the Rayleigh mass and the Rayleigh
damping coefficients were set to 0.1. In order to insure the success of the
method, the anatomical features must be at least partially visible.

Influence of the amount of visible surface

As a first step, the impact of the amount of visible surface on the registration
results. The different synthetic intra-operative data representing 50% to 10%
of the liver surface were used as target for the registration method.

In a first version of the method, an homogeneous liver model of the
parenchyma was used as the source biomechanical model for the registra-
tion. This biomechanical model was composed of 1278 nodes and 5466
tetrahedra. Two deformations — deformation #1 and #2 — mimicking
the pneumoperitoneum were tested for this model. The evaluation of the
registration method was performed using the Hausdorff distance because
the mesh used to generate the surface patches was not the same as the one
used for the registration. The Young’s modulus used for the deformed data
generation and the registration task was the same. The results, presented
in Fig. 4.9, show that even with only 10% of visible surface our method is
able to perform the registration with a mean Hausdorff distance lower than
4 mm. Compared to deformation 2, the deformation #1 was more important
on the liver face opposed to the camera view. This fact could explain the
lower quality of the results obtained for this deformation. We also note that
the registration result obtained for deformation #2 with 10% of surface is
better that the one obtained for 20% of visible surface. This can be explained
as the surface representing only 10% of the liver surface was not included in
the one representing 20% of the surface (see Fig. 4.18). More interestingly,
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(a) Deformation 1 (b) Deformation 2

Figure 4.9: Registration results on synthetic data showing the error w.r.t. the variation
in visible surface area for deformation 1 and 2. Liver Young modulus: E = 50kPa. The
conversion factors for the stiffness coefficient were 10−4 m for kunmin

and kunmax
, 3.10−4 m for

kammax
, 2.10−3 m for ksurfmax

, ram = 5, rsurf = 25 and d90 = 10mm. The blue line is the mean
Hausdorff distance between the non-deformed and the deformed configuration after a
rigid registration using 100% of the deformed surface.

the plots suggests that the non-rigid part of the method does not introduce
any improvement when compared to the quasi-rigid part as soon as 20% or
less of the surface is visible. In this case the information on the deformation
is too small to improve the registration result with the non-rigid part of the
algorithm. These results are interesting but needed to be confirmed on more
data sets and with a more precise evaluation of the registration accuracy.

Therefore, in a second version of the method, two complete biomechan-
ical liver models were used to generate four deformed configurations, two
with the parameters of an healthy liver, and two with the parameters of
a cirrhotic liver. The statistics on the deformations are given in Table 4.2
and in Fig. 4.18. The first finite element model, used to generate the de-
formation #3 with cirrhotic mechanical parameters and the deformation #4
with healthy mechanical parameters, was composed of 547 nodes and 2193
tetrahedra and the second, employed to generate the deformation #5 with
cirrhotic mechanical parameters and the deformation #6 with healthy me-
chanical parameters, of 1292 nodes and 3846 tetrahedra (see Table 4.2 and
Fig. 4.7). Moreover, the meshes used to generate the deformed surface
patches were the same as the meshes used for the registration, allowing the
use of TRE on the degrees of freedom as error measure. The mechanical
parameters, Young’s modulus an Poisson’s ratio, of the liver biomechanical
model used for the registration were the same as those used to generate
the deformations. However, we evaluated the impact of the choice of these
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Figure 4.10: TRE of the volume degrees of freedom after registration (the bar-and-whisker
graph shows the mean, upper and lower quartiles, and the maximal and minimal error).
For the deformation #3 and #4 we also measured the errors on a sub-part corresponding
only to the volume under the visible surface from the camera viewpoint for the partial
surface representing 10% of the liver surface (10p).

parameters in the next paragraph (4.3.3). The results obtained for these new
deformations are presented in Fig. 4.10.
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Figure 4.11: Comparison of the mean TRE obtained for a rigid registration, a quasi-rigid
registration — the result of the proposed algorithm after the second plateau detection —
and the proposed non rigid registration using deformation #3 and #4.

For the first model and deformations #3 and #4, we obtained a mean
error below 3 mm in all cases except when the visible surface represented
less than 20% of the liver surface for deformation #4 and less that 10%
for deformation #3, which would correspond to a very limited surface re-
construction. However, as the deformation of the model was small, these
results do not guaranty that the method would perform well for important
deformation. Thus, we repeated the experiments with a more significant
deformation. The results obtained were similar to the ones obtained for
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the smaller deformation, with a mean error below 3 mm when the visible
surface represent more than 10% of the entire surface for the deformation
#5 and #6 (see Fig. 4.10).
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Figure 4.12: Comparison of the mean TRE obtained for a rigid registration, a quasi-rigid
registration — the result of the proposed algorithm after the second plateau detection —
and the proposed non rigid registration using deformation #5 and #6.

Nonetheless, the result obtained for the homogeneous biomechanical
liver model were not confirmed even if the same tendency is obtained for
the cirrhotic deformation of the first heterogeneous model (see Fig. 4.11
and 4.12). If the visible surface represents less than 20% of the entire surface
the quasi-rigid part of the registration method improves the registration
accuracy for the three of the four additionally tested scenario. This result
is not related to the use of an heterogeneous model. A registration of an
homogeneous model on the deformed point clouds led to similar results.
It is rather the nature of the deformation which plays an important role.
Indeed, the first deformations obtained with the homogeneous liver model
were localized on the right lobe of the liver, while we imposed a more
global deformation on the two heterogeneous liver models. However, as
the cirrhotic liver deforms less, the deformation of the cirrhotic model of
the first heterogeneous liver (deformation 3) was also relatively localized.

Influence of the mechanical properties

Additionally, we studied the impact of the mechanical properties on the
registration results. We compared the registration accuracy obtained for
the complete heterogeneous liver model composed of the Glisson’s capsule,
the vascular three and the parenchyma with the results obtained using a
simplified model composed only of the liver parenchyma. The results are
presented in Fig. 4.13.

The results show that using a complete liver model does not signifi-
cantly improve the registration accuracy. Indeed, the registration accuracy
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Figure 4.13: Comparison of the TRE obtained after registration with the homogeneous and
heterogeneous liver model using deformation 3, 4, 5 and 6.

is sometimes better with the homogeneous model and sometimes with the
heterogeneous model. It indicates that the exact modeling of the liver might
not be necessary for this specific application. This can be due to the par-
ticularities of the deformations applied to the liver (“pneumoperitoneum
mimiking” deformations). Moreover, as the use of an heterogeneous model
increases the computation time (by a factor 2), the homogeneous liver model
should be preferred.

We also varied the Young’s moduli of the different models for the same
registration task and measured its influence on the results. The Young’s
moduli of all the component of the heterogeneous model were multiplied
by the same factor ranging from 10−1 to 102 (see Fig. 4.14).

The registration accuracies are similar for all tested scenario, indicating
that the absolute value of the Young’s moduli of the liver parenchyma, ves-
sels and capsule does not influence the registration results. We also tested
whether or not the relative stiffness of these three components of the liver
have an impact on the registration accuracy. The results are presented in Fig.
4.15. The maximum TRE obtained by the registration of the healthy liver
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Figure 4.14: Comparison of the TRE obtained for different values of the multiplicative
factor used to modified the Young’s moduli of all the component of the heterogeneous
model. The simulation were performed using deformation 3.

on the cirrhotic deformation (deformation #6) are slightly better than the
maximum TRE obtained by the cirrhotic liver. Nonetheless, if we compare
the mean TRE and the values of the first and third quartile, the results do not
show a statistically significant difference between the use of an healthy or
a cirrhotic liver to perform the registration, indicating that the exact value
of the parenchyma Young’s modulus is not necessary to obtain accurate
results.

Robustness to noise

Point clouds reconstructed from real stereoscopic images are subject to
noise. Thus, we tested the impact of noisy point cloud on the registration
algorithm. We compared the registration accuracy of the method on point
cloud without added noise, and with Gaussian Noise of standard deviation
of σ = 2.5 mm and σ = 5.0 mm in the direction of the camera of 0.5 mm in
the orthogonal plane. Usually, the noise present in the reconstructed point
cloud correspond to a Gaussian Noise of standard deviation of σ = 2.5 mm.
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Figure 4.15: Comparison of the TRE obtained using the cirrhotic or healthy liver for the
registration task on deformation #5 (a) and using the cirrhotic or healthy liver for the
registration task on deformation #6 (b).
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Figure 4.16: Comparison of the TRE obtained after registration with non-noisy and noisy
data of standard deviation σ = 2.5 mm and σ = 5.0 mm for the deformation 5 and 6. For (a)
d90 = 10 mm, for (b) d90 = 10 mm, d90 = 25 mm and d90 = 50 mm for non noisy data, noisy
data with σ = 2.5 mm and σ = 5.0 mm respectively.

The results are presented in Fig. 4.16.
Unsurprisingly, the graphs show that the presence of noise reduces the

quality of the registration. Indeed the minimal, first quartile, mean, and
third quartile of the TRE increase with the noise level in all cases. However,
form the graph plots, increasing d90 does not seems to improve the reg-
istration result except for maximum TRE of deformation 6 (healthy liver)
with a noise of standard deviation σ = 2.5 mm, indicating that the noise has
perturbed the global position of the mesh which thus better align it with
the deformed reference mesh.

Nonetheless, visually the improvement obtained by using higher values
for d90 in the presence of noise is obvious (see Fig. 4.17). Indeed, the
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Figure 4.17: Comparison of the registered surfaces in the presence of noise. The top row
shows results for σ = 2.5 and the bottom row for σ = 5.0. The first column shows results
for d90 = 10 mm, and the second for d90 = 10σmm.

registered meshes are more smooth when d90 is increased.

Robustness to poor initial alignment

We also tested the robustness of the method to poor initial alignment by
applying different rigid transformations to the source model before the
registration. Fig. 4.18 shows the result for a 90 degree rotation around the
y axis.

These results were obtained using only two anatomical landmarks,
the umbilical notch and the anterior margin. The registration accuracy,
measured using the mean Hausdorff distance, of the experiments pre-
sented in Fig. 4.18 are reported in Fig. 4.9 and show that the registration
method is robust to rotation around an axis which is almost perpendicu-
lar to the liver surface. However, if the initial pose of the source mesh is
above the surface, the posterior face of the source mesh may be matched
with the point cloud — which represent anterior face of the liver —
and the registration could fail. To alleviate this issues an additional land-
mark, the hilum, may be used (see paragraph 4.3.3 )

When a good initial alignment is available, the parameter set described
at the beginning of the section perform well. However, if the initial position
of the source mesh is misaligned with the target point cloud is important
the stability of the system may be compromised. In this case the initial
forces imposed on the biomechanical model of the liver should be reduced.
Thus the multiplicative factor of the ligament stiffness should be reduced.
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Figure 4.18: Registration results on synthetic data. The source model is in transparent
red, the target surface used for the registration is in blue and the whole target surface in
green wireframe. The first row shows the initial pose, the second row the result after the
quasi-rigid registration and the last row the final result. Each column shows the results for
different target surface areas. The target surface of the columns from left to right correspond
to 50%, 40%, 30%, 20% and 10% of the whole surface. The black arrows indicate the virtual
camera angle.

Fig. 4.19 show the comparison of the final registration result using the
parameter set previously described or another parameter set: a factor of
2.10−5 for kUNmin , a factor of 2.10−4 for kAMmax and we kept all the other
parameters unchanged.
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Figure 4.19: Comparison of the result obtained for two different parameter sets for a non
ideal initial alignment.

The results show a significant improvement of the value of the third
quartile and the mean of the TRE for the deformation #5 and #6, ranging from
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49% to 10% for the deformation #5 and from 27% to 13% for deformation
#6 except for 10% of visible surface. This reveals that lower forces allows
the matching to change more during the firsts plateau of the registration
process and thus to reach a better initial alignment.

Impact of the point cloud density

In addition, we studied the influence of the point cloud density on the
registration results. We decimated the point cloud used to register the
three dimensional model and kept from 100% to 10% of the points, which
correspond to 1.6 points per square centimeters to 0.16 points per square
centimeters respectively. Provided that the density of points remains above
0.5 points per square centimeter (30% of the maximal density), the difference
in the mean TRE between the registration result using the complete point
cloud and the down sampled ones does not exceed 1 mm. Fig. 4.20 show
the evolution of the mean and maximal TRE with respect to the point cloud
density.
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Figure 4.20: Impact of the point cloud density on the registration accuracy using deforma-
tion 5 (cirrhotic) and 6 (healthy) presented in Log10 scale (a) and in standard scale(b).

The density of a point cloud reconstructed from laparoscopic data is
very dependent of the texture of the patient liver. For cirrhotic patient the
liver texture is usually better for the point cloud reconstruction than the
one of non-cirrhotic liver, but exceptions exist. Therefore, it is difficult to
estimate the mean density of an intra-operative point cloud, and to predict
the density that will be obtained for a particular patient.

However, the reconstructed point cloud density is known at the begin-
ning of the registration method. Thus, an indication of the final accuracy
of the registration can be given to the medical team before the registration
process.
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Influence of the Hilum
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Figure 4.21: Influence of the hilum on the registration accuracy for deformation #5 and #6.

All the preceding results were performed using only two anatomical
features: the umbilical notch and the anterior margin. This is due to the fact
that the method first used only these two anatomical landmarks, the hilum
was included after the feasibility to obtain a point cloud of this landmark
was ensured. We set a conversion factor of 10−4 m for khilummin

and of 10−3 m
for khilummax and we set rhilum = 3.
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Figure 4.22: Influence of the hilum on the registration accuracy for deformation #5 and
#6 using 50% of the liver surface and poor initial alignment. We used a multiplicative
factor of 10−6 m for khilum and 10−5 m for kUN for the simulation performed with poor initial
alignment in order to have low registration forces at the beginning of the registration.

The results, obtained with a dense and non noisy point cloud and un-
der good initial alignment, show that the hilum improves the registration
accuracy only slightly, especially for the deformation #6 (see Fig. 4.21). For
the cirrhotic liver, the presence of the additional landmark improve sur-
prisingly much the registration accuracy when a large amount of surface is
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visible. This indicates that for the deformation #5 the additional registration
forces applied in this region help to deform the model toward its accurate
configuration. Thus, the presence of this additional landmark, even if it
improves the registration results, is not crucial for the studied deformations
when the input point cloud is optimal. However, in real situations, with
very sparse intra-operative data, the presence of an additional landmark
may be useful.

Figure 4.23: Poor initial alignment used for the results of Fig. 4.22.

In particular, if a good initial alignment cannot be obtained, the presence
of this additional landmark improves the robustness of the registration and
decrease the computation time (for poor initial alignment the first plateau is
reached twice faster in when for deformation #6), but does not necessarily
improve the registration accuracy. Indeed the maximum TRE is reduced,
but the other statistical values of the TRE are comparable for the cirrhotic
case (see Fig. 4.22).
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Figure 4.24: Influence of the hilum on the registration accuracy for noisy data using
deformation #5 and #6.

In the presence of noise, result obtained using this additional landmark
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are usually worse (see Fig. 4.24). The noise present on the hilum surface,
instead of compensating for the noise present on the surface, perturb the
global position of the mesh. This could be explained by the fact that the
principal direction of the noise is almost parallel to the hilum surface, while
it is mainly perpendicular to the visible surface, the anterior margin and the
umbilical notch. Thus, the global position of the hilum may be displaced
relatively to the mesh surface which is not the case for the other features.
This situation is not a side effect of the synthetic data generation but reflects
a real problem that may happen on real data. Therefore, if the previous
hypothesis is confirmed by further investigations, the best strategy would
be to use the hilum at the beginning of the registration process and to
progressively decrease its influence to zero.

Computation time

0 1 2 3 4 5

Figure 4.25: Total time of the registration pipeline (in minutes). In green: the time required
for the surgeon to position the camera (maximum 30 seconds). In blue: time required for
the point cloud generation and the landmarks labeling. In grey: the registration process
itself.

All experiment were conducted on a CPU Intel Core i7 975 and it takes
between two and three minutes to the algorithm to reach the convergence
criterion for input point clouds similar to real laparoscopic data. However,
the code is not completely optimized, thus, the performances of the registra-
tion algorithm can be greatly improved. The computational time required
for the complete pipeline is depicted in Fig. 4.25. This time is the time
required for the initialization of the registration. Subsequent registration
are much faster (Haouchine et al., 2013).

Experiments with in vivo data

To assess our approach in a real surgical environment (specular lights,
instrument occlusions, etc.) and to evaluate the ability of our non-rigid
registration to estimate the initial pose, we tested our method on in vivo

laparoscopic images of a human liver. Results illustrated in Fig. 6.12 report
a visually correct initial non-rigid registration of the liver model on the la-
paroscopic image with only a partial and noisy three-dimensional surface



4.4. Discussion 121

(a) (b)

Figure 4.26: Registration results on in vivo data on two different views of a human liver.
The registered mesh is shown in red while the partial reconstructed patch is depicted in
blue.

reconstruction. For this simulation we used the same parameter values as
for the in silico data (see the caption of Fig. 4.9) except for d90 = 20 mm (90%
of the force intensity at 10−1 mm). The mean Hausdorff distance between
the point clouds and the three-dimensional model is 0.5 mm and 0.6 mm for
the cases (a) and (b) of Fig. 6.12 respectively.

4.4 Discussion

Throughout the various stages of the pipeline, different sources of errors
may degrade the quality of the final result, and the value and impact of
these errors are difficult to evaluate. First, the segmentation of the liver and
its vascular network is operator-dependent and sensitive to the quality of
the medical images. The error arising from the segmentation is not easy
to evaluate but a lower bound is given by the voxel size which in our case
is 0.7 mm x 0.7 mm x 0.7 mm (see Section 1.1.2). Second, the quality of
the three-dimensional mesh generated from the segmented maps depends
notably on the number of its vertices. We generated a high-quality mesh
and computed the Hausdorff distance between this mesh and the mesh
that we use for computation. We found a mean Hausdorff distance of
0.3 mm and a maximal error of 4.7 mm (see Fig. 1.9). Third, the point cloud
quality is subject to errors arising from the calibration of the camera, the
image quality (sharpness, texture, etc. ) and from the triangulation method
(features detection, matching, etc.). As we do not have any ground truth
for the laparoscopic data, it is difficult to estimate the error in millimeters
between the point cloud and the actual position of the organ.

The result section has shown that the proposed method is able to perform
well even with noisy and partial surface information, and that it is robust to
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poor initial alignment and sparse point cloud. Additionally, with only two
of the three anatomical landmarks defined in the Chapter 2, the registration
accuracy of the method is already very good. Moreover, the computational
time of the method is under 2 minutes for all tested scenario, which is
acceptable for an application in the OR. Besides, the code works on CPU
only and a GPU optimization would certainly reduces the computational
time. Thus, this method is well suited for the alignment of pre- and intra-
operative data for laparoscopic liver surgery.

The results also suggest that the heterogeneous liver model does not
improve significantly the registration result. Indeed, excluding the results
obtained for 10% of visible surface, the difference in accuracy for the two
models for is on average of 0.29 mm, which represent a relative error of
2.5% with respect to the deformations, and the homogeneous model per-
forms sometimes better. Moreover, the results shows that the knowledge
of the patient’s liver actual Young’s modulus is not necessary for the initial
registration. However, this result does not mean that this information is not
important for the next step of the IGS registration. Indeed, the temporal
registration employ an optical tracking method which limits the number of
point that can be reconstructed and thus the amount of intra-operative data.
In this context, an accurate value of the liver Young’s modulus may lead to
better results.

The non-rigid part of the registration method has demonstrated an im-
provement in the registration result only when the area of the intra-operative
reconstructed surface correspond to at least 30% of the entire liver surface.
Moreover, the amount of visible surface significantly influence the registra-
tion quality. Thus, methods which increase the amount of intra-operative
surface that can be reconstructed should be explored. Some researches on
this subject have already been conducted and different methods have been
proposed. For instance, the SLAM algorithm (Mountney and Yang, 2010),
by which the camera motion is estimated from optical tracking information
combined with a Kalman filter, or the approach presented in Reichard et al.

(2015), which relies on the stitching of several three dimensional surface re-
constructions obtained from different viewpoint, have been proposed and
should be used in combination with the proposed registration algorithm.

Another improvement to this registration method would be the use
of laparoscopic ultrasound data to increase the amount of intra-operative
information (Langø et al., 2012). Ultrasound imaging is an inexpensive
intra-operative modality which provides in-depth information on the organ
structures. With this kind of data, information concerning the position of the
vessels could be used to better register the volume of the liver. Currently, the
use of laparoscopic ultrasound probes is not widespread. Indeed, as they
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have a very limited field of view, it takes time to image a sufficiently large
area around the structures of interest and it may be difficult for surgeons
to have an accurate mental image of the structure positions. Moreover,
laparoscopic ultrasound is not easy to manipulate because of the limited
motion of the laparoscopic tools. However, if a quick sweeping of a small
part of the liver improves the positioning of the pre-operative liver model,
this technique could be widely adopted by surgeons. Thus, even if some
challenges remain (see section 4.1.5), the combination of ultrasound and
laparoscopic images to register a pre-operative model of the liver would be
an interesting improvement.

Additionally, an improvement that should be explored in the future is
the reduction of the number of parameters used in this algorithm. Indeed,
even if the method is not too sensitive to the different parameters, deeper
investigations should be conducted to better characterize their impact on
the registration results in relation with the input data characteristics. More
specifically, a quantitative link should be sought between the input data
characteristics and the parameters of the registration method. This would
allow to automatically set the parameter values from an analysis of the input
data.

One of the main difficulties encountered when developing a registration
method for laparoscopic IGS is the validation of the algorithm on real patient
data. Indeed, obtaining a gold standard for the registration would require
having the intra-operative shape of the patient organs and the position of
the laparoscopic camera relative to the patient reference frame. This could
be obtained by intra-operative volume imaging techniques, but it would
require a specially equipped operating room as well as the consents of the
patient and that the medical team agrees to change its workflow. The data set
which is closer to the requirements is the one obtained by Tsutsumi et al. in
an open MRI theater (Tsutsumi et al., 2013). However, as no MRI compatible
endoscope exists, the endoscope has to be removed before imaging the
abdominal cavity and changes in the pneumoperitoneum pressure may
change the shape of the organs shape between the image acquisition and the
capture of the laparoscopic images. The use of pigs to validate registration
method for IGS is widespread but, as already stated in this chapter, even
if the properties of a pig liver are close to the properties of a human liver,
the organ geometry and environment differ significantly from those of a
human. This could lead to the development of methods which are "pig
specific". Therefore, the results obtained on pigs cannot ensure that the
method will shows similar results in humans and efforts should be made to
obtain gold standard data in humans.
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The work presented in this chapter is partially based on the article Plante-
fève et al. (2014b).

5.1 Problem statement

In the last chapter we described and evaluated a registration method based
on biomechanical modeling in order to align pre- and intra-operative data.
No real boundary conditions were used for this initial registration algo-
rithm. The position of the anatomical structures surrounding the liver is
not known at the beginning of the registration, they cannot be used for
the registration method. However, for temporal registration using tracking
methods (Haouchine et al., 2013; Mountney et al., 2010) a good initial align-
ment as well as good boundary conditions need to be provided. Indeed,
contrary to the initial registration method, the temporal registration has to
be performed in real time, and needs to reconstruct points from features
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that have a robust descriptor. In practice the feature descriptors should
be invariant under rotations, translations, illumination changes and affine
deformations. This guarantees that the feature point will be easily identifi-
able in the different video frames, but that less points can be reconstructed
from the laparoscopic images, thus providing less intra-operative informa-
tion. This lack of information should be compensated by the knowledge
of the boundary conditions. Therefore, at the end of the initial registration
accurate boundary conditions should be provided.

The boundary conditions of the liver, already described in Chapter 2,
can be divided in two categories: the unilateral and the bilateral bound-
ary conditions (see Fig. 5.2). The unilateral boundary conditions result
from the contract with the surrounding anatomical structures, while bilat-
eral constraints correspond to the ligaments and vessels. Unfortunately,
defining such boundary conditions for a patient takes time. Also, the lig-
aments present in the abdominal cavity are not even visible on classical
pre-operative MR or CT images (see Fig. 5.1). Thus, a mean to obtain these
boundary conditions automatically is essential.

Figure 5.1: CT images of a patient abdomen. The red arrows indicate the position of the
falciform ligament which is not visible in the images.

5.2 State of the art

The identification of boundary conditions has been studied in the field of
structural analysis and computer-aided design. For example, in Ahmadian
et al. (2001) boundary conditions are identified using a boundary stiffness
matrix which is obtained as a solution of characteristic equations formu-
lated for different modes of the object. It is assumed that the object follows
a linear elastic law and that the boundary conditions also behave linearly.
In Ahmadian and Zamani (2009), the non-linear effects are also taken into
account in a method based on non-linear normal modes; the method is
validated using a simple beam. In Suzuki et al. (2006), accurate determi-
nation of boundary conditions including non-linear effects as friction and
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slip is presented for a two-dimensional circular plate. While these methods
achieve an accurate identification of boundary conditions, they are limited
to scenarios where the objects have simple and well-defined boundaries
and where the required experiments can be performed. Unfortunately,
the anatomical structures considered in medical simulations have complex
boundaries which are subject to different types of interactions (bilateral and
unilateral constraints with and without friction) and the experiments de-
scribed in the articles cannot be applied to these structures. In Peterlik et al.

(2014) the authors used a biomechanical simulation and two CT images of
a swine acquired in supine and flank positions, to estimate the location and
stiffness of the boundary conditions. However, the boundary conditions
that can be estimated are limited to those responsible for the deformation
between the two configurations and as two image acquisitions are needed
this requires to change the clinical workflow. The work closest to our ob-
jective is described in Hu et al. (2012) in the context of a multi-modality
registration method for image-guided prostate interventions. In this work,
a finite-element patient-specific model is built using preoperative MR data
and a set of deformations corresponding to different boundary conditions,
and randomly sampled material properties are computed and evaluated
statistically using a principal component analysis. Nonetheless, the bound-
ary conditions described here result from the interaction of a TRUS probe
with the patient’s prostate, but this method is not aimed at determining the
boundary conditions imposed on the prostate by its surrounding anatomical
structures.

In the area of medical image registration, it is relatively common to use an
atlas to register information that is not available in the target image. This is
the case for instance in brain imaging, where an histological atlas containing
detailed anatomical information is mapped onto an MRI of the patient to
help targeting small structures during neurosurgery planning Bardinet et al.

(2009). The idea presented here is to use a similar approach to first build an
atlas of liver models including the regions where the ligaments are located,
and then register the atlas onto the patient’s liver to transfer the boundary
conditions. In this process, the atlas creation is an important step, as well
as the quality of the registration method. The most common type of atlas
consists in a mean shape (or image) generated from a database of several
shapes (or images). The creation of the atlas involves the segmentation
of anatomical structures in each image of the database followed by the
registration of each image into a common reference frame. Variations of this
process include multiple images of the same patient using different imaging
techniques or parameters, or the use of a single image in the database,
obtained from a high-resolution imaging process. Statistical atlases rely
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on a similar idea, but take into account inter-subject anatomical variations.
The shape correlations between different anatomical structures are usually
described using a conditional Gaussian model Wang et al. (2012). A two-step
registration process is then required to estimate the probability of having a
certain anatomical information in the low resolution or low contrast target
image.

The registration process can take many forms, either in the image space
or using reconstructed geometrical models. In the following, we essentially
focus on registration methods applied between surface representations but
involving a physics-based approach to estimate a volumetric displacement
field. For instance, in Ferrant et al. (2001) a registration of intra-operative MR
brain images is proposed where the model is based on linear elasticity and
a finite element method. The method is driven by active surface matching
which deforms the brain boundary in one scan towards the boundary in
the following scan. A multi-organ deformable image registration based on
a biomechanical model is presented in Brock et al. (2005). The model driven
by surface deformation and displacements of landmarks is used to analyze
and predict the motion of abdominal organs during respiration.

In this chapter, we propose a combination of a statistical atlas and a
physics-based registration method to estimate the patient specific boundary
conditions of the liver. This method is also used to obtain automatically the
location of the anatomical structures which are required for the registration
method described in Chapter 4.

(a) Liver anatomy (b) Liver in the abdomen

Figure 5.2: The liver is a good example of an organ with a mechanical behavior highly
influenced by its environment, mainly by bilateral constraints (ligaments and vessels) and
unilateral constraints (contacts with the surrounding anatomical structures).
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5.3 Methods

The main idea of our method is to create a statistical atlas of the boundary
conditions and the anatomical structures of interest. Both the boundary
conditions locations and their mean elastic properties found in the litera-
ture Umale et al. (2011) are stored in the atlas. In the reminder of this work
we consider the ligaments, arteries and veins that "connect" the liver to
the surrounding anatomy as the boundary conditions (see Fig 5.2). As we
want to obtain statistical results on the atlas and use this atlas to transfer
the boundary conditions on a biomechanical model we chose to construct a
geometric atlas.
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Figure 5.3: Main steps of the atlas creation process and its application to the transfer of
boundary conditions.First all the shape are align in a common reference frame by a GPA.
This allows for the mean shape computation. Then a PCA is conducted on the aligned
shapes to obtain the variation modes and the variation in the features position. Finally,
the mean shape is augmented with this information and a biomechanical model to be
registered on a patient’s liver.

The creation process for the statistical atlas is partially based on the work
of Wang et al. Wang et al. (2012). It assumes that we have three-dimensional
surface models of the different structures of interest (in our case the organ
and the regions where the boundary conditions are located). These models
are obtained from the segmentation of medical images by an expert. Then, a
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number of points is sampled onto the surface of each mesh. The same num-
ber of points and numbering is used for each point cloud. From this set of
points, a GPA is performed to determine a set of similarity transformations
SIMi(.) that aligns best all models of the database into a common reference
frame. This transformation is specific for each model i, where Si is the space
of the segmented model and C is the common reference frame. Then, a
principal component analysis (PCA) is performed on each structure of in-
terest (organ and boundary conditions) to compute the principal modes of
deformation across the database. We keep only the most significant modes,
i.e. the modes responsible for more than 90% of the deformations. Assum-
ing the Gaussian distribution of the modes, we can determine the mean
and standard deviation associated to each structure. The same is done for
the elastic modulus of each boundary condition. Finally, a physically-based
registration method is used to register the statistical atlas on the patient
specific liver. The technique is summarized in Fig. 5.3.

5.3.1 Atlas Construction

Segmentation of the boundary conditions

For each liver used to create the atlas the segmentation and the bound-
ary conditions labeling require anatomical expertise and can take several
hours. A set of pre-operative medical images of the organ of interest is
segmented manually by an expert to obtain segmented maps of the organ
and anatomical landmarks. From each segmented map a surface mesh
is generated using the method described in section 1.1.3. The anatomical
landmarks are then delineated on each surface mesh manually using the
segmented images and a three dimensional cursor that links the images to a
three dimensional model of the liver. Thus, we obtain one surface mesh —
which is a sub-mesh of the liver surface — for each anatomical feature.

Obtaining the same numbering

The key to the GPA method is to have the same numbering in all liver shapes,
that is, the points corresponding to the same anatomical region should be
labeled with the same number in all liver shape. In order to obtain the same
numbering for every liver, we register one liver shape, the source liver, onto
the others, using a slightly modified version of the registration algorithm
presented in Chapter 4. First, we use only one anatomical landmark, the
anterior margin (AM) because it is the only one that can be easily automat-
ically identified. Then, as the registrations are performed inter-patient and
not intra-patient, the source liver should be able to undergo plastic defor-
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mations and its volume should be modified in order to correspond to each
target liver volume.
Automatic detection of the anterior margin: The anterior margin is an
anatomical structure that is defined as a sharp transition between the inferior
and anterior faces of the liver and is located on the segment 6, 5, 4b and
3 of the liver surface. Crossing the entire length of the liver, it gives a
robust landmark for the registration method. This landmark can be easily
identified in most human liver segmentation. The automatic detection of
the anterior margin on the 3D model of the liver is performed as follows.
First all the edges {e} separating two triangles with sufficiently different face
normals are selected as seeds:

Eseeds = {e | nt1e
× nt2e

> τ1}

where nt1e
and nt2e

are the normals of the two triangles adjacent to the edge
e and × is the cross product. Then, the anterior margin is extended from the
seed edges. All the edges {e} adjacent to a seed edge are processed. They
are selected as edges of the anterior margin if:

• Their direction ee is close enough to the direction of their parent edge
eep :

ee.eep > τ2,

where . is the dot product.

• The normals of their adjacent triangles are sufficiently different:

nt1e
× nt2e

> τ3 with τ3 < τ1.

If no extension is found for a certain seed, the seed is removed. Iteratively the
anterior margin is reconstructed. The values of the thresholds are defined
according to statistics on the mesh: τ1 and τ3 are set as the 98th percentile
and the 9th decile respectively of the cross product of the normals of adjacent
triangles, and τ2 is set as the median of the adjacent edges cross product.
Finally, all the triangles adjacent to an edge of the anterior margin are
defined as a triangle of the anterior margin.

One heuristic is additionally applied to the anterior margin detection,
since the zone of the hilum may presents an uneven surface and thus un-
wanted seed edges could be detected in this region. The hilum is close to
the center of gravity G of the mesh. Thus, we remove all the seed edges
which are inside a sphere centered at G and of diameter equal to 45% of the
distance between G and the point of the mesh with the maximal distance to
G.
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Volume adjustment and plastic deformation: In order to facilitate the inter-
subject registration the size of the object was modified by the following
factor:

3
√

Vt

3
√

Vs

,

where Vs is the volume of the source liver and Vt is the volume of the
target liver. Moreover, in order to allow for plastic deformation, instead of
increasing the force intensities at each plateau the liver rest shape is updated
with its current configuration.

Obtaining a common reference frame and the mean shape

Once we have obtained the same numbering for all liver shapes, the GPA
can be performed. This algorithm aligns all the point clouds in a common
reference frame and allows for the computation of the mean shape. The
GPA determines for each point cloud the similarity transformation SIMi

providing an optimal alignment of all the models in the database:

SIMi : Si → C SIMi = siRiTi (5.1)

Pi 7→ P′i (5.2)

where Si is the space of the i-th segmented model, C the space of the
aligned models, Pi the initial point cloud, P′

i
the aligned point cloud, Ti the

translation matrix which aligns the center of mass of the ith point cloud and
the origin, Ri a rotation, and si a scale factor. Both Ri and si are computed
iteratively using the matrix PiP̄

⊤, where P̄ is the mean shape recomputed at
each iteration. We have:

SVD(PiP̄
⊤) = UiΣiV

⊤
i (5.3)

Ri = UiV
⊤
i (5.4)

si =

√
tr(PiP̄⊤)

n||Pi||F||P̄⊤||F
(5.5)

where SVD(.) denotes the singular value decomposition, tr(.) the trace of a
matrix, and ||.||F the Frobenius norm of a matrix.

Statistical analysis

Then, the PCA is performed on each structure of interest to compute the
principal modes of shape variation across the database.

Given a certain number of samples and a certain number of characteris-
tics know for each sample, the PCA computes the linear combination of the
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different characteristics which best explain the variance present across the
samples. In our case, the samples are the point numbered on the meshes,
and their characteristics are their three dimensional positions in each of the
atlas mesh. These information are gathered in a martix P of size 3n × m

where n is the number of sampled points on the mesh and m is the number
of meshes in the atlas.

First, the covariance matrix C of the data set matrix is computed:

C = PTP.

Then, a eigenvalue decomposition is performed on the correlation matrix:

C = UDUT

where U is the matrix of eigenvectors, and D is a diagonal matrix containing
the eigenvalues. The eigenvectors corresponding to the higher eigenvalues
are the principal modes of the the atlas. We keep only the k most significant
modes, i. e. the modes responsible for more than 90% of the shape variations.
Assuming the Gaussian distribution of the modes, we can determine the
standard deviation associated with the position of each anatomical structure
present in the atlas from the mode vector corresponding to the different
features of all the livers of the atlas.

5.3.2 Atlas to patient registration

The aim of this step is to find the boundary conditions of a patient-specific
organ model, and to automatically locate the anatomical landmarks used in
the registration method described in the Chapter 4. The patient’s anatomy
augmented by the atlas includes a typical stiffness and mean position associ-
ated to each boundary condition, and the variance around this mean. Hav-
ing a 3D model obtained from pre-operative data and the atlas described
above, the aim is to compute an elastic transformation which maximizes
the shape similarity between the atlas model and the patient specific model.
The procedure is done as follows: the three-dimensional mean shape organ
model, containing the information about the boundary conditions location,
is registered to the patient’s data. The registration method is the same as the
one used for the atlas construction and is described in the previous section.
The standard deviation associated with each boundary condition in the atlas
is also transferred to the patient’s data. However, while the position vari-
ability in the atlas is a three-dimensional distribution, it must be projected
onto the surface of the patient’s liver mesh (by definition, boundary condi-
tions are only applied to the boundaries). Additionally, the elastic modulus
of each boundary condition, available in the atlas, is also associated to this
geometrical description.
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5.4 Results

5.4.1 Atlas Construction

Figure 5.4: Comparison of the results of the anterior margin detection algorithm for differ-
ent mesh resolution. The columns show, from left to right, the result for meshes composed
of 533 vertices and 1602 faces, 1065 vertices and 2126 faces, 2128 vertices and 4252 faces,
and 35770 vertices and 71536 faces. The first two rows show the detected seed edges, the
third and fourth rows show all the detected edges (the red ones being the seed edges and
the green ones the last added edges), and the last two rows show the triangles of of the
anterior margin.

The atlas was created using ten liver models, presented on Fig. 5.5, and
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their respective anatomical features obtained from segmented abdominal
CT scans. To ensure the quality of the atlas, we evaluated the standard
deviation of the umbilical notch and vena cava positions over the samples;
we obtained σUN =11.12 mm and σVC =16.56 mm respectively. The average
variability represents less than 9.7% of the size of the organ showing a strong
consistency among the feature positions.

Figure 5.5: The ten livers used to construct the atlas

First, we studied the robustness of the anterior margin detection algo-
rithm. A very fine mesh has been decimated using the quadratic edge
collapse decimation algorithm of Meshlab several times and the algorithm
has been applied on each generated mesh. The results, presented in Fig.
5.4, show that the anterior margin detection is robust to the mesh finesse.
The anterior margin is very similar for the coarsest and the finest mesh, the
latter having only two wrong seed edges detected on the inferior surface of
the liver.

Figure 5.6: Results of the anterior margin detection on a smooth mesh (a) and an uneven
mesh (b)

Additional results showing the detected anterior margin on two other
livers are given in Fig. 5.6. The anterior margin is successfully detected both
on smooth and uneven meshes (Fig. 5.6 (a)). For long and slim livers, such
as the one of Fig. 5.6 (b), the heuristic employed to avoid edge detection
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in the hilum region may suppress a part of the anterior margin around the
umbilical notch. This is not an issue for the registration as long as these
livers are not used as source meshes.

The mean Hausdorff distance between the source and the target liver for
the registration performed to obtain the same numbering is 0.4 mm.

Fig. 5.7 presents the livers shapes of the atlas before and after the GPA,
and Fig. 5.8 the mean shape of the atlas.

(a) (b)

Figure 5.7: Liver shapes before (a) and after (b) GPA

Figure 5.8: Mean shape of the liver, the umbilical notch (in yellow) and the entry and exit
points of the vena cava (in blue) after GPA

5.4.2 Transfer of Boundary Condition

In this section we assess the quality of the boundary conditions transfer and
its influence on the biomechanical model behavior. We registered the atlas
onto several livers: ten from the atlas following the left-one-out principle
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and two livers not included in the atlas (sample #11 and #12). The regis-
tration errors for all livers are presented in Fig. 5.9 and Fig. 5.10 shows the
result for the sample #5.
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Figure 5.9: Mean Hausdorff distances between the segmented liver surface and the reg-
istered mean shape (in red) between the manually segmented umbilical notch and the
umbilical notch transferred from the atlas (in green) and between the manually segmented
vena cava and the vena cava transferred from the atlas (in blue).

The results show that the surface registration is very accurate and all the
boundary conditions locations errors are under 10 mm except for sample
#12, indicating that the biological variability of this sample is not well
represented in the atlas. We also note that in all cases the error obtained on
the boundary conditions location is less than the atlas variance.

5.4.3 Influence of Boundary Conditions on biomechanical simulation

To evaluate the influence of errors in boundary conditions locations on
biomechanical simulations, we altered the position of the boundary condi-
tions. We used only the boundary conditions present in the atlas to conduct
the experiments. We used a liver segmented in the supine position to set up
a simulation where gravity is re-oriented in order to simulate a deformation
of the organ in the flank position (see Fig. 5.12 (a)). Then, we compared
the final shape of the liver simulated with altered boundary conditions to
the final shape of the reference liver. Fig. 5.12 (b) shows the result for
one liver using the manually segmented boundary conditions versus the
boundary conditions obtained with the atlas. We also conducted a sensitiv-
ity study. The simulation was performed using several altered boundary
condition positions, and we measured for each of them the distance of the
final deformed mesh with the mesh deformed using the reference bound-
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(a) (b)

Figure 5.10: (a) Error in registration of the atlas to the patient-specific data. The mean
Hausdorff distance after registration is 0.5 mm. (b) Error between estimated boundary
conditions and ground truth obtained by manual segmentation. The umbilical notch and
the vein features are recovered with a mean Hausdorff error of 4.2 mm.
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Figure 5.11: Sensitivity study. Mean Hausdorff distance between the final configurations
of a reference model and a biomechanical model with altered boundary conditions position
(a) and stiffness (b).

ary conditions. The results are presented in Fig. 5.11(a). They show that
small displacement (below 3 mm) leads to an error below 1 mm, however,
the relation between the displacement and the error seems to be quadratic,
but, a deeper analysis is needed to confirm this trend. The same kind of
experiments was conducted to evaluate the influence of errors in the bound-
ary conditions stiffness, the results are shown in Fig. 5.11(b). The values
of the reference stiffness were set according to the ligament and vena cava

Young’s moduli found in the literature Umale et al. (2011) (20 MPa for both)
and their geometry. The results show that the influence of the stiffness is
very small when compared to the influence of the location of the boundary
conditions. This can be justified since the ratio between the liver internal
forces and the external forces imposed by the boundary conditions is very
low. Therefore using twice or half the reference stiffness does not change
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this ratio significantly.

(a) (b)

Figure 5.12: Simulation of flank to supine deformation of the liver: (a) shows the dis-
placement between flank and supine position. The black arrows indicate the position
of boundary conditions and the red arrow represents gravity; (b) Hausdorff error with
boundary conditions constructed using the atlas.

In both cases, a very good match between the resulting shapes is obtained
after the equilibrium is achieved as shown in Fig. 5.12: the comparison gives
the mean error of 1.6 mm and a maximum error of 7.1 mm.

5.4.4 Atlas influence on registration

As the umbilical notch position is transferred to the patient liver via an atlas,
we conducted a preliminary study to evaluate the influence of its position
on the registration results. We moved the umbilical notch around its real po-
sition on the liver mesh surface and did not take into account the variance of
the atlas — only the mean position of the ligament was used. In this way we
force bad correspondences in the matching step. The TRE between the reg-
istered source mesh using the reference umbilical notch position versus the
altered position highly depends on the displacement direction. The errors
are more important when the umbilical notch is displaced along the anterior
margin towards the right lobe. In this case, the mean TRE is increased by
3.5 mm for a position shift of 17.5 mm (mean Hausdorff distance of 4.8 mm).
However, for all tested scenarios, the TRE remains below 2 mm as long as
the displacement of the ligament does not exceed 10 mm (mean Hausdorff
distance of 1.0 mm). Nevertheless, additional experiments would be nec-
essary to conduct a proper analysis of the impact of position error of the
umbilical notch on the registration result.
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5.5 Discussion

Taking into account the environment of the abdominal organs for physical
simulation and registration is very challenging. In this chapter we have
constructed an atlas of the liver boundary conditions which achieve a feature
localization error below the atlas variance, indicating an excellent prediction
capability of the locations of boundary conditions. The stiffness of the
boundary conditions, being several order of magnitude bigger than the liver
stiffness, does not influence significantly the result of physical simulations.
On the other hand, the location of the boundary conditions has a strong
impact on the simulation result. The precise location of the boundary
conditions is more important than the value of their stiffness to simulate
the behavior of the liver. However, not all the liver boundary conditions
are taken into account in this statistical atlas. The unilateral boundary
conditions, which result from contacts with the surrounding environment,
and the coronary and triangular ligaments are not included in the atlas.
These boundary conditions should be added in future work in order to
obtain a complete description of the liver environment which could be used
for simulation or registration purposes.

As the statistical atlas is also employed to automatically define the po-
sitions of the anatomical landmarks used by the registration method, its
impact on the registration accuracy has been evaluated. The detection of
the anterior margin is very robust. Thus, the position of this anatomical
structure is always accurate and does not influence negatively the registra-
tion results — all the results presented in Chapter 4 were obtained using
the automatic anterior margin detection algorithm. Nonetheless, the reg-
istration algorithm is sensitive to the position of the umbilical notch and
improvements should be made to reduce the position error. Additionally,
the impact of the boundary conditions positions on temporal registration
should be investigated.

The current numbering method may introduce a bias in the atlas. Indeed,
one of the livers is registered onto all other livers using a physically-based
registration method, and the final position of its surface degrees of freedom
are used as the numbering of the other livers. Different strategies may
be employed to improve this shortcoming. For instance, an iterative atlas
construction may be used: after the first generation of the mean shape, this
shape could be used to define a new numbering of each liver in the atlas
and a new GPA could be performed until the difference between the mean
shapes of two consecutive iteration is small enough. Another strategy is to
register all livers on all livers and to use the mean position of each numbered
point projected on the livers surface to perform the GPA.
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The power of the statistical atlas developed in this work is limited be-
cause of the reduced number of subjects present in the atlas. With a few
number of subjects, it is difficult to fit a statistical law on the data set and
the errors associated with the statistical values computed from the atlas are
important. For instance, conditional statistical models, which would allow
to have the mean position and the variance of the boundary conditions as a
function of the mode vector of the liver shape, cannot be employed since the
error associated to the conditional mode vectors would be bigger than their
variance. Therefore, the number of subjects included in the atlas should be
increased significantly in future work. However, obtaining the data needed
for the atlas is difficult, and the segmentations are time consuming.

The present atlas was constructed from CT images, but can be enriched
with MRI data or even cadaver data. As the ligaments are not visible in CT
images, their position can only be determined approximately by anatomi-
cal experts. MRI devices could allow to visualize the ligaments, but new
MRI impulsion sequences have to be developed since the sequences used
for ligaments joining bones are not efficient for the ligaments of the liver.
In addition, the power of the MRI scanner should be at least 3 Tesla in
order to have a sufficiently small slice thickness to precisely locate the struc-
tures of interest. Such imaging devices are not standard in many hospitals.
Therefore, the use of cadaver would be an appealing alternative. After a
dissection, the attach points of the different ligament could be marked with
a radiopaque ink and a high resolution CT scanner would allow for an easy
segmentation of the liver shape and anatomical landmarks.

An alternative to the use of a statistical atlas would be to define the
boundary conditions with elastography measurements. Currently, elas-
tography methods may have difficulties to determine the material prop-
erties because the exact boundary conditions — position and stiffness —
of the images region are not known. However, qualitative elastography
measurement could be used to determine the location of certain boundary
conditions.

The boundary conditions which have been described in this chapter are
defined with respect to the liver surface. However, the positions of some
boundary conditions are not fixed, but are subject to cyclic motion. This is
for instance the case of the coronary ligament, which attaches the liver to
the diaphragm. Therefore, the motion of these boundary conditions should
be modeled in order to have an accurate placement of the liver boundary
conditions at each instant.
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In this chapter, we detail the deployment of the registration method
developed in this thesis in the operating room. A complete pipeline has
been developed for laparoscopic hepatic surgery guidance. This pipeline
comprises an acquisition system of OR streams, a processing system which
generates the input data of the registration algorithm from the raw medical
data, the registration algorithm itself, and a visualization engine. First,
the characteristics of the OR environment and of the medical devices that
we used during this work are detailed. Then, both the hardware and
software architecture of the designed pipeline are detailed, highlighting
the challenges that needed to be overcome to obtain the input data of the
registration algorithm. Afterward, new visualization techniques that allow
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for an intuitive augmented view are presented. Finally, some results of the
pipeline on both phantom and real data are presented.

6.1 The operating room

Bringing numerical simulations in the operating room is challenging for
several reasons. Firstly, the OR environment is cluttered with many med-
ical devices, cables, monitors, making it difficult to find a place to set up
hardware equipment. Secondly, the sterility constraint limits the possible
interaction with the surgical devices. Thirdly, most sources of data pro-
vided by the various medical apparatuses are designed to be displayed to
the clinical team, not to be processed by third party software.

6.1.1 The environment

Figure 6.1: The operating room.

The standard operating room size is 35 m2. This may seem big, but
the number of medical devices and other furniture is important (see Fig.
6.1). The organization of the various medical apparatuses in the OR is
difficult since most of them should be close to the operating table because
of the cables and tubes that are connected to the patient or to the surgical
instruments. Sterile areas should also be preserved around the patient and
the surgical instrument tables. Thus, very little space is left for additional
hardware, and the physical connection to the medical devices should not
interfere with the operation.

In this work we capture the images of the stereoscopic camera of the
da Vinci® robot. This surgical device is composed of three distinct parts:
the robot itself, the vision cart, and the surgeon console (see Fig. 6.2).
Very often, two consoles are connected to the same robot to allow surgeons
to collaborate on challenging tasks. These apparatuses add to the standard
medical devices present in an OR, and thus reduce even further the available
space.
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Figure 6.2: The da Vinci® robot. On the left is the surgeon console, in the center the vision
cart, and on the left the robot itself.

Figure 6.3: Scheme of an operating room viewed from above.

Fig. 6.3 shows a sketch of the OR organization. The yellow areas are
the main working space of the medical team which have to be sterile. The
blue areas are the others working spaces, which are not sterile. The green
rectangles are the instrument tables. The three parts of the da Vinci® robot
are in vivid blue. Our experimental setup has to be connected to the vision
cart (vivid blue square). In order to disturb the medical team as little as
possible, we are restrained to the red area depicted in Fig. 6.3. For the
moment, our registration algorithm relies only on the laparoscopic images
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for the intra-operative data. Thus, we have to connect our setup only to
the da Vinci® vision cart. However, if US data is used in addition to the
laparoscopic view, the setup has to be connected to both the ultrasound
device and the vision cart, which may be very complex.

6.1.2 Data streams in the operating room

The data streams that we need for our pipeline are generally already used
by the medical team. This means that we should provide a loopback so that
the data can still be used for their original purpose. In addition, the format
of the output stream of the da Vinci® is not directly usable for our purposes.
Thus, a conversion of the data stream has to be performed in the pipeline.

The left and right streams of the laparoscopic camera do not need to
be synchronized for live processing, as they have the same frame rate.
However, to be able to use the acquired data after the operation, the data
should be registered and synchronized during the replay. As we register the
two streams in two different files, the synchronization during the replay is
not guaranteed. Thus, the data should be timestamped before being saved
(Belhaoua et al., 2016).

6.2 Experimental setup

6.2.1 Hardware setup

DVI Left

DVI Right

Da Vinci
Vision Cart

SDI Right

DVI IN

SDI IN

Da Vinci
Console

Macbook Pro

DVI OUT

Thunderbolt IN

Blackmagic
Intensity
Shuttle
HDMI IN

Thunderbolt OUT

Blackmagic
Hyperdeck

Shuttle
SDI IN

SDI OUT

SDI to HDMI
Converter

SDI IN

HDMI OUT

Blackmagic
Intensity
Shuttle
HDMI IN

Thunderbolt OUT

Blackmagic
Hyperdeck

Shuttle
SDI IN

SDI OUT

SDI Left

SDI to HDMI
Converter

SDI IN

HDMI OUT

Thunderbolt IN

Figure 6.4: Hardware setup for per-operative liver registration.

We present in this section the hardware setup. An overview of this is
presented in Fig.6.4. Our approach relies on the extraction of 3D points
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from stereoscopic frames, and therefore, a calibrated stereoscopic camera is
required. We chose to interface our framework with the da Vinci® surgical
robot, but a stereoscopic camera from Storz™ like the Tipcam1® could be
used instead of the da Vinci® endoscope. In order to retrieve the video
streams from the da Vinci® video cart, we need two video editing cards
(Blackmagic™ Intensity shuttle). A Macbook™ Pro is used to connect
the video editing cards in order to benefit from the thunderbolt ports.
For research and post-operation processing purposes, we also need two
video recorders to retrieve the raw video streams from the operation (Black-
magic™ Hyperdeck shuttle). These recorders allow for the data loopback.
This very compact setup allows us to go in the operating room.

6.2.2 The software

The software implementation is divided into three distinct processes: the
AcquisitOR, the ProcessOR, and the SimulatOR (see Fig.6.5). This archi-
tecture allows for the distribution of the workload on different machines
without suffering from high latency as long as it runs on a local area net-
work or a wireless ad hod network. The AcquisitOR retrieves data from
specialized hardware devices, the ProcessOR processes this data for further
usage in the registration method, and the SimulatOR runs the registration
algorithm according to the patient-specific data retrieved and processed in
the previous steps.

Figure 6.5: Our framework architecture.
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AquisitOR

The video streams fetched from the stereoscopic endoscope are the input
of our augmented reality pipeline. To retrieve these streams from the da

Vinci® endoscope, the left and right video output from the da Vinci® are
connected to two video editing cards (Blackmagic™ intensity). These video
editing cards have no driver implementation in Plus Toolkit. Therefore, it
was relevant to implement our own device acquisition server that would
retrieve the video streams from the video editing card and convert its raw
data into regular RGB frames. In order to connect the video editing card to
AcquisitOR, the Blackmagic™ driver is implemented as a separate library,
loaded at runtime according to the arguments passed on the command line.

ProcessOR

In the case of liver registration, our ProcessOR needs to generate a point
cloud from the acquired stereoscopic frames. Extracting a good point cloud
from endoscopic frames is a complicated matter, as image processing relies
on the quality of the frames acquired, the quality of the environment inside
the abdominal cavity (lighting, smoke, frame blurriness, lens cleanliness,
etc.), and the quality of the liver texture which can be very different from
a patient to another (see Fig. 6.6). If the texture is too smooth, the ex-
traction will perform badly. Thus, we need to apply several filters (feature
detection and matching, triangulation, epipolar constraint, downsampling,
etc.), each of them requiring manual tuning. In addition, the anatomical
landmarks should be labeled in the intra-operative image before the point
cloud reconstruction.

Figure 6.6: The textures of the patient’s liver are very different. The top left liver has an
irregular texture which allows for a robust feature point extraction and 3D point cloud
reconstruction, while feature point extraction is extremely challenging with the texture of
the third liver in the bottom row.

Thus, an intuitive graphical user interface has been designed. The filters
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parameters are set to default values that work well in most cases, but each
of them can be changed manually in case of a poor point extraction. The
selection of the different labeled regions is performed manually by clicking
in the image to define polygonal areas (see Fig. 4.3). This process takes
only a few seconds. Once the labeled regions are selected, we build for
each of them a 3D point cloud using the method described in Chapter 1
section 1.2. These labeled point clouds are then sent to SimulatOR, through
OpenIGTLink.

SimulatOR

The simulator is the part of the pipeline that performs the registration of
pre-operative data onto the intra-operative view. The implementation of
the algorithm, described in Chapter 4, has been performed using the SOFA
framework. The result of the SilulatOR is then sent to one of the OR monitor,
or to the da Vinci® console.

6.2.3 Protocol for the surgeon

The modification of the surgical procedure is light. When the surgeon asks
for an augmented view of the liver, he should ensure that the camera is
cleaned, that the focus is correct and that the view of the liver is wide and
clear. Then, the camera should not be moved until the end of the registration
procedure.

If the hilum is employed, the surgeon has to lift the left lobe of the liver
in order to expose the hilum a few seconds to reconstruct the point cloud of
this region. The liver is then put back in its original position, and the point
cloud reconstruction of the other labeled regions begins. Then, the surgeon,
or one of its assistant, draws the polygonal regions using the graphical
interface.

The complete process (from the positioning of the camera to the display
of the registration result) takes approximately 5 min for the initial registra-
tion. Subsequent registration are much much faster.

6.3 Visualization for augmented reality

All the described pipeline is useless if the surgeons do not understand the
AR view, that is the only output of the algorithm for them. The challenge
is to help the clinicians to estimate the position of the internal structures
without hiding important information present in the endoscopic view of
the operative field.
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6.3.1 Rasterization on the laparoscopic view

3D rendering on a computer works as follows: since the final visualization
is a 2D image, the rendering part of a computer program takes as an input
a 3D mesh and project it onto a plane, creating a flat image that can be
displayed on the computer screen. The projection is performed using the
virtual camera intrinsic parameters and this process is called rasterization.
The virtual camera can then be rotated around the visualized object, zoomed
in or out to obtain different view points of the object. In this way, it is easy
to mentally reconstruct a 3D image of the object.

To display an overlay of the liver internal structures onto the laparo-
scopic view, the intrinsic parameters of the real laparoscopic camera must
be used to render the liver virtual model. However, the laparoscopic cam-
era provides a close-up view of the organ and only very little rotations
can be performed around the organ due to the fulcrum effect. This makes
difficult the estimation of the internal structures positions. Therefore, the
augmented reality view must compensate for this lack of depth information.

As the liver is opaque, displaying its internal structures on the intra-
operative view leads to the erroneous perception that the internal structures
are outside of the liver. This impression is counter intuitive and perturbs
the comprehension of the image. Thus, transparency effects should be used
in order to create a more intuitive augmented view of the liver.

6.3.2 Giving a sense of depth

Transparency

The first method that has been explored to compensate for the shortcoming
described above is the use of contour rendering and alpha blending. The
alpha value corresponds to the degree of opacity of a color. This value
ranges from 0 (completely transparent) to 1 (completely opaque).

The organ surface is rendered using a contour rendering technique. To
each vertex vi of the mesh surface is associated an alpha value according to
the direction of its normal ni relative to dc, the direction of the camera:

αsur fi = max(1 − k.abs(ni.dc), 0),

ni and dc being normalized vectors, k a scalar factor controlling the contour
thickness and abs(.) the absolute value. Thus, only the vertices with normals
perpendicular to the camera are completely opaque.

The internal structures are displayed using alpha blending. A ray is
cast from the camera position to each vertex of each internal structure. The
intersections of this ray with the surface mesh are used to compute the alpha
value of the vertex. If the position of the internal structure vertex is behind
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all the intersection points of the ray with the surface mesh, the alpha value
of the vertex is set to zero. If the vertex vi has both intersecting points in the
direction of the camera pfront and in the opposite direction pback, its alpha
value is set to:

αinti
= max

(
1 − |vi − pfront|

dmax
, 0

)
,

where dmax sets the depth at which the internal structures are completely
transparent. Finally, if the vertex is before the intersecting point, its alpha
value is set to 1.

Adding a projection plane

The second method that we have tested was inspired by the work of Lawonn
et al. (2015). This method was designed to display the vascular tree of a liver
alone on a clean background. The principle is to define a plane below the
mesh of the vascular tree and to project the mesh onto the plane. Then, lines
are drawn between some vertices of the vessel mesh and their projection on
the plane.

We improved this visualization technique in order to display the liver
internal structures on the laparoscopic view. In particular, the plane position
has to be set on a part of the laparoscopic view such that it would not
hide the operative field. Thus, we defined a parameter to place the plane
above, below, on the left or on the right of the image. We also used the
contour rendering described in the previous method to display the liver
surface, since its position is important to assess the quality of the registration.
The vessels are displayed using either the contour rendering or the alpha
blending algorithm.

Wave propagation

The last technique that has been investigated is the a dynamic visualization
method. As an accurate mental representation of a three dimensional object
is easier to obtain from several images than from only one image, a dynamic
visualization method has been developed. Two planes, perpendicular to the
camera direction dc and distant from h mm, are displaced from the camera
position to the point of the surface mesh that has the highest distance to
the camera. Three different colors are used to display the mesh points:
one for the point before the planes, one for the points between the planes
and one for the points behind the planes. This technique is perhaps not
completely intuitive, but surgeons are used to work with medical images,
which are slices of the organ, and this visualization method relies on the
same principle.
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For both this technique and the previous one, the liver surface is ren-
dered using contour rendering, and the vascular tree using either contour
rendering or alpha blending. The projection plane may also be added to the
visualization, but this often overloads the AR image.

6.4 Results

6.4.1 Visualization methods

Figure 6.7: Visualization results on a liver phantom. From left to right: alpha blending
rendering of the vessels and contour rendering of the surface, alpha blending rendering of
the vessels only, contour rendering and alpha blending of the vessels and contour rendering
of the surface.

This section provide the results of the different visualization algorithms
tested in this work, except the wave propagation, which is given as a supple-
mentary material. Fig. 6.7 gives the results of three different visualization
techniques on a silicon liver phantom. Fig. 6.8 shows the results of the same
visualization technique on an ex vivo kidney, and Fig. 6.9 on an patient’s
liver.

Figure 6.8: Visualization results on an ex vivo kidney. From left to right: alpha blending
rendering of the vessels and contour rendering of the surface, alpha blending rendering of
the vessels only, contour rendering of the vessels and the surface.

The last two examples were not registered using the pipeline. The kid-
ney was seen only with a monocular camera, thus a three dimensional point
cloud reconstruction was not possible. For the liver mesh, despite the ap-
parent texture of the liver, the feature detection algorithm performs poorly
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and does not extract enough points for the deformation part of the algo-
rithm to be useful. Thus, only a rigid transformation has been performed,
explaining the visual misalignment.

Figure 6.9: Visualization results on a patient’s liver. From left to right: alpha blending
rendering of the vessels and contour rendering of the surface, alpha blending rendering of
the vessels only, contour rendering of the vessels and the surface.

Fig. 6.10 shows the result for the plane projection. This visualization
needs to be improved. The dense wireframe meshes projected on the plane
are not very informative. Maybe it could be better to project only the vessels
centerlines.

Figure 6.10: Result of the plane projection on the liver phantom.

6.4.2 Complete pipeline

The pipeline described in this section allows us to display an augmented
reality view of the liver in an OR during a laparoscopic intervention without
changing significantly the clinical workflow.

Fig. 6.11 shows screenshots of the ProcessOR. The green dots represent
the position of the detected feature points.

The whole pipeline has be tested on human patients data registered dur-
ing laparoscopic hepatectomies. As in-vivo a direct quantitative evaluation



156 Chapter 6. Experiments in the operating room

Figure 6.11: ProcessOR manual mask edition window and overview of the 3D point cloud

is not possible, we perform only a visual qualitative assessment presented
in Fig. 6.12. The point cloud was accurately matched to its corresponding
part onto the three-dimensional mesh and the mean Hausdorff distance be-
tween the surface mesh and the point cloud was below 1.1 mm. However,
the visualization techniques were not yet included in the pipeline and thus
the images are difficult to understand.

(a) (b)

(c) (d)

Figure 6.12: Non-rigid registration between intra-operative and pre-operative data using
in-vivo human data. The overlay of the liver surface and the vascular network permits to
guide surgeon during the operation.

6.5 Discussion

In this chapter we presented a complete pipeline for augmented reality
guidance during laparoscopic surgery. This pipeline is compatible with
the operating room environment thanks to its compactness and the limited
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interaction required from the medical team and with the medical devices.
The overall time needed to obtain an augmented view of the liver is below
5 minutes, and the subsequent registrations are much faster. This is far
less than the time required for three-dimensional intra-operative imaging
techniques, and thus reasonable of an intra-operative use.

The validation on real data is difficult due to the lack of ground truth
data. The only measure that can be used is the dice measure, but since the
liver may be partially hided by other abdominal organs, the dice values are
not very informative.

The quality of the reconstructed point cloud is very important for the
registration result. This quality depends on several factors such as the liver
texture or the cleanliness of the camera lens but also on the calibration
matrix. Only an accurate calibration matrix allows for a correct depth
estimation of the feature points. However, obtaining an accurate calibration
matrix for a laparoscopic camera is non-trivial, and the matrix may change
from on operation to another due to the sterilization process. Therefore,
additional work is required to ensure the accuracy of a calibration matrix
before an operation and to determine whether or not the camera intrinsic
parameters are stable over time.





Conclusion

In this work, we have developed an automatic method to align pre-operative
data of the liver onto a laparoscopic view while introducing very little
changes in the clinical routine. Only the laparoscopic view and the pre-
operative medical images are required as input data. From segmented
pre-operative images, a biomechanical model of the patient’s liver is auto-
matically generated, and a three dimensional point cloud is reconstructed
automatically from the stereoscopic laparoscopic view. This information is
the input of a robust registration method based on the biomechanical model
and anatomical landmarks to reduce the set of acceptable transformations.
The anatomical landmarks are defined automatically via a statistical atlas
on the pre-operative mesh and segmented manually using an intuitive in-
terface in the intra-operative images. The tests performed show that the
method reaches a clinically acceptable accuracy (mean TRE below 3.5 mm
in all tested scenarios where at least 30% of the liver surface is visible), and
is robust to noise and poor initial alignment. In addition, the computational
time of the complete intra-operative pipeline (<5 min), which includes the
laparoscopic images segmentation, the point cloud reconstruction and the
registration, is compatible with the deployment of the method in the oper-
ating room. Once the initialization is performed subsequent registrations
are faster thanks to the knowledge of boundary conditions transferred to
the patient specific model from the statistical atlas.

The current method remains however sensitive to the amount of visible
surface and the quality of its reconstruction. Obtaining a sufficiently dense
and smooth reconstructed surface, which corresponds to more than 30% of
the whole liver surface is challenging. Thus, methods which improve the
accuracy of the point cloud reconstruction as well as the amount of surface
which is reconstructed should be investigated. To improve the quality of
the reconstruction, the triangulation method could be combined with other
reconstruction algorithms such as shape from shading or structured light
methods. On the other hand, shape from motion techniques can be used
to increase the amount of surface reconstructed from the laparoscopic view.
Monocular structure from motion methods perform poorly on laparoscopic
data, but the use of a stereoscopic endoscope offers the possibility to employ
stitching methods to obtain a broader surface reconstruction from several
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reconstructed point clouds.

Ultimately, the goal of the IGS system presented in this work is to provide
the location of the internal structures of the liver. Therefore, the accuracy
of the registration inside the liver volume is crucial. From surface informa-
tion only, the task is very challenging, and even if the registration method
proposed in this work reaches a reasonable accuracy, in-depth information
could improve the localization of internal structures. Laparoscopic ultra-
sound probe, being an inexpensive and safe imaging modality, could be
used to obtain in-depth information to enrich the intra-operative input of
the registration method. In particular, as the liver is a highly vascularized
organ, the ultrasound probe can be used to localize vessels bifurcations
providing additional landmarks for the registration method. To do so, the
position in the laparoscopic camera reference frame of the anatomical struc-
tures present in the ultrasound images should be known. This requires
both the calibration of the ultrasound probe and a mean to obtain the probe
position relatively to the laparoscope, which are two challenging problems.

The statistical atlas proposed for the automatic identification of the liver
boundary conditions in a patient specific mesh is not entirely mature. It
does not contain all the liver boundary conditions due to the limitation of
the imaging modality used to generate the atlas data set. In addition, as the
number of present subjects in the atlas is limited, advanced statistical tools
cannot be employed. New protocols or other imaging modalities could be
used to enrich the atlas, but alternatives approaches can be employed to
identify the boundary conditions on a patient specific liver. Data assimila-
tion and elastography seems to be the most promising methods that could
allow a fast patient specific determination of the boundary conditions. In the
proposed method, the knowledge of the liver boundary condition allows for
an easier and faster registration of pre-operative data on the intra-operative
view once an accurate initialization is known. However, the estimated loca-
tion of the boundary conditions could be combined with data assimilation
techniques and the registration method presented in this work to obtain the
intra-operative shape of the liver.

One of the main limitations to the development of new registration
methods for IGS systems is the difficulty to have ground truth data sets to
validate and improve the registration algorithms. This is especially true
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for laparoscopic guidance systems as intra-operative imaging devices are
rarely available during the interventions and that realistic phantoms which
can mimic pneumoperitoneum deformation do not exist. Synthetic data are
an interesting alternative, but cannot account fully for the real environment
complexity. Therefore, the development of new phantoms and the sharing
of data sets should be addressed in the future.

Throughout this thesis, we tried to answer a challenging problem for
which accuracy and robustness are key requirements. To further improve
these two aspects, additional intra-operative information could certainly
prove helpful. The different methods we have proposed can be applied
in other contexts, and in particular to problems with less constraints on
the input data. As a consequence, we believe that a next step is the ex-
tension of our approach to benefit from hybrids operating rooms equipped
with intra-operative imaging devices such as magnetic resonance imaging
of computer tomography scanners. Such operating rooms have seen an
important development over the past five years. If this trend continues, our
method could be coupled with three-dimensional intra-operative imaging
to attain a higher accuracy and improved robustness, but with the ability to
function also in less exclusive environments.
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