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Abstract. Next generation sequencing (NGS) technologies are being
applied to many fields of biology, notably to survey the polymorphism
across individuals of a species. However, while single nucleotide polymor-
phisms (SNPs) are almost routinely identified in model organisms, the
detection of SNPs in non model species remains very challenging due to
the fact that almost all methods rely on the use of a reference genome.
We address here the problem of identifying SNPs without a reference
genome. For this, we propose an approach which compares two sets of
raw reads. We show that a SNP corresponds to a recognisable pattern
in the de Bruijn graph built from the reads, and we propose algorithms
to identify these patterns, that we call mouths. We outline the potential
of our method on real data. The method is tailored to short reads (typ-
ically Illumina), and works well even when the coverage is low where it
reports few but highly confident SNPs. Our program, called kisSnp, can
be downloaded here: http://alcovna.genouest.org/kissnp/.

1 Introduction

Biology in general, and genomics more particularly, witnessed a revolution in
the middle 1970s with the development of rapid DNA sequencing techniques, no-
tably the Sanger method which remained the standard approach for sequencing
including whole genomes until the early years of the twenty first century. We have
since then been witnessing a second revolution, various orders of magnitude big-
ger than the first, with the advent of the so-called “next generation sequencers”
(NGS for short) which enable to obtain up to several hundred million bases in
one single run at increasingly lower costs. These include (not exclusively) the
454 Life Sciences, SOLiD Applied Biosystems and Illumina technologies, each
with its own characteristics in terms of read length and error rate. Such charac-
teristics are however evolving extremely fast, faster indeed than the algorithms
developed to handle the data such technologies produce.

This incredible acceleration has two implications that motivate the work pre-
sented in this paper: first it is now possible to obtain data for various individuals
of a same species and thus to investigate the genetic differences among such in-
dividuals, and second, increasingly more often this will concern species for which
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we have no genome of reference, that is no genome already fully sequenced and
assembled that could guide the investigation.

The genetic markers that will be of interest in this paper are so-called Sin-
gle Nucleotide Polymorphisms (SNP for short). These correspond to a DNA
sequence variation that occurs when a single nucleotide – A, T, C, or G – in a
genome differs among members of a species or between paired chromosomes in
an individual. There are two types of SNPs: substitutions or insertions/deletions.
We focus here on the first type, that is on substitutions of single nucleotides.

Identifying SNPs in a population may have a wide range of applications that
goes from assessing the polymorphism of the population, linking this polymor-
phism to phenotype information, or selecting SNPs as markers of subpopulations.
However, while SNPs are almost routinely identified in model organisms, the de-
tection of SNPs in non model species remains very challenging due to the fact
that almost all methods to identify SNPs rely on the use of a reference genome.

Our objective is, given high-throughput read data for a pair of individuals,
to identify a set of SNPs with good confidence, without having to perform an
assembly of the reads with all the possible mistakes this entails, in a context
where we do not have a reference sequence to help the identification.

We are aware of only two publications, dating both from 2010, that deal with
the same problem [3, 9]. Recognisably, the major difficulty one faces is due to the
presence of errors in the reads, which may be mistaken for a SNP. Additionally,
the presence of inexact repeats in the genomes of the studied individuals, may
further harden the task. In this paper, we restrict to the case where there is
only one genomic variant for each individual (we say that the individuals are
homozygous). In this context, the issue of repeats is greatly reduced.

Ratan et al. [9] first filter the reads in order to remove the repetitive se-
quences, then create clusters of overlapping reads which they assemble using
a short read assembler. The SNPs are finally identified in the micro-assembled
regions using a combination of filters, based on the number of reads supporting
each variant or the distance of the SNP w.r.t. the end of the contig.

Unlike Ratan et al., we chose not to use an assembler, which we think can
make undesired choices as to sequence variants to remove during the assembly.
Indeed, the purpose of an assembler is not to identify SNPs but to propose one
reference sequence compatible with the data. Similar to Canon et al. [3], we work
with raw reads, but we go further than a statistical description of the reads and
propose to locally reconstruct the de Bruijn graph in order to identify SNPs. The
use of a de Bruijn graph in computational biology was introduced by Pevzner et

al. in 2001 [8] and used since then as a first step by many short read assemblers.

The key point of our method is that a SNP corresponds to a recognisable
pattern in the de Bruijn graph, which we call a mouth, each lip of the mouth
representing an individual variant of a same genomic locus.

Our aim is to directly find the mouths that may be reliably associated to a
SNP without making use of any preliminary filters that may eliminate repeats.
This is important because, although not explicitely stated, such filters seem
to strongly rely on the assumption of an approximately uniform coverage of
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each sequence position by the reads in the available data. This assumption is
usually not true. Moreover, the biases in read coverage may even vary across two
sequencing experiments of the same genomic sample. This means that filters may
remove sequences which in fact do not belong to repeats.

We thus present in this paper an algorithm which takes as input two sets of
short reads (Illumina or AB/SOLiD) and outputs candidate SNPs (i.e. mouths in
the de Bruijn graph), without performing any filtering nor using a short read as-
sembler. This is what we call a comparative micro-assembly. This method is new
as, as far as we know, no other treats data coming from distinct sequencing ex-
periments. This approach presents the interest of taking advantage of differences
in the data directly into the heart of the algorithm and not in a post-treatment
step. SNPs are thus detected on raw read data instead of on pre-assembled se-
quences. We applied our algorithm on data simulated using MetaSim [10], where
we show under which sets of parameters the method works best. We finally apply
the method to real data for Escherichia coli, for which experimentally validated
SNPs are available [2], which is very rare. We show that our method successfully
identifies the previously known SNPs, but also predicts new SNPs missed by the
conservative method used in the original publication [2].

2 Preliminaries

Sequence, k-mers, prefix, suffix. A sequence is composed by zero or more symbols
from an alphabet Σ containing |Σ| distinct characters. A sequence s of length
n on Σ is denoted also by s[0]s[1] . . . s[n − 1], where s[i] ∈ Σ for 0 ≤ i < n.
The length of s is denoted by |s|. Finally, we denote by s[i, j] the substring

s[i]s[i + 1] . . . s[j] of s. In this case, we say that the substring s[i, j] occurs at
position i in s. We call k-mer a substring of length k. If s = uv for u, v ∈ Σ∗,
we say that v is a suffix of s and that u is a prefix of s.

De Bruijn graph. Each node of a de Bruijn graph stores exactly one k-mer. An
edge connects a node n0 to a node n1 if the suffix of length k − 1 of the k-mer
corresponding to node n0 is equal to the prefix of length k − 1 of the k-mer
corresponding to node n1.

A category of de novo read-assembly methods such as SOAPdenovo [7], Eu-
ler [8] and Velvet [11] (to mention a few) uses the de Bruijn graph as a funda-
mental data structure. In a few words, reads are first divided into overlapping
k-mers, then the associated de Bruijn graph is created and finally Eulerian paths
are found in the graph for reconstructing the initial genomic sequence, or frag-
ments thereof that are as large as possible (contigs).

One of the main difficulties encountered by such methods comes from the se-
quencing errors that generate substitutions and insertions/deletions in the data
that must then be assembled. Such errors lead to loops in the de Bruijn graph
which may hinder the Eulerian path detection. A first step in such algorithms
consists thus in “cleaning the data” by removing suspicious reads and substi-
tuting suspect nucleotides. This cleaning step may be problematic when looking
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for SNPs as it may remove a significant part of them that will be mistakenly
considered as sequencing errors.

3 Comparative micro-assembly model

Our method compares reads generated by two distinct sequencing experi-
ments, and creates parts of the de Bruijn graph potentially linked to a SNP
between these two experiments, thereby detecting such SNPs.

The main idea is that the de Bruijn graph of k-mers stemming from two
sequences that contain a SNP presents a mouth shape as shown in Fig. 1. The
algorithm described in Section 4 detects and constructs such graph shapes di-
rectly from the non-assembled k-mers coming from the sets of reads of two
distinct sequencing experiments. It is important to notice that the algorithm
does not reconstruct the full de Bruijn graph but focuses only on putative SNPs
by building mouths.

Mouth model definition. In a de Bruijn graph of k-mers coming from reads
of two sequencing experiments (reads A and reads B), a mouth is composed by:

– an upper path of k overlapping k-mers {a0..ak−1} resulting from the reads
of at least set A. This path is called the upper lip of the mouth;

– a lower path of k overlapping k-mers noted {b0..bk−1} resulting from the
reads of at least set B. The ai’s and the bi’s differ by one substitution. This
path is called the lower lip of the mouth;

– a left (resp. right) node, noted c−1 (resp. ck) that corresponds to a k-mer
present in both sets A and B and is connected to both a0 and b0 (resp. ak−1

and bk−1). These k-mers are called the closing k-mers of the mouth.

Fig. 1. A SNP between two genome fragments (Seq A and Seq B) generates a mouth
shape (rightmost frame) in the de Bruijn graph of the k-mers (here k = 4) extracted
from Seq A and Seq B. It is assumed in this example that the coverage is exactly 20
(each position of each sequence is covered by 20 reads, thus each position gives rise to
20 k-mers). In the rightmost frame, the number above (resp. below) the nodes indicates
the number of occurrences in Seq A (resp. Seq B).
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Taking into account the k-mer counts. Let us first consider the case where
the sequencing is perfect: uniform coverage C and no sequencing errors nor re-
peats. In such case, all k-mers from A covering a SNP have C occurrences more
than the same k-mers from B, and vice-versa. We considered this theoretical
perfect coverage C = 20 in the example of Fig. 1. In practice, the coverage is
not uniform and the reads contain errors. The consequence is that the k-mer
count difference between experiments will not be constant along the mouth. To
account for this, we introduce a parameter called δ, which is meant to capture a
deviation from the exact case. Below, we describe the mouth model with counts.

Mouth model integrating k-mer counts. For any k-mer ω, let multA(ω) (resp.
multB(ω)) be its number of occurrences in the set of reads A (resp. B). We
define diff(ω) = multA(ω) − multB(ω). The SNP mouth model integrates the
k-mer number of occurrences as follows. A special k-mer aop called the opening

k-mer is chosen as reference (see Section 4). If aop is in the upper (resp. lower)
lip, for any k-mer ai contained in a node of the upper (resp. lower) lip, we have
diff(ai) = diff(aop)± δ while for any k-mer bi contained in a node of the lower
(resp. upper) lip, we have diff(bi) = −diff(aop)± δ. The left and right closing
k-mers c−1 and ck have no counting properties.

4 Algorithm kisSnp for mouth detection

Algorithm outline. The algorithm kisSnp takes as input two sets of reads (A
and B) coming from two distinct sequencing experiments. The output is a set
of pairs of micro-assembled sequences, each of length 2k−1, differing by exactly
one substitution located at the central position. Those correspond to putative
SNPs detected thanks to the mouth model. The algorithm is divided into three
main steps:

– For each set A and B, extract the k-mers and their reverse complement and
store them in a tree together with their number of occurrences.

– Create the mouths (detailed in Section 4.1):

• For each possible opening k-mer aop, detect all possible opposite opening
k-mers bop distant by one substitution from aop and fulfilling the counting
model.

• For each pair (aop, bop), construct the mouth by extending the k-mers to
the right and to the left with coherent k-mers (i.e. overlapping on k − 1
characters and fulfilling the counting model).

• Stop the right and left extensions once the mouth is closed or no exten-
sion can be found.

– Check that the found mouths are coherent with the reads (detailed in Sec-
tion 4.3).
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4.1 Creating the mouths

Selection of the k-mers opening the mouth. The opening k-mer aop is selected
such that max (multA(aop), multB(aop)) < max (multA(ai), multB(ai)) for any
k-mer ai 6= aop and diff(aop) 6= 0. In other words, aop is the k-mer having the
smallest number of occurrences in either set A or B (possibly zero occurrence
in one of the two sets), and is such that it occurs more in a set than in the
other, possibly due to a SNP. The rationale for choosing the k-mer with the
smallest count is to avoid choosing a k-mer involved in a repeat for opening the
mouth. The opposite opening k-mer bop is selected such that aop and bop are
distant by exactly one substitution and diff(bop) = −diff(aop)±δ. Notice that
the substitution position between the k-mers aop and bop may be anywhere. We
denote by p this substitution position (p ∈ [0, k − 1]). It is worth noticing that,
for a given opening k-mer aop, several (at most (|Σ| − 1)k) distinct k-mers bop

may satisfy these conditions. They are all iteratively tested as mouth openers.

Extending and closing the mouth. Once a pair of opening k-mers (aop, bop) is
selected, a recursive procedure extends them to the right and left with other
k-mers fulfilling the following conditions (also shown in Fig. 2). The k-mers ai+1

and bi+1 may extend ai and bi iff:

– p ≥ 0 (the closing k-mer ck has not yet been reached), and
– ai[1, k − 1] = ai+1[0, k − 2] and bi[1, k − 1] = bi+1[0, k − 2] (the new k-mers

overlap on k − 1 characters with their predecessors), and
– ai+1[k − 1] = bi+1[k − 1] (the extension is done with a same character), and
– diff(ai+1) = diff(aop) ± δ and diff(bi+1) = −diff(aop) ± δ (the counting

model is fulfilled).

Similar conditions apply to ai−1 and bi−1 for extending ai and bi on the left.
The two lips of a mouth have to be closed. A mouth can be right-closed (resp.

left-closed) if there exists a k-mer ck (resp. c−1)) whose prefix (resp. suffix) of
length k−1 is equal to the suffix (resp. prefix) of length k−1 of ak−1 (resp. a0),
by definition itself equal to the suffix (resp. prefix) of length k− 1 of bk−1 (resp.
b0). Once the mouth is right- and left- closed, the procedure stops.

Fig. 2. A mouth with k = 4. The symbol ′−′ stands for a match between two k-mers
positions while the symbol ′X ′ stands for a mismatch. The k-mer a2 is the opening
k-mer and the k-mer b2 is the opposite opening k-mer. Here, p = 1 as aop[1] 6= bop[1].
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Disabling the use of a same opening k-mer more than once Once a k-mer aop

was used for opening a mouth, it is flagged and never used anymore either as
an opening or as an extending k-mer. The underlying idea is to avoid detecting
twice the same mouth. Moreover, we can safely discard this k-mer because, since
it was the one with smallest count, it should not belong to another mouth.

4.2 Complexity

The time complexity can then be divided into two main parts as follows.

– Indexation: if N is the total number of distinct k-mers, indexing them into
a tree can be done in O(N log N) time using heap sort. This then provides
access in time O(k) to any k-mer information.

– Mouth creation: Given one opening k-mer aop, at worst k × (|Σ| − 1)
k-mers bop may fulfill the opening conditions. Any k-mer may be opening.
Thus at worst, O(N × k × |Σ|) mouth opening pairs must be tried. Given
an opening pair of k-mers aop and bop, in the worst case, for each of the
k − 1 steps of the extension, |Σ| k-mers muts be tested. Access to a k-mer
information being in time O(k), the time complexity for one mouth extension
is thus O(k|Σ|k). Thus, at worst, the time complexity for mouth finding is
O

(

N × k2 × |Σ|2k
)

.

Each k-mer being stored in O(k), the space complexity is O(Nk).

4.3 Checking for read coherence

Two k-mers are linked in the de Bruijn graph if they overlap over k-1 char-
acters, without checking whether the created k+1-mer indeed exists in the set of
reads. This may lead to false-positive results. In order to remove those k-mers, in
a post-treatment step, we check for read-coherency of the identified mouths. The
upper (resp. lower) lip of a mouth is said to be read-coherent if it is 100% covered
by reads from set A (resp. B) and, moreover, if in the upper (resp. lower) lip
the SNP position is covered by at least two distinct reads from set A (resp. B).
We keep only the mouths for which both lips are read-coherent. The rationale
for restricting to mouths covered by at least 2 reads is to minimize the number
of sequencing errors that are mistaken for SNPs. Indeed, it is unlikely that a
sequencing error occurs at the same nucleotide for 2 distinct reads, as shown in
[9].

5 Applications to simulated read data

We developed the algorithm in a program called kisSnp, coded in Java,
that was used for testing our approach. kisSnp is available for download at:
http://alcovna.genouest.org/kissnp/.

To test our approach on controlled datasets, we applied the following pro-
cedure. Given an input sequence sref , we generated a sequence ssnp such that
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sref and ssnp differ by
⌊

|sref |
1000

⌋

substitutions, each considered as a SNP. The av-

erage distance between two virtual SNPs is then 1000 nucleotides, in agreement
with [4]. The substitutions are randomly distributed over ssnp, and each substi-
tution is introduced following the transition/transversion probabilistic model [5].

The sequence sref and ssnp are then virtually sequenced into a set of reads
rref and rsnp using the MetaSim [10] program. Among other parameters, MetaSim

enables to tune the sequencing errors model as well as the average coverage. In
all our experiments, we generated reads of length 62, in agreement with the
Illumina technology. kisSnp is then tested using sets rref and rsnp.

5.1 Finding the SNPs

Human chrX portion We extensively tested the parameters of kisSnp on a
small portion of the human chromosome X of length 137897 bp, corresponding to
a kinesin family member 4A (KIF4A). We applied MetaSim to the pair sref , ssnp

distant by 137 simulated SNPs with i) no sequencing errors (Fig. 3(a)) and ii)
errors following an empirical Illumina error model (Jean Marc Aury, Genoscope,
personal communication – Fig. 3(b) and (c)).

One may start by observing that the quality of the results is relatively robust
to the choice of parameters. With a good coverage (> 4x), large distinct sets
of parameters thus enable to find almost all SNPs with no false positives. The
main lessons learnt about such parameters from these results are the following:

– The δ value has not a strong influence for δ ≥ 20 (Fig. 3(b) vs Fig. 3(c)).
However, for smaller values of δ (data not shown), the specificity decreases
rapidly due to sequencing errors and a non uniform coverage.

– As expected, for small values of k (≤ 20), false positives are found. For
larger values of k (say, ≥ 30), less SNPs are found as more k-mers involve
sequencing errors and/or more positions are not covered by any k-mer.

Concerning the data, coverage is of major importance as a small coverage
leads to lower sensitivity (in each case, the lower the coverage, the less sensitive is
kisSnp). Illumina sequencing errors have a small influence on the results (Fig. 3(a)
vs Fig. 3(b)). One important message is that, using k = 25 and δ ≥ 20, all
experiments obtained 100% specificity (no false positives) for various values of
sensitivity, the latter depending in particular on the coverage.

Neisseria meningitidis strain MC58 One main limitation of our mouth
model could be the presence of repeats in the genomes considered. To measure
the effect of repeats on the performance of kisSnp, we performed experiments on
the bacterium Neisseria meningitidis (strain MC58) of length 2.27 Mbp. The
size of the repeated elements in this genome range from 10 bases to more than
2000 bases, and their number may reach more than 200 copies. We performed
tests on the original MC58 sequence introducing 2272 SNPs and simulating reads
using MetaSim with an Illumina error model. Moreover, we performed exactly
the same tests on a randomised sequence obtained from the MC58 sequence
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(a) δ = 20, exact

(b) δ = 20, Illumina (c) δ = 40, Illumina

Fig. 3. Number of SNPs (read-coherent mouths) found by kisSnp. Fragment of the
human chromosome X, 137 SNPs to find (symbolised by the horizontal line). The
“n×” values indicate the coverage used while simulating the reads.

(same length and nucleotide frequencies, distribution of nucleotides following a
Bernoulli model). Results for both MC58 and the randomised MC58 are pre-
sented in Fig. 4.

One may observe that even on a difficult dataset like MC58, a large part of
the SNPs are identified (26%, 86% and 97% respectively with coverage 4x, 10x,
and 20x with k = 20). Another important remark is that the difference between
the results obtained on MC58 and the randomised MC58 is small, showing that
the algorithm is robust to repeats.

5.2 Execution time

The kisSnp program, coded in Java, is a prototype and is not yet time opti-
mised. The performance results below enable only to give an idea of the evolution
of the running time with different parameters. All tests were done on a DELL
laptop, quad-core 2.67GHz with 4Gb memory running under Fedora Core 12.

We started by testing on the human KIF4A dataset (simulating reads with
an Illumina error model), the influence of the δ parameter on the execution time.
We observed (data not shown) that this has no influence whatsoever for δ ≥ 20.
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Fig. 4. Results on MC58 and the randomised MC58 sets while looking for 2272 SNPs
(horizontal line) with δ = 20. The “n×” values indicate the coverage used while simu-
lating the reads, “rand.” stands for results on the randomised MC58 set.

On the same dataset, we fixed δ = 30 and checked the execution time for
values of k varying from 0 to 40. The results, presented in Fig. 5, show that two
phases may be distinguished. For k from 0 to 6, we observe an exponential time
growth that is in agreement with the theoretical complexity. During this phase,
the worst-case behaviour is reached, each mouth extension tests |Σ|k lips. The
second phase is observed for bigger values of k, when a large number of possible
k-mers are no longer present in the data, thus limiting the number of tested lips
extensions. This greatly reduces the execution time, which starts decreasing for
k ≥ 25 as less and less mouths are successfully created.

The execution time also highly depends on the number N of distinct k-mers
we have to deal with. We thus performed experiments on random sequences of
growing size. The results are presented in Fig. 6. The execution time grows lin-
early with N while N remains below a threshold of around 15 million reads.
Above this threshold, one observes an exponential growth that could be ex-
plained by the fact that the kisSnp prototype uses a hash table instead of a tree
for storing and accessing the k-mers information. With a large number of k-mers,
the hash table load factor becomes higher than 0.75 increasing the lookup cost,
because of an important number of collisions.

6 Applications to real read data

To test our approach on a real dataset now, we used raw reads from the
Escherichia coli Long-term Experimental Evolution Project [1] whose purpose
was to grow Escherichia coli during more than 20 years, conserving a sample
each 500 generations. The SNPs found over these generations are listed in the
Barrick et. al paper [2]. An Illumina 1G platform was used for sequencing the
samples with reads of length 36 and a high coverage (50x). We focused our
attention on the raw reads from the first generation sample, and those from the
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Fig. 5. Influence of k on the execution time.
Data: set KIF4A (described Section 5.1),
δ = 30.

Fig. 6. Execution time with respect to the
number N of distinct k-mers of length k =
25, with δ = 20, Bernoulli random se-
quences.

20.000th generation sample. The existence of experimentally validated SNPs is
very rare which is the main reason that led us to work on this dataset, for which
true positives are known.

Using a custom-made computational pipeline called BRESEQ, Barrick et.

al identified 28 SNPs by mapping these two generations of reads against the
reference genome CP000819. These 28 SNPs were then experimentally validated.

We used kisSnp for comparing these two sets of reads, forgetting the reference
genome. Using as parameters k = 26 and δ = 20, 88 SNPs were found. Of these,
27 of the 28 SNPs found by Barrick et. al were also identified by us, giving a
sensitivity of 96%. Our kisSnp method missed one SNP, located position 430835.

To evaluate the potential interest of the remaining 61 SNPs we identified,
we mapped them against the reference genome using Maq [6]. Among the 61, 43
correspond to a SNP structure not detected in the Barrick et. al project: the two
lips map at the same position with one substitution in the 20.000th generation
sequence. The remaining 18 correspond to suspicious SNPs. Indeed, the two lips
do not map to the same position in the genome. Without experimental validation,
one however cannot conclude on those 61 detected putative SNPs.

The results obtained with kisSnp are very good on this real dataset, as without
a reference genome it was able to find back 27 of the 28 experimentally verified
SNPs, and 41 additional ones that correspond to real SNP structures.

7 Conclusion and future work

We proposed an algorithm for comparing the raw outputs of short reads
experiments, typically Illumina ones, with the purpose of finding SNPs between
individuals of a same species. This is of particular interest for quickly designing
genomic tags without waiting and/or paying for a full genome assembly.

Preliminary results on both simulated and real experimental data are partic-
ularly promising. In both cases, kisSnp identifies the SNPs, while not being too
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sensitive to the parameters used. On a real dataset, kisSnp enabled to find 96%
of the SNPs initially detected by mapping to the reference genome. In addition,
we propose new SNPs, which could be tested experimentally.

There is clearly room for improvement. For now, the method does not handle
heterozygous SNPs, does not take sequencing qualities into account and is limited
to pairwise comparison while sets of more than two individuals may be compared.
More generally, the three challenges of SNP identification are that the reads
contain errors, the genome contains repeats and the read coverage is not uniform.
This last item is usually disregarded whereas we notice that it has a significant
impact on the results. We expect that several algorithms in the area of NGS
bioinformatics could be improved by taking this observation into account.
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Abstract

Background: In this paper, we address the problem of identifying and quantifying polymorphisms in RNA-seq
data when no reference genome is available, without assembling the full transcripts. Based on the fundamental
idea that each polymorphism corresponds to a recognisable pattern in a De Bruijn graph constructed from the
RNA-seq reads, we propose a general model for all polymorphisms in such graphs. We then introduce an exact
algorithm, called KISSPLICE, to extract alternative splicing events.

Results: We show that KISSPLICE enables to identify more correct events than general purpose transcriptome
assemblers. Additionally, on a 71 M reads dataset from human brain and liver tissues, KISSPLICE identified 3497
alternative splicing events, out of which 56% are not present in the annotations, which confirms recent estimates
showing that the complexity of alternative splicing has been largely underestimated so far.

Conclusions: We propose new models and algorithms for the detection of polymorphism in RNA-seq data. This
opens the way to a new kind of studies on large HTS RNA-seq datasets, where the focus is not the global
reconstruction of full-length transcripts, but local assembly of polymorphic regions. KISSPLICE is available for
download at http://alcovna.genouest.org/kissplice/.

Background
Thanks to recent technological advances, sequencing is
no longer restricted to genomes and can now be applied
to many new areas, including the study of gene expres-
sion and splicing. The so-called RNA-seq protocol con-
sists in applying fragmentation and reverse transcription
to a RNA sample followed by sequencing the ends of
the resulting cDNA fragments. The short sequencing
reads then need to be reassembled in order to get back
to the initial RNA molecules. A lot of effort has been
put on this assembly task [2], whether in the presence
or in the absence of a reference genome but the general
goal of identifying and quantifying all RNA molecules
initially present in the sample remains hard to reach.

The main challenge is certainly that reads are short, and
can therefore be ambiguously assigned to multiple tran-
scripts. In particular, in the case of alternative splicing
(AS for short), reads stemming from constitutive exons
can be assigned to any alternative transcript containing
this exon. Finding the correct transcript is often not
possible given the data we have, and any choice will be
arguable. As pointed out in Martin and Wang’s review
[2], reference-based and de novo assemblers each have
their own limitations. Reference-based assemblers
depend on the quality of the reference while only a
small number of species currently have a high-quality
reference genome available. De novo assemblers imple-
ment reconstruction heuristics which may lead them to
miss infrequent alternative transcripts while highly simi-
lar transcripts are likely to be assembled into a single
transcript. We argue here that it is not always necessary
to aim at the difficult goal of assembling full-length
molecules. Instead, identifying the variable parts
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between molecules (polymorphic regions) is already very
valuable and does not require to solve the problem of
assigning a constitutive read to the correct transcript.
We therefore focus in this paper on the simpler task of
identifying polymorphisms in RNA-seq data. Three
kinds of polymorphisms have to be considered: i) AS
(alternative splicing) that produces several alternative
transcripts for a same gene, ii) SNPs (single nucleotide
polymorphism) that may also produce several transcripts
for a same gene whenever they affect transcribed
regions, and iii) approximate tandem repeats which
affect the number of copies of tandem repeats. Our con-
tribution in this paper is double: we first give a general
model which captures these three types of polymorph-
ism by linking them to characteristic structural patterns
called “bubbles” in the De Bruijn graph (DBG for short)
built from a set of RNA-seq reads, and second, we pro-
pose a method dedicated to the problem of identifying
AS events in a DBG, including read-coverage quantifica-
tion. We notice here that only splicing events but not
transcriptional events, such as alternative start and poly-
adenylation sites, are covered by our method.
The identification of bubbles or bulges in DBG has

been studied before in the context of genome assembly
[3-5]. However, the purpose in these works was not to
enumerate these patterns, but “only” to remove them
from the graph. Additionally, since in these applications,
the patterns correspond to SNPs and sequencing errors,
the authors only considered paths of length smaller than
a constant.
More recently, ad-hoc enumeration methods have

been proposed but are restricted to non-branching bub-
bles [6], i.e., each vertex from the bubble has in-degree
and out-degree 1, except for the extremities of the
bubble.
Extracting AS events from a splicing graph has been

studied before [7] but a significant difference between
splicing graphs and De Bruijn graphs is that in the for-
mer, nodes are genomically ordered (through the use of
a reference annotated genome) therefore leading to a
DAG, whereas DBGs are general graphs, that further-
more do not require any additional information to be
built.
When no reference genome is available, efforts have

focused on assembling the full-length RNA molecules,
not the variable parts which are our interest here. Most
RNA-seq assemblers [8-10] do rely on the use of a
DBG, but, since the primary goal of an assembler is to
produce the longest contigs, heuristics are applied, such
as tip or bubble removal, in order to linearise the graph.
The application of such heuristics results in a loss of
information which may in fact be crucial if the goal is
to study polymorphism.

To our knowledge, this work is the first attempt to
characterise polymorphism in RNA-seq data without
assembling full-length transcripts. We stress that it is
not a general purpose transcriptome assembler and
when we benchmark it against such methods, we only
focus on the specific task of AS event calling. Finally,
our method can be used with a single or multiple RNA-
seq experiments and our quantification module outputs
a coverage (reads per nt) for both the shorter and the
longer isoform(s) of each AS event, in each experiment.
The paper is organised as follows. We first present the

model (Section “De-Bruijn graph models“) linking struc-
tures of the DBG for a set of RNA-seq reads to poly-
morphism, and then introduce a method, that we call
KISSPLICE, for identifying DBG structures associated
with AS events (Section “The KISSPLICEalgorithm“).
We show in Section “Results“ the results of using KISS-
PLICE compared with other methods on simulated and
real data.

Methods
De-Bruijn graph models
De-Bruijn graph
DBGs were first used in the context of genome assembly
in 2001 by Pevzner et al. [11]. In 2007, Medvedev et al.
[12] modified the definition to better model DNA as a
double stranded molecule. In such a context, a DBG is a
bidirected multigraph, each node N storing a sequence w
and its reverse complement w̄ . The sequence w, denoted
by F(N), is the forward sequence of N, while w̄ , denoted
by R(N), is the reverse complement sequence of N. An
arc exists from node N1 to node N2 if the suffix of length
k - 1 of F(N1) or R(N1) overlaps perfectly with the prefix
of F(N2) or R(N2). Each arc is labelled with a string in
{FF, RR, FR, RF}. The first letter of the arc label indicates
which of F(N1) or R(N1) overlaps F(N2) or R(N2), this lat-
ter choice being indicated by the second letter. Because
of reverse complements, there is an even number of arcs
in the DBG: if there is an arc from N1 to N2 then, neces-
sarily, there is an arc from N2 to N1 (e.g. if the first arc
has label FF then the second has label RR). Examples of
DBGs are presented in Figure 1.
Definition 1 (Valid path) The traversal of a node is
said to be valid if the rightmost label (F or R) of the arc
entering the node is equal to the leftmost label of the arc
leaving the node.
A path in the graph is valid if for each node involved

in the path, its traversal is valid, that is, each pair of
adjacent arcs in the path are labelled, respectively, XY
and Y Z with X, Y, Z Î {R, F}.
For instance, for any graph shown in Figure 1, the

path starting from the leftmost encircled node, going by
the upper path to the rightmost encircled node is valid.
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A DBG can be compressed without loss of information
by merging simple nodes. A simple node denotes a node
linked to at most two other nodes. Two adjacent simple
nodes are merged into one by removing the redundant
information. A valid path composed by i > 1 simple
nodes is compressed into one node storing a sequence
of length k + (i - 1) as each node adds one new charac-
ter to the first node. Figure 1.a represents the com-
pressed DBG shown in Figure 1.a0. In the remaining of
the paper, we denote by cDBG a compressed DBG.
Bubble patterns in the cDBG
Polymorphisms (i.e. variable parts) in a transcriptome or
a genome, correspond to recognisable patterns in the
cDBG, which we call a bubble. Intuitively, the variable
parts will correspond to alternative paths and the com-
mon parts will correspond to the beginning and end
points of these paths. We now formally define the
notion of bubble, taking carefully into account the bi-
directed and arc labeled nature of the cDBG.
Definition 2 (Node switching with respect to a path) A
node is switching with respect to a path if this path is
invalid during the traversal of this node.
Definition 3 (Bubble) In the cDBG, a bubble is a simple
cycle involving at least three distinct nodes such that
exactly two nodes SNleft and SNright are switching w.r.t.
the path of the cycle. By definition, two valid paths exist
between these two switching nodes. In the remaining of
the paper, we refer to these two paths as the paths of the
bubble. If they differ in length, we refer to, respectively,
the longer and the shorter path of the bubble.
Figure 1 presents four bubbles. For each one, their

switching nodes are encircled in blue.
In general, any process generating patterns asb and

as’b in the sequences, with a, b, s, s’ Î Σ*, |a| ≥ k, |b|
≥ k and s and s’ not sharing any k-mer, creates a bub-
ble in the cDBG. Indeed, all k-mers entirely contained
in a (resp. b) compose the node SNleft (resp. SNright).

Since |a| ≥ k and s ≠ s’, there is at least one pair of k-
mers, one in as and the other in as’, sharing the k - 1
prefix and differing by the last letter, thus creating a
branch in SNleft from which the two paths in the bub-
ble diverge. The same applies for sb, s’b and SNright,
where the paths merge again. All k-mers contained in
s (resp. s’) and in the junctions as and sb (resp. as’ and
s’b) compose the paths of the bubble. In the case of
AS events and approximate tandem repeats, s is empty
and the shorter path is composed of k-mers covering
the junction ab.
This model is general as it captures SNPs, approxi-

mate tandem repeats and AS events, as shown in Figure
1. The main focus of the algorithm we present in this
paper is the detection of bubbles generated by AS
events.
Bubbles generated by AS events
A single gene may give rise to multiple alternative spli-
ceforms through the process of AS. Alternative splice-
forms differ locally from each other by the inclusion or
exclusion of subsequences. These subsequences may
correspond to exons (exon skipping), exon fragments
(alternative donor or acceptor sites) or introns (intron
retention) as shown in Figure 2. Observe that alternative
start and polyadenylation sites, which are not considered
as AS events but as transcriptional events, are not taken
into account in this work. A splicing event corresponds
to a local variation between two alternative transcripts.
It is characterised by two common sites (called a and b
in the examples given in Figure 2) and a variable part
(called s Figure 2). In the cDBG, the common sites cor-
respond to the switching nodes and the variable part to
the longer path. As there are k - 1 k-mers at the junc-
tion between the two common sites a.b, the shorter
path is composed of at most k - 1 k-mers, i.e. represents
a path of length at most 2k - 2 in the cDBG. An exam-
ple is given in Figure 1.b.

Figure 1 De Bruin graphs. Part of non-compressed (a0) and compressed (a, b, c) de Bruijn graphs (k = 5). Each node contains a word (upper
text of each node) and its reverse complement (lower text of each node). In the uncompressed graph, the word is a k-mer. Encircled nodes are
switching with respect to red paths (pointed out by red arrows). (a0, a) Bubble due to a substitution (red letter). Starting from the forward
strand in the leftmost (switching) node would generate the sequences CATCT A CGCAG (upper path) and CATCT C CGCAG (lower path). (b)
Bubble due to the skipped exon GCTCG (blue sequence). This bubble is generated by the sequences CATCT ACGCA and CATCT GCTCG ACGCA.
(c) Bubble due to an inexact tandem repeat. This bubble is generated by the sequences CATCT TAGGA and CATCT CATCA TAGGA, where
CATCT CATCA is an inexact tandem repeat.
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The shorter path of a bubble generated by an AS
event has length exactly 2k - 2 iff (i) the last nucleotide
(nt for short) of the variable part is distinct from the
last nt of the left switching node, and (ii) the first nt of
the variable part is distinct from the first nt of the right
switching node. Otherwise, the two alternative paths
join (case (i)) or diverge (case (ii)) earlier and the
shorter path may be smaller. In human, 99% of the
annotated exon skipping events yield a bubble with a
shorter path length between 2k - 8 and 2k - 2.
Bubbles generated by SNPs and approximate tandem
repeats
Polymorphism at the genomic level will necessarily also be
present at the transcriptomic level whenever it affects
transcribed regions. Two major kinds of polymorphism
can be observed at the genomic level: SNPs and approxi-
mate tandem repeats. As shown in Figure 1, these two
types of polymorphism also generate bubbles in the cDBG.
However, these bubbles have characteristics which

enable to differentiate them from bubbles generated by
AS events. Indeed, bubbles generated by SNPs exhibit
two paths of length exactly 2k - 1, which is larger than
2k - 2, the maximum size of the shorter path in a bub-
ble generated by an AS event.
Approximate tandem repeats may generate bubbles

with a similar path length as bubbles generated by spli-
cing events, but the sequences of the paths exhibit a
clear pattern which can be easily identified: the longer

path contains an inexact repeat. More precisely, as out-
lined in Figure 1.c, it is sufficient to compare the shorter
path with one of the ends of the longer path.
Finally, genomic insertions or deletions (indels for

short) may also generate bubbles with similar path
lengths as bubbles generated by splicing events. In this
case, the difference of length between the two paths is
usually smaller (less than 3 nt for 85% of indels in
human transcribed regions [13] whereas it is more than
3 nt for 99% of AS events). In our method, when the
difference of path lengths is strictly below 3, we classify
the bubble as an indel. Otherwise, we do not decide,
which means that a fraction of the bubbles we report as
AS events will correspond to indels. Note that this clas-
sification is a simple suggestion. We encourage users to
affine results by considering species specificity and by
applying coverage criterion.
In the following, we focus on bubbles generated by AS

events. We do provide as a collateral result three addi-
tional collections of bubbles: one corresponding to puta-
tive SNPs, one to short indels, and one to putative
approximate tandem repeats. The post-treatment of
these collections to discard false positives caused by
sequencing errors is beyond the scope of this paper.

The KISSPLICE algorithm
The KISSPLICE algorithm detects in the cDBG all the
bubble patterns generated by AS events, i.e. the bubbles

Figure 2 AS events generating a bubble in the DBG. All these events create a bubble in the DBG or cDBG, in which the shorter path is
composed by k-mers covering the ab junction. This path, composed by k - 1 nodes in the DBG, is compressed into a sequence of length 2k - 2
in the cDBG (Figure 1.b).
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having a shorter path of length at most 2k - 2. Essen-
tially, the algorithm enumerates all the cycles verifying
the two following criteria: i) the path obtained by fol-
lowing all the nodes of the cycle contains exactly two
nodes that are switching for this path, and ii) the length
of the shorter path linking the two switching nodes
must be no longer than 2k - 2. Further criteria are
applied to make the algorithm more efficient without
loss of information, and to eliminate polymorphism
events that do not correspond to AS. Since the number
of cycles in a graph may be exponential with the size of
the graph, the naive approach of enumerating all cycles
of the cDBG and verifying which of them satisfy our
conditions is only viable for very small cases.
Nonetheless, KISSPLICE is able to enumerate a poten-

tially exponential number of bubbles for real-sized data
in very reasonable time and memory. This is in part due
to the fact that, previous to cycle enumeration, the
graph is pre-processed in a way that, along with the
pruning criteria of Step 4 (see below), is responsible for
a good performance in practice.
KISSPLICE is indeed composed of six main steps

which are described next. The pre-processing just men-
tioned corresponds to Step 2. As far as we know, it is
the first time it is used in conjunction with cycle
enumeration.
Step 1. Construction of the cDBG of the reads of one

or several RNA-seq experiments. Each node contains
the coverage of the corresponding k-mer in each experi-
ment. In order to get rid of most of the sequencing
errors, nodes with a minimal coverage of 1 may be
removed.
Step 2. Biconnected component (BCC for short)

decomposition. A connected undirected graph is bicon-
nected if it remains connected after the removal of any
vertex. A BCC of an undirected graph is a maximal
biconnected subgraph. Moreover, it is possible to show
that the BCCs of an undirected graph form a partition
of the edges with two important properties: every cycle
is contained in exactly one BCC, and every edge not
contained in a cycle forms a singleton BCC. Applying
on the underlying undirected graph of the cDBG Tar-
jan’s lowpoint method [14] which performs a modified
depth-first search traversal of the graph, Step 2 detects
all BCCs, and discards all singleton ones that could not
contain any bubble. Without modifying the results, this
considerably reduces the memory footprint and the
computation time of the whole process. To give an idea
of the effectiveness of this step, the cDBG of a 5 M
dataset had 1.7 M nodes, but the largest BCC only 2961
nodes.
Step 3. Four-nodes compression. Single substitution

events (SNPs, sequencing errors) generate a large num-
ber of cycles themselves included into bigger ones,

creating a combinatorial explosion of the number of
possible bubbles. This step of KISSPLICE detects and
compresses all bubbles composed by just four nodes:
two switching nodes and two non-branching internal
nodes each storing equal length sequences differing by
just one position. Figure 1.a shows an example of a
four-nodes bubble. Four-nodes bubbles are output as
potential SNPs and then reduced to a three-nodes path.
The two non-branching internal nodes are merged into
one, storing a consensus sequence where the unique
substitution is replaced by N.
Step 4. Bubbles enumeration. The cycles are detected

in the cDBG using a backtracking procedure [15] aug-
mented with two pruning criteria. The exploration of
one cycle is stopped if the path contains more than two
nodes that are switching relative to the path that is
being followed, or the length of the shorter path is big-
ger than 2k - 2. This approach has the same theoretical
time complexity of Tiernan’s algorithm for cycle enu-
meration [15], which is worse than Tarjan’s [16] polyno-
mial delay algorithm but it appears to be not immediate
how to use the pruning criteria with the latter while
preserving its theoretical complexity. We however were
able to show that in practice, the pruning criteria are
very effective for the type of instances we are dealing
with. Indeed, we compared the three following imple-
mentations on a 1 M reads dataset: i) Tiernan ii) Tarjan
iii) Tiernan with prunings (our method). The results
clearly showed that, while Tarjan (22 min) outperforms
Tiernan (32 min), both are clearly outperformed when
the prunings are used (4 s).
Step 5. Results filtration and classification. The two

paths of each bubble are aligned. If the whole of the
shorter path aligns with high similarity to the longer
path, we decide that the bubble is due to an approxi-
mate tandem repeat (see Section “Bubbles generated by
SNPs and approximate tandem repeats“). After this
alignment, a bubble is classified either as an AS event,
an approximate tandem repeat, or a small indel (less
than 3 nt).
Step 6. Read coherence and coverage computation.

Reads from each input dataset are mapped to each path
of the bubble. If at least one nucleotide of a path is cov-
ered by no read, the bubble is said to be not read-coher-
ent and is discarded. The coverage of each position of
the bubble corresponds to the number of reads overlap-
ping this position. Border effects are handled in the fol-
lowing way: reads mapping to the extremity of a path
with less than k bases are discarded. This results in a
systematic under-estimation of the coverage of the
extremities of the path. Under a simple assumption of
locally uniform coverage, this can be counter-balanced
by multiplying the coverage of each of the k - 1 external
positions by a correction factor of L

L−i , with L the read
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size and i the distance to the first non biased position.
This correction is possible because the paths considered
correspond to internal transcript sequences, not to a
transcription start or end.

Results
Simulated data
In order to assess the sensitivity and specificity of our
approach, we simulated the sequencing of genes for
which we are able to control the number of alternative
transcripts. We show that the method is indeed able to
recover AS events whenever the alternative transcripts
are sufficiently expressed. For our sensitivity tests, we
used simulated RNA-seq single end reads (75 bp) with
sequencing errors. We first tested a pair of transcripts
with a 200 nt skipped exon. Simulated reads were
obtained with MetaSim [17] which is a reference soft-
ware for simulating sequencing experiments. As in real
experiments, it produces heterogeneous coverage and
authorises to use realistic error models.
In order to find the minimum coverage for which we

are able to work, we created datasets for several cov-
erages (from 4× to 20×, which corresponds to 60 to 300
Reads Per Kilobase or RPK for short), with 3 repetitions
for each coverage, and tested them with different values
of k (k = 13, ...41). The purpose of using 3 repetitions
for each coverage was to obtain results which did not
depend on irreproducible coverage biases. For coverages
below 8× (120 RPK), KISSPLICE found the correct
event in some but not all of the 3 tested samples. The
failure to detect the event was due to the heterogenous
and thus locally very low coverage around the skipped
exon, e.g. some nt were not covered by any read or the
overlap between the reads was smaller than k-1. Above
8× (120 RPK), KISSPLICE detected the correct exon
skipping event in all samples.
For each successful test, there was a maximal value

kmax for k above which the event was not found, and a
minimal value kmin below which KISSPLICE also
reported false positive events. Indeed, if k is too small,
then the pattern ab, as ‘b, with |a| ≥ k, |b| ≥ k is more
likely to occur by chance in the transcripts, therefore
generating a bubble in the DBG. Between these two
thresholds, KISSPLICE found only one event: the correct
one. The values of kmin and kmax are clearly dependent
on the coverage of the gene. At 8× (120 RPK), the 200
nucleotides exon was found between kmin = 17 and kmax

= 29. At 20× (300 RPK), it was found for kmin = 17 and
kmax = 39. We performed similar tests on other datasets,
varying the length of the skipped exon. As expected, if
the skipped exon is shorter (longer), KISSPLICE needed
a lower (higher) coverage to recover it.
Since KISSPLICE is, to our knowledge, the first

method able to call AS events without a reference

genome, it cannot be easily benchmarked against other
programs. Here, we compare it to a general purpose
transcriptome assembler, Trinity [8]. Both methods are
compared only on the specific task of AS event calling.
The current version of Trinity being restricted to a fixed
value of k = 25, we systematically verified that this value
was included in [kmin, kmax].
We found out that Trinity was able to recover the AS

event in all 3 samples only when the coverage was
above 18× (270 RPK), which clearly shows that KISS-
PLICE is more sensitive for this task. This can be
explained by the fact that TRINITY uses heuristics
which consist in discarding a k-mer in the DBG when-
ever it is 20 times less frequent than an alternative k-
mer branching at the same location in the DBG.
All these results were obtained using a minimal k-mer

coverage (mkC for short) of 1. We also tested with mkC
= 2 (i.e. k-mers present only once in the dataset are dis-
carded), leading to the same main behaviour. We
noticed however a loss in sensitivity for both methods,
but a significant gain in the running time. KISSPLICE
found the event in all 3 samples for a coverage of 12×
(180 RPK) which remains better than the sensitivity of
Trinity for mkC = 1.

Real data
We further tested our method on RNA-seq data from
human. Even though we do not use any reference gen-
ome in our method, we applied it to cases where an
annotated reference genome is indeed available in order
to be able to assess if our predictions are correct.
We ran KISSPLICE with k = 25 and mkC = 2 on a

dataset which consists of 32 M reads from human brain
and 39 M reads from liver from the Illumina Body Map
2.0 Project (downloaded from the Sequence Read
Archive, accession number ERP000546). As in all DBG-
based assemblers, the most memory consuming step
was the DBG construction which we performed on a
cluster. The memory requirement is directly dependent
on the number of unique k-mers in the dataset. Despite
the fact that we do not use any heuristic to discard k-
mers from our index, our memory performances are
very similar to the ones of Inchworm, the first step of
Trinity, as indicated in Figure 3. In addition, for the spe-
cific task of calling AS events, KISSPLICE is faster than
TRINITY as shown in Figure 4.
KISSPLICE identified 5923 biconnected components

which contained at least one bubble, 664 of which con-
sisted of bubbles generated by approximate tandem
repeats and 1160 which consisted of bubbles generated
by short indels (less than 3 nt). Noticeably, the BCCs
which generated most cycles and were most time con-
suming were associated to approximate tandem repeats.
As these bubbles are not of interest for KISSPLICE, this
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observation prompted us to introduce an additional
parameter in KISSPLICE to stop the computation in a
BCC if the number of cycles being enumerated reaches
a threshold. This enabled us to have a significant gain of
time. We however advise not to use this threshold if the
purpose is to identify AS events associated to approxi-
mate tandem repeats, which we did not address here.
Out of the 4099 remaining BCCs, we found that 3657

were read-coherent (i.e. each nucleotide is covered by at
least one read) and we next focused on this set. For
each of the 3657 cases, we tried to align the two paths
of each bubble to the reference genome using Blat [18].
If the two paths align with the same initial and final
coordinates, then we consider that the bubble is a real
AS event. If they align with different initial and final
coordinates, then we consider that it is a false positive.
Out of the 3657 BCCs, 3497 (95%) corresponded to real
AS events, while the remaining corresponded to false
positives. A first inspection of these false positives led to
the conclusion that the majority of them correspond to
chimeric transcripts. Indeed, the shorter path and the
longer path both map in two blocks within the same

gene, but the second block is either upstream of the
first block, or on the reverse strand, in both cases con-
tradicting the annotations and therefore suggesting that
the transcripts are chimeric and could have been gener-
ated by a genomic rearrangement or a trans-splicing
mechanism.
For each of the 3497 real cases, we further tried to

establish if they corresponded to annotated splicing
events. We therefore first computed all annotated AS
events using AStalavista [19] and the UCSC Known
Genes annotation [20]. Then, for each aligned bubble,
we checked if the coordinates of the aligned blocks
matched the splice sites of the annotated AS events. If
the answer was positive, then we considered that the AS
event we found was known, otherwise we considered it
was novel. Out of a total of 3497 cases, we find that
only 1538 are known while 1959 are novel. This clearly
shows that current annotations largely underestimate
the number of alternative transcripts per multi-exon
genes as was also reported recently [1].
Additionally, we noticed that 719 BCCs contained

more than one AS event, which all mapped to the same

Figure 3 Memory usage. Memory usage of KISSPLICE and Inchworm as a function of input size.
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gene. This corresponds to complex splicing events
which involve more than 2 transcripts. Such events have
been described in Sammeth et al. [7]. Their existence
suggests that more complex models could be established
to characterise them as one single event, and not as a
collection of simple pairwise events. An example of
novel complex AS event is given in Figure 5.
We also found the case where the same AS event

maps to multiple locations on the reference genome
(423 cases). We think these correspond to families of
paralogous genes, which are “collectively” alternatively
spliced. We were able to verify this hypothesis on all
tested instances. In this case, we are unable to decide
which of the genes of the family are producing the alter-
native transcripts, but we do detect an AS event.

Characterisation of novel AS events
In order to further characterise the 1959 novel AS events
we found, we compared them with annotated events con-
sidering their abundance, length of the variable region and
use of splice sites. For each AS event, we have 4 abun-
dances, one for each spliceform (i.e. path of the bubble),

and one for each condition. We computed the abundance
of an event as the abundance of the minor spliceform. As
outlined in Figure 6, we show that novel events are less
abundant than annotated events. This in itself could be
one of the reasons why they had not been annotated so
far. Interestingly, we also found that while annotated
events are clearly more expressed in brain than liver (med-
ian coverage of 3.4 Vs 1.2), this trend was weaker for novel
events (2.4 Vs 1.2). This may reflect the fact that, since tis-
sue-specific splicing in brain has been intensely studied,
annotations may be biased in their favour.
We then computed the length of each event as the

difference of the length between the two paths of the
bubble. We found that for annotated events, there is a
clear preference (59%) for lengths that are a multiple of
3, which is expected if the event affects a coding region.
However, although still very different from random, this
preference is less strong for novel events (45%), which,
in addition are particularly enriched in short lengths as
shown in Figure 7.
Finally, we computed the splice sites of annotated and

novel events, and we found that a vast majority (99.5%)

Figure 4 Time performances. Time performances of KISSPLICE and TRINITY as a function of input size.
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of known events exhibit canonical splice sites, while this
is again less strong for novel events (75.3%). Out of the
non canonical cases, 13 correspond to U12 introns, but
most correspond to short events.
Altogether, while we cannot discard that short non

canonical events do occur and have been under-anno-
tated so far, we think that the observations we make on
the length and splice site features can be explained by
the presence of genomic indels in our results. We had

indeed already stated in Section “De-Bruijn graph mod-
els“ that while most annotated genomic indels are below
3 nt, some may still be above. In practice, if the purpose
is to strictly study AS events and not indels, then we
recommend to focus on events longer than 10 nt, which
have canonical splice sites in 95.2% of the cases. More
generally, we wish to stress that this confusion between
genomic indels and AS events is currently being made
by all transcriptome assemblers.

Figure 5 Complex AS event. BCC corresponding to a novel complex AS event. The intermediate annotated exon is either present, partially
present, or skipped. (a) The annotations (blue track) report only the version where it is present while black tracks report all events found by
KISSPLICE. (b) The cDBG associated to this complex event where the junction nodes are composed by 2k - 2 nucleotides.

Figure 6 Event abundances. Abundance of known and novel events.
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Comparison with Trinity
Finally, in order to further discuss the sensitivity of our
method on real data, we compared our results with TRI-
NITY. Although TRINITY is not tailored to find AS
events, we managed to retrieve this information from
the output. Whenever TRINITY found several alterna-
tive transcripts for one gene, we selected this gene. We
further focused on cases which contained a cycle in the
splicing graph reconstructed from this gene and we
compared them with the events found by KISSPLICE.
Whenever we found that both the longer and the
shorter path of a bubble were mapping to the tran-
scripts of a TRINITY gene, we decided that both meth-
ods had found the same event. In total, KISSPLICE
found 4099 cases, TRINITY found 1123 out of which
553 were common. While the sensitivity is overall larger
for KISSPLICE, we see that 570 cases are found by Tri-
nity and not by KISSPLICE. We then mapped these
transcripts to the human genome using blat. In many
instances (348 cases), the transcripts did not align on
their entire length, or to different chromosomes,

indicating that they corresponded to chimeras. A first
inspection of the remaining 222 cases revealed that they
correspond to the complex BCCs we chose to neglect at
an early stage of the computation, because they contain
a very large number of approximate tandem repeats. A
first simple way to deal with this issue is to increase the
value of k. The effect of this is to break the large BCCs
into computable cases, enabling to recover a good pro-
portion of the missed events. For instance, for k = 35,
we found back 84 cases. More generally, this shows that
more work on the model and on the algorithms is still
required to characterise better AS events which are
intricated with approximate tandem repeats. We think
that TRINITY manages to identify some of them
because it uses heuristics, which enables it to simplify
these complex graph structures.

Conclusions
This paper presents two main contributions. First, we
introduced a general model for detecting polymorphisms
in De Bruijn graphs, and second, we developed an

Figure 7 Event lengths. Distribution of lengths of the variable regions for known and novel events. Only the initial part of the distribution is
given.
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algorithm, KISSPLICE, to detect AS events in such
graphs. This approach enables to tackle the problem of
finding AS events without assembling the full-length
transcripts, which may be time consuming and uses
heuristics that may lead to a loss of information. To our
knowledge, this approach is new and should constitute a
useful complement to general purpose transcriptome
assemblers.
Results on human data show that this approach

enables de-novo calling of AS events with a higher sen-
sitivity than obtained by the approaches based on a full
assembly of the reads, while using similar memory
requirements and less time. 5% of the extracted events
correspond to false positives, while the 95% remaining
can be separated into known (44%) and novel events
(56%). Novel events exhibit similar sequence features as
known events as long as we focus on events longer than
10 nt. Below this, novel events seem to be enriched in
genomic indels.
KISSPLICE is available for download at http://alcovna.

genouest.org/kissplice/ and can already be used to estab-
lish a more complete catalog of AS events in many spe-
cies, whether they have a reference genome or not.
Despite the fact that more and more genomes are now
being sequenced, the new genome assemblies obtained
usually do not reach the level of quality of the ones we
have for model organisms. Hence, we think that meth-
ods which do not rely on a reference genome are not
going to be easily replaced in the near future. There is
of course room for future work. The KISSPLICE algo-
rithm could be improved in several ways. The coverage
could be used for distinguishing SNPs from sequencing
errors. Moreover, the sequences surrounding the bub-
bles could be locally assembled using a third party tool
[21]. This would allow to output their context or the
full contig they belong to.
Last, the complex structure of BCCs associated to

approximate tandem repeats seems to indicate that
more work on the model and on the algorithms is
required to efficiently deal with the identification of real
approximate tandem repeat events, which may be highly
intertwined with other events.
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ABSTRACT

Detecting single nucleotide polymorphisms (SNPs)
between genomes is becoming a routine task with
next-generation sequencing. Generally, SNP detec-
tion methods use a reference genome. As non-model
organisms are increasingly investigated, the need for
reference-free methods has been amplified. Most of
the existing reference-free methods have fundamen-
tal limitations: they can only call SNPs between ex-
actly two datasets, and/or they require a prohibitive
amount of computational resources. The method we
propose, DISCOSNP, detects both heterozygous and
homozygous isolated SNPs from any number of read
datasets, without a reference genome, and with very
low memory and time footprints (billions of reads can
be analyzed with a standard desktop computer). To
facilitate downstream genotyping analyses, DISCOSNP

ranks predictions and outputs quality and coverage
per allele. Compared to finding isolated SNPs using
a state-of-the-art assembly and mapping approach,
DISCOSNP requires significantly less computational re-
sources, shows similar precision/recall values, and
highly ranked predictions are less likely to be false
positives. An experimental validation was conducted
on an arthropod species (the tick Ixodes ricinus) on
which de novo sequencing was performed. Among
the predicted SNPs that were tested, 96% were suc-
cessfully genotyped and truly exhibited polymor-
phism.

INTRODUCTION

Assessing the genetic differences between individuals within
a species or between chromosomes of an individual is a fun-
damental task in many aspects of biology. This is increas-
ingly feasible with next-generation sequencing technologies,
as individuals from virtually any species can be sequenced
at a modest cost. Of specific interest, single nucleotide poly-
morphisms (SNPs) are variations of a single base, either
between two homologous chromosomes within a single in-
dividual, or between two individuals. Finding biallelic or
Mendelian SNPs is often done in many biological applica-
tions involving SNP genotyping, e.g. population genomics,
health, ecology or agronomy research (1,2). To be easily
amplified by polymerase chain reaction (PCR), such SNPs
must not be surrounded by other polymorphism sources,
i.e. other SNPs, indels or structural variants. We call such
SNPs isolated. Formally, isolated SNPs must be distant to
the left and to the right by at least k nucleotides from any
other polymorphism, k being one of the main parameters
of a SNP detection tool.

State-of-the-art methods to detect SNPs between individ-
uals or strains, generally map sequenced reads (GATK (3),
SAMtools (4)) or partial assemblies (DISCOVAR, FERMI
(5)) on a reference genome. These reference-based methods
clearly cannot be applied when there is no reference genome.
In fact, even when there exists a reference genome, the be-
havior of these methods is highly dependent on the qual-
ity of the assembly. The reality today is that with sequenc-
ing costs falling, sequencing efforts are no longer limited
to the main species of interest (human and other primates,
mouse, rat, drosophila, yeast, Escherichia coli, etc.). In fact,
biologists are increasingly working on data for which they
do not have any close reference genome. Unfortunately,
while sequencing with NGS (Next Generation Sequencers)
is becoming routine, assembling genomes remains a very
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complicated task, for which no single software performs
consistently well (6), thus producing reference sequences
of poor quality. For these reasons, there is a strong need
for reference-free methods able to detect SNPs, in particu-
lar those which are isolated, without relying on a reference
genome (reference-free methods).

Reference-free methods that detect SNPs can be broadly
divided into two categories. The first category methods per-
form de novo assembly to build a reference sequence. Then,
these methods include, as a sub-module, a reference-based
method to map back the reads of each individual to this ref-
erence sequence (7). We refer to such methods as hybrid, as
they use both de novo assembly and mapping techniques to
call SNPs.

A major limitation of these methods is that they tend to
cumulate problems raised in assembly and problems raised
in mapping. An interesting alternative is to directly focus
on the assembly of SNPs, without trying to assemble a full
reference. We refer to such methods as de novo.

Several methods that fall into the de novo category have
been developed recently (8–12). These methods are based
on a de Bruijn graph, i.e. a directed graph where the set
of vertices corresponds to the set of words of length k (k-
mers) contained in the reads, and there is an edge between
two k-mers if they overlap on k − 1 nucleotides. KISSNP (8)
is a software that takes as input two sets of reads, and de-
tects SNPs using k-mers that are differentially abundant be-
tween the two datasets. CORTEX VAR (9) (here after called
CORTEX) detects and genotypes SNPs (as well as indels and
larger events), between n datasets. BUBBLEPARSE (10), which
is based on the same graph structure as CORTEX, detects
SNPs that it furthermore classifies into homozygous and
heterozygous groups. NIKS (11) finds homozygous SNPs
between two datasets by performing local de novo assem-
bly around sample-specific k-mers. KSNP V2 (13) proposes
yet another approach that is rather dedicated to SNP phy-
logeny on microbial species. Even if the SNP detection is
performed de-novo, this method is strongly based on a ref-
erence sequence (on which putative selected k-mers witness-
ing a SNP are mapped).

These methods all entail unpractical computational costs
(in particular in terms of memory) for large and complex
genomes. Even with substantial computational resources,
most of them still cannot detect variants in mammalian-
size datasets. Therefore, there is still a strong need for ro-
bust tools that can detect isolated SNPs without a reference
genome.

For these reasons, we introduce a new de novo method
called DISCOSNP. This method is designed to call isolated
SNPs directly from sequenced reads, without a reference
genome. As shown in this paper, DISCOSNP opens the way
to the discovery of SNPs from large-scale studies, even on
a standard desktop computer. DISCOSNP finds and ranks
high quality isolated heterozygous or homozygous SNPs
from any number of read sets, from 1 to n. It introduces
new features to distinguish SNPs from sequencing errors
or false positives due to approximate repeats. DISCOSNP
can be used for finding high-quality isolated SNPs, either
heterozygous, e.g. to build databases of high-quality mark-
ers within and across populations, or homozygous between
individuals/strains, e.g. to create discriminant markers. The

Figure 1. DISCOSNP method diagram. DISCOSNP is composed of two mod-
ules, KISSNP2 and KISSREADS that are called by the run disco.sh script.

genotyping can be performed as a downstream analysis,
based on the read coverage information it provides.

Results presented in this paper show that DISCOSNP out-
performs other reference-free SNP detection methods in
terms of resources (faster and using at least two orders
of magnitude less memory), type and number of input
dataset(s) (ability to find both homozygous and heterozy-
gous SNPs from more than two datasets), and quality of the
ranking of predicted isolated SNPs. On two whole-genome
mouse datasets, DISCOSNP detected 2 million isolated SNPs,
of which 84% were also found by a manually tuned pipeline
in a previous study. On a S. cerevisiae dataset DISCOSNP pre-
dicted 90% of the validated SNPs. On an arthropod dataset,
DISCOSNP found 0.3 million isolated SNPs; furthermore, an
experimental validation carried over a sample of these SNPs
confirmed 96% of them. Finally, DISCOSNP is designed to
reach a wide audience, as it aims to be easy to use, regard-
less of the size and the complexity of the input data.

MATERIALS AND METHODS

Algorithms

As depicted in Figure 1 DISCOSNP is composed of two mod-
ules, KISSNP2 and KISSREADS. KISSNP2 detects putative
SNPs from one or more sets of reads. KISSREADS evalu-
ates the coverage and base quality of the SNPs per read set
and ranks them accordingly. These two modules are inde-
pendent, however, a script automatically pipelines them, so
their calls are transparent to the user.

KISSNP2 module. Similarly to CORTEX and KISSNP, the
KISSNP2 module is based on a de Bruijn graph. A de Bruijn
graph is a directed graph that contains all the k-mers present
in the read dataset as vertices, and all the possible (k − 1)-
overlaps between k-mers as edges. Such graphs have been
widely used in de novo assembly (14). The idea is the follow-
ing: if a dataset contains two sequences that are identical,
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Figure 2. Toy example of a bubble in the de Bruijn Graph (k = 4). Bub-
ble generated by a single nucleotide polymorphism. The two polymorphic
sequences are . . . CTGACCT. . . and . . . CTGTCCT. . .

except for one character, then these sequences generate a
bubble in the graph (see an example in Figure 2). Formally, a
bubble in a de Bruijn graph is composed of two distinct paths
of k + 2 nodes, having the start and the end nodes in com-
mon. Precisely, KISSNP2 detects couples of paths of length
2k − 1, denoted by p1 and p2, that correspond to polymor-
phic sequences, i.e. sequences of bubbles excepting the two
extreme nodes. Formally, these two paths can be written as
p1 = p�q and p2 = p�q, with p, q being (k − 1)-mers, and �
and � are single nucleotides such that � �= �.

In KISSNP2, this idea is exploited by generating the de
Bruijn graph of all input dataset(s) pooled together, and by
searching the previously described bubbles in the graph.
To avoid k-mers generated by sequencing errors, only k-
mers whose support (coverage) is above or equal to a user-
defined threshold, c, are taken into account in the construc-
tion of the de Bruijn graph. The de Bruijn graph is built
with the MINIA data structure (15,16). The nodes of the
graph are stored in a cascade of Bloom filters. As the edges
of the graph can be inferred from the nodes, they do not
need to be stored. Overall, the graph representation requires
around 1 byte per k-mer. This data structure supports effi-
cient and exact enumeration of the neighbors of any node
in the graph. Thus, it enables to efficiently traverse the de
Bruijn graph starting from any node, on both forward and
reverse strands.

In the following, we say that a k-mer � can be right ex-
tended with a nucleotide � if the k-mer obtained by con-
catenating the suffix of length k − 1 of � with �, exists in
the data structure. Symmetrically, we say that a k-mer � can
be left extended with a nucleotide �, if the concatenation of
� with the prefix of length k − 1 of � forms a k-mer that can
be found in data structure.

The KISSNP2 algorithm detects all k-mers that can be
right extended with at least two distinct nucleotides. Such
k-mers are the starting nodes of the bubbles they generate,
as in the example depicted in Figure 2, where the k-mers
obtained after the extension are CTGA and CTGT. Then,
for each such couple of k-mers starting with the same k − 1
length prefix, KISSNP2 tries to complete the bubble by per-
forming successively k − 1 right extensions on both paths
with the same nucleotide (using successively nucleotides C,
C and T for the example in Figure 2). If, at one step, both
paths cannot be right extended with the same nucleotide,
then the bubble is discarded. Based on this pattern, only
isolated SNPs can be detected, thus avoiding SNPs that are
closer than k bases to other polymorphisms.

Branching bubbles. High copy number repeats in genomes
typically yield complex bubbles, which may combinatorially
increase the number of false positives. To limit this effect,

Figure 3. Examples of non-symmetrically branching bubbles (a and b)
and symmetrically branching bubbles (c and d). Path divergences in bub-
bles a and b create branching bubbles, but the branching is not symmetric.
Divergence is only present in one path (a) or in both paths but with dis-
tinct (circled) characters (b). Path divergences in bubbles c and d create
symmetrically branching bubbles. Both paths of these bubbles can be right
extended (c) or left extended (d) with the same two (circled) characters.
With option −b 0 (default), none of these bubbles would be considered as
a SNP, with option −b 1 bubbles a and b would have been considered as
SNP while with option −b 2 all of them would have been output.

a classic filter consists in removing bubbles that contain at
least one branching node; this is the default behavior of DIS-
COSNP (−b 0). The counterpart of this filter is that it may
discard true bubbles that contain branchings only due to re-
peats or to some isolated non-filtered sequencing errors. To
achieve a better compromise between false positive and false
negative rates, especially in complex genomes, we introduce
a novel concept of symmetrically branching bubbles.

More precisely, a bubble is called non-branching if dur-
ing its construction, for every extension step, there is only
one k-mer that can be used (only one possible extension
for each of the two paths). On the other hand, if at some
point during the extension of the bubble, there is a choice
between two k-mers (for at least one of the paths), the bub-
ble is said to be branching. Now, if at some point during
the extension, both paths can be extended with the same (at
least) two nucleotides, then the bubble is called symmetri-
cally branching (see examples in Figure 3). Finally, bubbles
that are branching, but not symmetrically branching, are
called simply branching. Note that branchings are checked
in both directions (left and right).

The rationale for keeping simply branching bubbles is
that they may correspond to true SNPs, where the branch-
ing is simply due to a sequencing error that accidentally
passed the coverage filter. As shown in the ‘Results’ sec-
tion, this enables to increase the recall especially in complex
genomes, with high copy number repeats, while being highly
efficient in removing the numerous false positive branch-
ing bubbles. DISCOSNP can be run with any of these three
filtering strategies: filtering out all branching bubbles (de-
fault behavior, option −b 0), or filtering out symmetrically
branching bubbles only (−b 1), or no filtering based on the
branching criteria (−b 2).

Retrieving sequence contexts. Each sequence in the multi-
fasta file output by KISSNP2 is composed of the 2k − 1
nucleotides, which correspond to the bubble, together with
its left and right contigs that are extending the 2k − 1 se-
quences. For every such contig, the length of the longest
unambiguous context (longest non-branching path in the
graph starting from the bubble) is also indicated. Recon-
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Figure 4. Read-coherency and k-read-coherency example. With coverage
threshold = 2, schematic example where a sequence is read-coherent but not
k-read-coherent. The leftmost represented k-mer (green) on the sequence is
an example where the k-mer starting at this position is covered with three
mapped reads. On the other hand, the rightmost represented k-mer (red)
is covered by no read, thus illustrating why the sequence is not k-read-
coherent.

structing these contexts is done with the MINIA assem-
bler (15) algorithm. Its contiging algorithm was evaluated
within the Assemblathon2 challenge (17) (team ‘Symbiose’).

KISSREADS module. One should note that it is not pos-
sible to compute read coverages, nor read quality infor-
mation, based solely on a raw de Bruijn graph. Moreover,
all de Bruijn graph-based methods may build chimeric se-
quences due to overlapping k-mers, which are never present
in the same read. These sequences are said to be non-read-
coherent. The KISSREADS module is meant to filter out bub-
bles composed of non-read-coherent sequences, to add cov-
erage and quality information on the remaining ones, and
finally to rank SNPs (see the section below).

Given a sequence s and a set of reads R mapped on s, we
say that s is read-coherent if, for each position of s, at least
c reads are mapped, with c a user-defined threshold. Note
that reads are mapped in a semi-global manner: mapped
reads may have a prefix starting before the first position of
s and/or may have a suffix ending after the last position of
s. By default, one substitution is authorized which roughly
corresponds to current error rates. Moreover, knowing that
in the DISCOSNP framework the sequence s represents one
of the two alleles of a SNP, no substitution is authorized on
the polymorphic position during the mapping.

Moreover, it may appear that a position of s is mapped
only by the end of reads (last k positions), and/or only by
the beginning of reads (first k positions). This reveals a situ-
ation where part of the sequence s was generated by k-mers
not truly belonging to the mapped reads, i.e. due to a repeat
of length bigger or equal to 2k and smaller than the read
size. Such a sequence is thus chimeric. An example of this
situation is illustrated in Figure 4. To overcome this prob-
lem, we define the k-read-coherency. Given a sequence s and
a set of reads R that can be mapped on s, we consider s
as k-read-coherent if, for each position i of s except the last
k − 1 ones, there exists at least c reads that fully map on
the k-mer starting on position i. Note that this condition is
symmetrical, whether s is read on both forward or reverse
complement strand.

Given the set S of pairs of 2k − 1 sequences generated by
KISSNP2 and the initial sets of reads, the KISSREADS algo-
rithm maps the reads (using a classic seed-and-extend ap-
proach) on the sequences of S. Once all reads are mapped
on all sequences of S, the k-read-coherency is computed for
each read set and for each sequence of S. Sequences of S for
which at least one read set makes them k-read-coherent, are
conserved. KISSREADS outputs such coherent sequences to-

gether with their read depth per read set and with the aver-
age PHRED quality of the polymorphic nucleotide per read
set.

Ranking SNPs

DISCOSNP scores each SNP according to the coverage repar-
tition of its alternative paths between the conditions. The
aim is to rank best the SNPs that are the most discriminant
between the samples. For a given SNP, the score is the Phi
coefficient of the table of read counts for each path and each

dataset, computed as follows:
√

χ2

n . It can be seen as a nor-
malized Chi-squared statistics that varies between 0 and 1.
A high score, close to 1, is obtained if the frequencies of the
paths are very different between datasets, the best case be-
ing for homozygous SNPs between two datasets, where each
path is strictly specific to one dataset. Notably, this score
ranks poorly bubbles that are due to sequencing errors or
inexact repeats as they are likely to have similar repartitions
in all datasets (small frequency for an error, and equal fre-
quency for repeats). Moreover, the normalization prevents
from over-scoring highly covered bubbles which are often
due to repeats. Since this ranking favors SNPs for which one
variant is enriched in one read set, it is not well suited to se-
lect SNPs that are heterozygous in all read sets. It is also
not usable with only one dataset, one diploid individual or
a pooled sample. As shown in the ‘Results’ section, other
rankings can be used in these cases.

DISCOSNP input and output

In summary, DISCOSNP takes as input any number of read
sets, and has two main parameters k and c, respectively the
k-mer size used to build the de Bruijn graph and the minimal
coverage a k-mer should reach to be inserted in the graph.
When applied to two read datasets or more, DISCOSNP is
executed only once as all datasets are pooled together. All
isolated SNPs shared by any number of samples are output
as single calls.

Finally, the DISCOSNP output is a sorted multi-fasta file,
in which every consecutive couple of sequences corresponds
to the two 2k − 1 paths of a SNP, surrounded by its left
and right contigs. Headers of the sequences give informa-
tion about read coverage and average PHRED quality for
each input dataset, lengths of unambiguous left and right
extensions, and Phi coefficient of each SNP.

Simulated datasets and evaluation

We propose here an overview of the evaluation approach.
Supplementary details on the protocols for generating data
and for evaluating the results are provided in Supplemen-
tary Additional File 1.

All tools were run with at least k = 31 and a minimal
coverage of 4 (k-mers that were seen less than four times
were considered to be sequencing errors) or based on the de-
velopers’ advices. When several parameter sets were tested,
presented results were obtained with those giving the best
results. Full details on parameters and full results are pro-
posed in the Supplementary Additional File 1.
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Simulation and evaluation for one or two diploids. In or-
der to evaluate the behavior of DISCOSNP on large, complex
genome sequences, and to compare it to the other reference-
free SNP discovery tools, we propose an experiment simu-
lating the sequencing of two diploid, human chromosome 1
individuals.

To obtain a realistic distribution of SNPs and geno-
types, we used SNPs predicted from real human individ-
uals. Two vcf files were retrieved from the ‘1000 genome
project’ (phase 1 release), corresponding to the human chro-
mosome 1 of two individuals: HG00096 and HG00100. We
then generated the genome sequences for the two diploids,
i.e. two sequences per individual, by placing the substitu-
tions listed in the vcf files on the human reference sequence
(GRCh37/hg19 reference assembly version). In the case of
a homozygous SNP, the same nucleotide was placed on the
two sequences, while for a heterozygous SNP, one sequence
was randomly chosen for each of the two nucleotides.

A total of 316 502 positions were mutated, with 131 263
positions that were mutated in the same time in both in-
dividuals (representing an average ratio of 0.5 SNPs by kb
in each individual). 29 038 SNPs (9%) have a homozygous
genotype in both individuals (homozygous-homozygous),
218 556 (69%) are heterozygous in only one individual
(homozygous–heterozygous) and the remaining 68 908
(22%) are heterozygous in both individuals.

We then simulated a 40x coverage sequencing of these two
individuals, with 100-bp reads and 1% error rate, thus gener-
ating 89 753 907 reads. The sequencing procedure is further
explained in Supplementary Additional File 1.

Among the simulated SNPs, only those distant by more
than k nucleotides from one another were selected (isolated
SNPs) and were recorded as 2k − 1 bubbles in a reference file
(same format as the output of DISCOSNP). This gave 150 348
heterozygous isolated SNPs for individual HG00096 (84%
of all heterozygous mutations inserted in this individual)
and 260 539 isolated SNPs when considering both individ-
uals (82% of all simulated SNPs). We produced two SNP
reference files, re f snps. f a (as described in ‘Precision and
recall computation’, in Supplementary Additional File 1):
one for the HG00096 individual, and a second one when
considering the two individuals. Predicted SNPs were com-
pared to one of these files (depending on the dataset(s) on
which DISCOSNP was applied) in order to compute the num-
ber of true and false positives. A predicted SNP for which
the two paths match exactly the two paths of a simulated
SNP present in this reference file is a true positive (TP), else
it is a false positive (FP). In the same way, a SNP from the
reference file not matched by any predicted SNP is a false
negative (FN). The recall is given by the number of TP di-
vided by the number of TP plus the number of FN. The
precision is given by the number of TP divided by the num-
ber of TP plus the number of FP. When allowing branching
bubbles (option −b 1), precision was computed by consid-
ering as false positives only bubbles that do not correspond
to any simulated SNP (isolated or not). Full details on the
evaluation protocol can be found in the Supplementary Ad-
ditional File 1. Isolated SNPs detected with other tools than
DISCOSNP were transformed into the DISCOSNP output for-
mat, in order to be evaluated with the same protocol.

Simulation and evaluation for two and more haploids. We
propose an experiment simulating more than two haploid
bacterial individuals. For doing this, we created 30 copies
(that we call individuals) of the E. coli K-12 MG1655 strain.
We then simulated SNPs with a uniform distribution such
that ≈4200 SNPs (≈0.1% of the genome length) are com-
mon to any pair of individuals, half this number is common
to any trio of individuals, a third to any quadruplet, and
so on. With this strategy, while considering all the 30 indi-
viduals together, 69 600 SNP sites were generated, covering
≈1.5% of the genome. Similarly to the diploid dataset, we
simulated a 40x sequencing of each of the 30 individuals,
with 100-bp reads and 0.1% error rate. Thus, 1 855 870 reads
were generated per read set.

Finally, we created a reference file containing the isolated-
SNPs per subsets of individuals: the first two, the first three,
and so on. For each of these subsets, a SNP was considered
as isolated if no other SNPs were simulated in the k − 1 po-
sitions before and after the SNP’s locus, inside this subset.
In the presented results, for two individuals, 4164 simulated
SNPs are isolated while 268 SNPs (≈6%) are not. For 30
individuals, 25 993 SNPs are isolated while 333 930 (≈92%)
are not. For the isolated SNPs, the two corresponding se-
quences of length 2k − 1 were used as a reference to assess
the precision/recall of all tested tools, based on the same
protocol as the one used for two diploids.

Mouse dataset

DISCOSNP was applied on a real dataset to compare
two mouse inbred strains, FVB/NJ and C57BL/6NJ,
the latter corresponding to the mouse reference genome
(NCBIM37). Reads were retrieved from the European Nu-
cleotide Archive (www.ebi.ac.uk/ena/), 987 million reads for
the C57BL/6NJ strain (ERP000041) and 1888 million reads
for the FVB/NJ strain (ERP000687).

To compare with DISCOSNP results, we retrieved the set
of predicted SNPs obtained with the same data by Wong
et al. (18) (www.sanger.ac.uk/resources/mouse/genomes/,
file mgp.v3.snps.rsIDdbSNPv137.vcf). We selected SNPs
having distinct genotypes in FVB/NJ and C57BL/6NJ
strains. This provided 5 020 489 SNPs, among which 2 472
456 (≈49.2%) are isolated. We evaluated the number of iso-
lated SNPs found by the two methods and those found
specifically by one method or the other, by comparing the
DISCOSNP output to the Wong et al. one. The set of SNPs
that was predicted by Wong et al. was transformed in DIS-
COSNP format, as for the other experiments, in order to al-
low the comparisons.

Saccharomyces cerevisiae dataset

DISCOSNP was applied on a real S. cerevisiae dataset, for
which several SNPs have been biologically validated in
a recent study (19). In this study, three glucose-limited,
chemostat-evolved populations of haploid S288c, named
E1, E2 and E3, were sequenced every ≈70 generations, giv-
ing eight samples per population. Using a reference-based
mapping approach, 110 mutations were discovered, among
which only 33 have a minor allele frequency (MAF) >10%
and were confirmed by Sanger sequencing. Among these 33
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SNPs, 30 are isolated (with k = 31). Therefore, in order to
assess the performance of DISCOSNP on this dataset in terms
of recall, these 30 SNPs were used as a reference. The 24
read sets were downloaded from the NCBI Sequence Read
Archive (with the accession number SRA054922), and pro-
cessed to remove barcode and adapter sequences as in the
initial study.

DISCOSNP was run independently on populations E1, E2
and E3. For each population, DISCOSNP was applied on the
eight read sets corresponding to the eight time points, with
the default parameters and c = 11.

Details about datasets and applied commands are pro-
vided in Supplementary Additional File 1.

Tick dataset

DISCOSNP was applied on real sets of reads as part of a pop-
ulation genetic study of the tick Ixodes ricinus (2). DNA
was extracted from two tick pools, one composed of ten in-
dividuals from Gardouch (close to Toulouse), France, and
another composed of 20 individuals from Malville (close
to Nantes), France. A genomic reduction was applied on
these two pools by selecting the piece of an agarose gel
containing DNA fragments, with a length of 500–600 nu-
cleotides within the smear obtained following the enzymatic
digestion by Msel of genomic DNA. This reduction corre-
sponded to 3.8% of the initial genome. The DNA was se-
quenced by 454 Roche pyrosequencing, leading to the gen-
eration of 1 389 201 reads in two libraries (730 482 for one
and 658 719 for the second). After quality trimming (where
reads or ends of reads with a PHRED quality score inferior
to 20 or that did not contain the expected restriction site
were deleted), a total of 996 508 reads (536 061 for the first
pool and 460 447 for the second) with an average length of
529 bp were used for analysis with DISCOSNP.

In order to be able to design efficient primers, detected
SNPs were then selected for experimental validation using
the following criteria : (i) SNPs with a coverage between 4
and 10 (126 567 SNPs) were selected to avoid sequencing er-
rors and repeated sequences, highly frequent in ticks (66%
of the genome is repeated (20)), (ii) SNPs had to be distant
from homopolymers (the bubble sequences should not con-
tain any window of 8 nucleotides with at least six identical
nucleotides), and they must not be closely located (less than
k bp) to any other variants such as indels or other SNPs
(reads were mapped to the bubble sequences using GASSST
(21) with a similarity threshold set at 80%, bubbles with at
least one read mapped with differences were excluded) and
(iii) SNPs with PHRED sequence quality <30 were filtered
out. As in this study framework one is not interested by
SNPs discriminating the two datasets, we did not use the
Phi coefficient for selecting SNPs for experimental valida-
tion. Among the 1768 SNPs meeting these criteria, 384 were
randomly picked for genotyping validation.

Primers were designed for each selected SNP. To vali-
date them, we performed a genotyping run using Fluidigm
technology, where primers are combined with fluorochrome
(VIC or FAM for each allele) (22). Reading the fluorescence
allows to determine the genotype of the individual typed at
each locus (homozygous XX or YY, heterozygous XY).

RESULTS

We propose experiments that aim at (i) assessing the quality
of DISCOSNP results on simulated datasets, in comparison
with state-of-the-art reference-free SNP detection methods
(including a hybrid approach); (ii) showing how DISCOSNP
performs on real data, with biological validation. In addi-
tion, the computational resources (time and memory) re-
quired by DISCOSNP are compared with those required by
the other tools.

Results were obtained with DISCOSNP, version 1.2.1 avail-
able online, as well as with the latest versions of NIKS,
BUBBLEPARSE (released on April 2013) and CORTEX (COR-
TEX VAR v1.0.5.21). The tests were performed on the
GenOuest (genouest.org) cluster, composed by Intel Xeon C©

core processors with speed varying between 2 and 2.8 GHz.

Detection of isolated SNPs from two to 30 haploid datasets
simulated from E. coli

We simulated 30 read sets from E. coli genomes, in which
SNPs were inserted in order to mimic a realistic allele fre-
quency spectrum of several individuals (see ‘Materials and
Methods’ section for details). Below, we present the results
obtained by different tools on (i) two haploids, and on (ii)
three to 30 haploids, with respect to the set of isolated SNPs.

Results on two haploids. Results of DISCOSNP applied with
default parameters on 2 of the 30 haploid genomes serve as
proof of concept of the approach. Results reach high pre-
cision and recall: 98.81% of predicted SNPs are true posi-
tives, while 97.31% of simulated isolated SNPs were recov-
ered. Moreover, these results were obtained in 3 min 49 s,
and needed no more than 7MB of RAM memory. Results
presented in Table 1 show that, on a simple dataset com-
posed by two bacterial genomes, all tools give similar results
in terms of precision/recall (except for KISSNP and NIKS,
all results have precision ≈99.19 ± 0.66% and recall ≈96.56
± 1.41%). However, DISCOSNP runs faster than other tools
while being by far the one needing the smallest amount of
memory, by at least three orders of magnitude.

Results on more than two haploids. When applied on more
than two datasets, DISCOSNP still produces high quality re-
sults, with precision reaching 99.83%, and recall decreasing
only slightly (94.29%) for 30 individuals (Figure 5a). No-
tably this shows that DISCOSNP results remain constant re-
gardless of the number of input datasets, unlike CORTEX
whose recall and precision drop for more than two datasets.
Except CORTEX, none of the other de novo tools could be
run on more than two datasets. As shown in Figure 5b, DIS-
COSNP runs faster than CORTEX, while needing much less
memory: applied on 30 individuals, CORTEX requires 3 h 38
s and 9658MB of memory while DISCOSNP runs in 37 min
and requires 9MB. For all methods, running time grows lin-
early with respect to the number of read sets, but with a
smaller coefficient for DISCOSNP (see Supplementary Fig-
ure S3 of Supplementary Additional File 1).

Furthermore, in Figure 5a and in b, we present the re-
sults obtained by the hybrid approach when assembling one
of the 30 read sets for creating a reference sequence (with
SOAPdenovo2 (23)) and then mapping the read sets to this
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Table 1. Comparative results of several tools discovering SNPs between two haploid bacterial datasets

Tool Precision Recall Time (s) Memory (GB)

KISSNP 98.03 90.58 1234 50.6
NIKS 77.50 72.11 67217 86
BUBBLEPARSE 98.53 97.98 980 12.6
CORTEX 99.85 95.15 289 9.5
DISCOSNP 98.81 97.31 229 0.007
hybrid assembly 97.79 98.36 430 6.3

Figure 5. DISCOSNP, CORTEX and hybrid strategy (soap + gatk) results, de-
pending on the number of input haploid individuals. Soap and gatk were
launched with default parameters. For DISCOSNP and CORTEX, k-mers
having three or fewer occurrences in all datasets were removed. (a) Preci-
sion and recall: filled symbols represent the precision and empty symbols
represent the recall. (b) Time and memory performances for two (left part)
and 30 (right part) individuals.

reference (with Bowtie 2 (24)). Finally, SNPs were called
with GATK (25). The results are similar to DISCOSNP ones,
with a slightly better recall and a slightly worse precision.
In this particular case, for which the reference dataset is
small, complete, well covered and easy to assemble, a hy-
brid method can be preferred to the de novo ones, as long as
the time and the memory footprints are not limiting.

Detection of isolated SNPs from diploids, simulated from hu-
man chromosome 1

In this section, we present various results obtained by DIS-
COSNP on a more complex genome, namely diploid read
datasets simulated from two human chromosome 1 individ-
uals, to discover both heterozygous and homozygous SNPs.
As expected, when the complexity and the repeat content
of the input genome increase, DISCOSNP makes more erro-
neous calls and misses more real SNPs. Whereas precision
remains reasonable, with <3% of false positive calls, recall
is more impacted with 72% of the isolated SNPs that are
recovered.

Among the 72 518 SNPs that are missed, 86% fall in
repeated regions of human chromosome 1 (as masked by
RepeatMasker from UCSC Genome Browser). In order to
increase the recall and detect some of the SNPs located
in repeated regions, we can change the filtering parameter
that controls the branching features of the detected bubbles.
By default, only clean bubbles without any branching are
kept. Allowing all kinds of branching bubbles (option −b
2) would lead to recover almost all simulated SNPs but at a
cost of millions of false positive calls and a precision close
to zero. As a compromise, when allowing only some of the

Figure 6. Repartition of SNPs detected by DISCOSNP depending of their
phi coefficient. FP are false positives and TP are true positives. Homo (resp.
hetero) stands for homozygous (resp. heterozygous) SNPs. True positive
SNPs are then classified according to their genotype in the two individuals.

branching bubbles, those without any symmetrical branch-
ings (option −b 1), recall reaches 79.22%, allowing to de-
tect some of the SNPs that were simulated inside repeated
regions of the chromosome. This shows that symmetrically
branching bubbles are the most common type of branching
bubbles and are mainly false positives. Interestingly, among
the few symmetrically branching bubbles that correspond
to real SNPs, 90% are located in highly repeated regions
such as transposable elements, and specifically SINE ele-
ments (59%).

The precision obtained when using the −b 1 parameter
is slightly lower, 92.33%, with 17 153 false positives. We ob-
served that a large majority (78.8%) of these false calls are
inexact repeats of size at least 2k − 1 contained in the chro-
mosome 1, with both paths of the bubble mapping exactly to
the non-mutated chromosome. Consequently, these bubbles
would appear in any individual and could be easily filtered
out when comparing coverage values between individuals.
This is, in fact, the purpose of the phi coefficient, to rank
the predictions according to how discriminant their cover-
ages are between individuals, leaving almost all false posi-
tives with the lowest ranks. As shown in Figure 6, 99.7% of
SNPs ranked with a phi value >0.2 are real SNPs. This fil-
ter will remove however most of the SNPs that are heterozy-
gous in both individuals, but for SNPs that are discriminant
between the individuals, i.e. for which at least one individ-
ual is homozygous, the recall stays high (above 77.8 % over
such SNPs).
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Figure 7. Comparative results of DISCOSNP, CORTEX, BUBBLEPARSE and
the hybrid SOAPdenovo2 + Bowtie2 + GATK approaches on the two
diploid human chromosome 1 dataset. Precision versus recall curves are
obtained by ranking the predicted SNPs. Each data point is obtained at a
given rank threshold, where precision and recall values are computed for
all SNPs with better ranks than this threshold. In this framework COR-
TEX does not rank the predicted SNPs, its results are thus represented by
a single point. Plain lines for DISCOSNP and BUBBLEPARSE were obtained
while discarding all branching bubbles (options −b 0 and depth = 0 re-
spectively), whereas dotted lines were obtained when allowing for some
branchings (options −b 1 and depth = 1 respectively).

If the user is interested specifically in non discriminant
polymorphisms, or in the case when only one individual is
analyzed, we recommend to use an alternative filter based
on the left and right unambiguous extension lengths (see
‘Materials and Methods’). Long unambiguous extensions
reveal SNPs that are isolated from other polymorphisms,
while short ones reveal repeated regions or regions with
high densities of polymorphism. Consequently, false posi-
tives have smaller unambiguous extension sizes (median size
of 24 bp versus 527 bp for true positives).

In addition to state-of-the-art de novo SNP detection
tools (CORTEX and BUBBLEPARSE), we compared DISCOSNP
to a hybrid strategy consisting of three steps: de novo assem-
bly using SOAPdenovo2 (23), mapping with Bowtie 2 (24)
and SNP calling using GATK (25). Qualitatively, the preci-
sion and recall values remain comparable between all tested
methods on this dataset. Table 2 shows that, with stringent
parameters (d = 0 for BUBBLEPARSE and b = 0 for DIS-
COSNP), all tools have a precision of 96.50 ± 0.72% and a
recall of 71.20 ± 1.50%. With more sensitive parameters (d
= 1 for BUBBLEPARSE and b = 1 for DISCOSNP), DISCOSNP
achieves the best precision/recall compromise, notably with
the highest recall value (79.22%).

Figure 7 shows a precision–recall curve for each software,
according to its own ranking method. Unlike DISCOSNP and
Bubbleparse, the hybrid approach gives high ranks to many
false positive predictions. We therefore conclude that ranks
are not a viable indicator to filter out the false positives for
this method. The DISCOSNP ranking approach enables to
reach a precision of ∼100% for a high (≈60%) recall range,
slightly outperforming Bubbleparse.

Figure 8. Comparative memory and time performances on the human
chromosome 1 dataset. Time values are given with options depth = 1 for
BUBBLEPARSE and −b 1 for DISCOSNP.

As shown in Figure 8, an important benefit of DISCOSNP
stands in the computational resources that are needed. DIS-
COSNP is at least twice faster than any other compared tool,
while its memory needs are lower by several orders of mag-
nitude than all other approaches.

Finally, it can be of interest to detect SNPs from one
unique set of reads representing an individual or a pool
of individuals, as this is the case, for instance, in the tick
study presented below. Therefore, we performed similar
tests while searching for heterozygous SNPs from one sim-
ulated set of reads sequenced from a single diploid individ-
ual. Conclusions of this study are similar to previous ones
as, with the default and most stringent filtering parameters,
67% of isolated SNPs are recovered, with roughly the same
amount of false positive calls (precision of 94.1%).

Results on real data: detection of SNPs from two mouse
strains

To analyze the behavior of DISCOSNP on real data, we de-
tected SNPs between two publicly available mouse datasets
produced by an Illumina GA2 sequencer. Taken together,
these datasets contain 2.88 billion of 100-bp reads. The first
one was generated from the FVB/NJ mouse inbred strain,
while the second one was generated from the C57BL/6NJ
reference line. A previous study by Wong et al. (18) mapped
the reads from the FVB/NJ strain to the C57BL/6J refer-
ence sequence, and detected ≈5 million homozygous SNPs,
among which 2 472 456 are isolated SNPs. In the following,
we refer to their set of isolated SNPs as IS.

DISCOSNP was run with k = 31 and c = 5 on the FVB/NJ
and C57BL/6NJ read sets, and discovered 2 065 833 iso-
lated SNPs. As presented in Figure 9 (left), 84.3% of these
SNPs are also present in IS, while 70.1% of the IS set is
detected by DISCOSNP. As the study was performed on in-
bred strains, only homozygous SNPs are expected. There-
fore, we can take advantage of the Phi coefficient to further
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Table 2. Results obtained by several tools with several parameter configurations on two human chromosome 1 diploid datasets

Tool Precision (%) Recall (%) Time Memory (GB)

DISCOSNPb0 96.98 71.99 4h24 5
CORTEX 97.22 69.70 10h09 105
BUBBLEPARSEd0 95.78 72.71 11h24 105
DISCOSNPb1 92.33 79.22 4h44 5
BUBBLEPARSEd1 91.66 76.60 11h00 105
hybrid strategy 96.18 72.86 10h34 54

The upper part of the table shows results obtained by de novo tools with stringent parameters (no branching allowed in bubbles). Below are the results
obtained with the same tools but with more sensitive parameters, namely allowing for some branchings in bubbles. The bottom line shows results obtained
with a hybrid strategy (SOAPdenovo2 + Bowtie2 + GATK), filtering out low covered SNPs (with the same parameters as those applied for all the other
tools, by removing SNPs whose both alleles have coverage below four). As presented in Supplementary Additional File 1, results are worse without this
filter.

Figure 9. Venn diagrams of isolated SNPs detected by Wong et al. (18) (IS
set) and by DISCOSNP. Left: Raw DISCOSNP results. Right: Filtered DIS-
COSNP results, i.e. SNPs with Phi ≥0.2.

filter DISCOSNP predictions. By removing SNPs for which
the Phi coefficient is ≤0.2, the number of predicted SNPs
drops to 1 794 515. As depicted in Figure 9 (right), 96.3%
of the filtered SNPs are also in IS, while roughly the same
proportion of IS SNPs are found, compared to the unfil-
tered results (70.0%). Therefore, by keeping only SNPs with
a Phi coefficient greater than 0.2, we discard almost exclu-
sively SNPs that are found only by DISCOSNP, and which
might be false positives.

Note that in this experiment, we can not use the terms
‘precision’ and ‘recall’ for describing results quality. Indeed,
the IS dataset was obtained via a mapping approach, and
thus it can neither be considered as an exhaustive, nor a per-
fect list of isolated SNPs.

It is worth stressing that the results of Wong et al. were
obtained by running a complex pipeline, involving a high-
quality reference genome, 6 distinct tools, followed by a fil-
tering step composed of 14 non-automated filters (coverage,
quality, genotype, etc.). On the other hand, DISCOSNP did
not require any third-party tool, or any manual tuning.

Finally, this experiment showed that DISCOSNP scales re-
markably well to large amounts of data. The KISSNP2 mod-
ule required 34 h and 4.5GB of memory. The KISSREADS
module, which assesses the average quality and coverage of
the results, took 78.5 h and 5.7GB memory. In compari-
son, NIKS, KISSNP, CORTEX and BUBBLEPARSE exceeded
the memory limit on a server with 512GB RAM.

Evaluating DISCOSNP recall on a validated Saccharomyces
cerevisiae SNP set

Using a set of biologically validated SNPs predicted from
an artificial evolution study on S. cerevisiae (19), DISCOSNP
recall could be evaluated on real read datasets. Among the
30 reference validated isolated SNPs, 28 were predicted by
DISCOSNP, thus giving an estimated recall of 93.3%.

The two SNPs were correctly predicted by using the −b 2
DISCOSNP option that reports all bubbles including branch-
ing ones. This suggests that these SNPs may be located in
complex regions of the yeast genome.

Overall, this experiment demonstrates the good perfor-
mances of DISCOSNP at discovering SNPs from pooled sam-
ples, even those with low allelic frequencies: most of the ref-
erence SNPs were reported in the initial study with a MAF
<20%. Note that no SNP with a MAF <10% was experi-
mentally validated, so we could not assess the recall on these
very low frequency SNPs.

Use case example with experimental validation on SNPs in
the Ixodes ricinus genome

We conducted a study on real data, including an experi-
mental validation on SNPs selected from DISCOSNP predic-
tions. This was part of a population genetic study on the
tick species I. ricinus, the main vector species of human and
animal vector-borne diseases in Europe. Given the stake of
tick-borne diseases in public health (26,27), it is necessary to
have an accurate description of the genetic variability within
and among populations of ticks, with the aim of developing
efficient control methods against this vector. To this end,
highly resolutive genetic markers, like SNPs, provide par-
ticularly valuable information to estimate genetic variabil-
ity and also to estimate the dispersal and genetic structure
of tick populations.

No genomic resources, nor a reference genome, were
available until now for this species. This study fits a case in
which DISCOSNP is useful as (i) sequenced material exists
but no reference genome is available and (ii) one is inter-
ested in detecting a small set of highly confident heterozy-
gous SNPs. Therefore, DISCOSNP was applied on a 454 read
set obtained from pooling and sequencing of several tick in-
dividuals isolated from natural populations (2).

DISCOSNP detected 321 088 SNPs of which 384 were se-
lected, according to their minimal and maximal coverage
and context sequences for experimental validation (see ‘Ma-
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terials and Methods’ section). Note that as in this context
there is no need to discriminate SNPs between conditions,
the Phi coefficient was not used. Primers were designed for
each selected SNP and 464 individuals were then genotyped
for these 384 SNPs using the Fluidigm technology. Among
them, 368 SNPs (95.8%) were retrieved with a minor allele
frequency varying between 0.04 and 0.5, with a mean value
of 0.23. Of the remaining 16 SNPs, 5 SNPs were not ampli-
fied and 11 presented only one of the two alleles.

DISCUSSION

DISCOSNP is robust with respect to input parameters, and
easy to use. The input of the software is an ordered list of
any number of raw read dataset(s) (fasta or fastq, gzip
compressed or not), and two parameters (k-mer size and
minimal coverage threshold). These two parameters have
limited impact on results quality (see Supplementary Ad-
ditional File 1, Figures S1 and S2), as long as they are co-
herent with respect to the input data (read length and ap-
proximate coverage). The output is a fasta file composed
of sequences containing ranked SNPs, together with their
coverage and average PHRED quality.

As there exists no exhaustive and perfect list of the iso-
lated SNPs present in a real dataset, a large part of the
results discussed in this paper were obtained on simulated
data. However, we paid special attention to the simulations
being realistic. The use of simulated data allowed us to eval-
uate the correctness of our method in a controlled environ-
ment, and to analyze false positive and false negative calls.
This highlighted that the main source of wrong calls is the
presence of repeated sequences in the genomes.

Two distinct strategies may be adopted for distinguish-
ing SNPs from approximate repeats. On complex genomes,
which are repeat-prone, the choice of the strategy influences
the results. Removing all branching bubbles (−b 0 option) is
a good way to obtain high confident coverage (precision of
≈97% on human datasets) at the expense of missing some
SNPs located into repeats. On the other hand, accepting
simply branching bubbles, i.e. non-symmetrical (−b 1 op-
tion), enables to detect more SNPs that are located in re-
peated regions, but leads to an increase of the number of
false positives and to the detection of non-isolated SNPs.
Therefore, the choice between these two strategies is deter-
mined by the level of complexity of the genome and by the
specific needs of the user.

Importantly, SNPs can be ranked according to the Phi
coefficient, enabling to highlight true SNPs that discrimi-
nate conditions and to discard putative false positives due
to repeats. Such feature can be precious for many biologi-
cal studies, where one is often interested in finding a subset
of high confidence SNPs that have opposite or only differ-
ent allele frequencies between individuals or pooled sam-
ples. This was the case, for instance, when comparing two in-
bred mouse strains. Moreover, our simulations on a human
chromosome show that, by removing low-ranked SNPs, the
recall of discriminant SNPs drops only by 1.3%, while the
precision increases from 92.3 to 99.7%.

A distinctive advantage of our method is its extremely low
memory usage. For instance, in the mouse study cited above,
nearly 3 billion reads (100 bp) were analyzed by DISCOSNP,

using at most 5.7GB of memory. This is not at the expense
of prohibitive running times, as DISCOSNP stays faster than
all other known de novo SNP detection tools. DISCOSNP is
usable on the standard desktop computer of any biological
lab, enabling studies that were not possible with other avail-
able de novo SNP detection tools (that require at least two
orders of magnitude more memory).

One limitation of DISCOSNP is that it cannot find the ge-
nomic locations of SNPs. However, in numerous biological
applications, the localization of the polymorphisms is not
required. For instance, DISCOSNP can be applied to iden-
tify SNPs associated to some phenotypic traits or diseases.
Another limitation of DISCOSNP is induced by the fact that
it focuses on isolated SNPs. If this kind of SNPs are well
suited for designing markers, they do not represent the full
SNP diversity and thus, they cannot be used directly for sta-
tistical downstream studies as phylogeny reconstruction, or
estimation/comparison of the genetic diversity among or
between natural populations. However, sequences obtained
around those SNPs of interest can be genotyped at larger
population scales with standard genotyping technologies or
used for diagnostic assays. This was actually the case for
the tick study, where natural populations were genotyped
to characterize their reproductive mode (level of inbreed-
ing) and to estimate the gene flow within and among popu-
lations at various spatial scales. Moreover, SNPs discovered
by DISCOSNP and selected with respect to primer hybridiza-
tion features, are currently used to build a genetic map based
on the analysis of the segregation of parental alleles in the
offspring of several controlled crosses.

A future development will consist in integrating de novo
SNP, and possibly other polymorphisms such as indels and
structural variants detection tools (28), with de novo as-
sembly. This solution would unite the power of both ap-
proaches, facilitating the assembly by tackling the poly-
morphism problem and by conserving the recall and preci-
sion performances of methods such as DISCOSNP. This idea
would lead to assembled genomes represented no more as
‘simple’ linear sequences but as graphs such as suggested
by the fastg format http://fastg.sourceforge.net/, in which
polymorphisms are conserved. Such a change would open
the way to new possibilities of storage and use of polymor-
phisms.

CONCLUSION

DISCOSNP is an integrated reference-free software designed
to find SNPs that can be subsequently used as high-quality
genetic markers. DISCOSNP combines several advantages: (i)
robust detection and ranking of isolated SNPs, (ii) support
for any number of read datasets, (iii) scaling to big data
studies thanks to a highly memory efficient data structure,
(iv) lower running times than other reference-free tools and
(v) an easy to use software, capable of processing billions of
reads from a mammalian genome with a single command.

The experiments on a dataset composed of two simulated
diploids show that DISCOSNP provides similar results, both
in terms of precision and recall, to those of other state-
of-the-art reference-free SNP detection methods, while be-
ing faster and needing at least two orders of magnitude
less memory. Experiments on simulated haploids show that,
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when analyzing together more than two individuals, DIS-
COSNP outperforms the other tools, both in terms of com-
putational resources and results quality. Applied on real
datasets, results confirm the capacity of DISCOSNP to scale-
up to large volumes of data (less than 6GB memory on 3
billion Illumina reads), as well as its high precision, i.e. an
experimental validation conducted on an arthropod species
(the tick I. ricinus) on which de novo sequencing was per-
formed, confirmed 96% of the predicted SNPs that were
tested.

The DISCOSNP source code, available under CeCILL li-
cense, can be downloaded from http://colibread.inria.fr/
discoSnp/. Moreover, this web page shows how to integrate
DISCOSNP in any Galaxy instance using the GenOuest Tool
Shed.

SUPPLEMENTARY DATA

Supplementary Data are available at NAR Online.
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Abstract

Assessing the genetic variability of the tick Ixodes ricinus—an important vector of pathogens in Europe—is an essen-

tial step for setting up antitick control methods. Here, we report the first identification of a set of SNPs isolated from

the genome of I. ricinus, by applying a reduction in genomic complexity, pyrosequencing and new bioinformatics

tools. Almost 1.4 million of reads (average length: 528 nt) were generated with a full Roche 454 GS FLX run on two

reduced representation libraries of I. ricinus. A newly developed bioinformatics tool (DiscoSnp), which isolates

SNPs without requiring any reference genome, was used to obtain 321 088 putative SNPs. Stringent selection criteria

were applied in a bioinformatics pipeline to select 1768 SNPs for the development of specific primers. Among 384

randomly SNPs tested by Fluidigm genotyping technology on 464 individuals ticks, 368 SNPs loci (96%) exhibited

the presence of the two expected alleles. Hardy–Weinberg equilibrium tests conducted on six natural populations of

ticks have shown that from 26 to 46 of the 384 loci exhibited significant heterozygote deficiency.

Keywords: 454, de novo SNP calling, Ixodes ricinus, nonmodel organism, reduced representation library, SNP
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Introduction

Ticks (Acari, Ixodidae) are haematophagous vectors of

numerous pathogens. In Europe, Ixodes ricinus is the most

widespread species and is responsible for both human

and animal diseases (Gubler 1998; Parola & Raoult 2001).

This tick transmits pathogenic agents responsible for

zoonotic diseases such as Lyme disease, tick-borne-

encephalitis, babesioses or rickettsioses (Gray 2002).

An accurate knowledge of tick dispersal and genetic

diversity is required to set-up efficient vector control

methods, such as acaricides or antitick vaccines, but is

still lacking (Philipp et al. 1997; Gillet et al. 2009). How-

ever, all three sets of microsatellite markers developed

independently to date (6 by Delaye et al. 1998; 17 by

Røed et al. 2006 and 9 by Noel et al. 2012) exhibit high

heterozygote deficiency (De Meeûs et al. 2004; Røed et al.

2006; Kempf et al. 2009, 2011; Noel et al. 2012) and, for

several loci, nonmendelian transmission patterns that

could not be fully explained by the high frequency of

null alleles (De Meeûs et al. 2004; Røed et al. 2006). More-

over, the large number of alleles—sometimes differing

by a single nucleotide, stutter bands or short allele domi-

nance- makes genotype assignation difficult (De Meeûs

et al. 2004). To circumvent the difficulties associated with

microsatellites, single nucleotide polymorphisms may

constitute markers of choice for the investigation of

genetic variability in I. ricinus (Noureddine et al. 2011;

Porretta et al. 2013; Van Zee et al. 2013). SNPs have been

successfully developed in other nonmodel organisms

(Ekblom & Galindo 2011; Helyar et al. 2011). SNPs are

the most abundant markers within genomes and exhibit

a uniform distribution across chromosomes (Schl€otterer

2004). Because of their lower mutation rates (compared

with microsatellites; Estoup et al. 2002), SNPs exhibit less

homoplasy (Morin et al. 2004). As they are biallelic, a

lower error rate in genotyping and allele assignation can

be expected. Moreover, due to their large numbers, they

are very useful and informative for the investigation of

genetic polymorphism (Lao et al. 2006; Paschou et al.
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2007). Fifty biallelic SNPs are considered to be equivalent

to 20 highly polymorphic microsatellites (Smouse 2010).

Several methodological constraints have to be over-

come during the development of SNPs in I. ricinus. First,

because of the large estimated genome size (about 2.1 Gb

based on the closely allied north American species

I. scapularis), it is more difficult to get a higher sequenc-

ing depth. However, when looking for SNPs, a minimum

depth is necessary to discriminate between true poly-

morphism and sequencing errors. Second, no reference

genome is available for I. ricinus. Indeed, most of the

available softwares developed to date and designed to

call SNPs from NGS data sets make use of a reference

genome (Li et al. 2009; McKenna et al. 2010). They map

the reads on this reference genome to look for differences

between this sequence and the reads (Nielsen et al. 2011).

In the case of I. ricinus, the de novo assembly from

NGS data sets would thus be especially difficult to build

because of the large size of the genome and the high pro-

portion of repeated elements within this genome (Meyer

et al. 2010).

We overcame the first difficulty using a method

employing reduced representation libraries (RRL) to

reduce genome complexity (Altshuler et al. 2000; Van

Tassell et al. 2008). This method is based on the use of

restriction enzymes and the selection of digested DNA

fragments of a given range size. Finally, we developed an

original method based on the DiscoSnp tool (R. Uricaru,

G. Rizk, V. Lacroix, E. Quillery, O. Plantard, R. Chikhi,

C. Lemaitre & P. Peterlongo, in prep) that can identify

SNPs by comparing their reads in raw NGS data sets

using a de-Bruijn graph and without any genome

assembly.

Materials and methods

Tick collections and DNA extraction

The DNA libraries were constructed by sampling two

I. ricinus populations. Only adult females (the lifecycle

stage with the largest amount of DNA) were used. The T

population corresponds to 10 partially engorged females

that were collected on roe deer in southwest France

(‘Gardouch’; 43° 23′ 27.88″N, 1° 41′ 1.67″E) during the

winter of 2010 and kept at �80°C until DNA extraction.

The M population corresponds to 20 nonengorged

females that were collected in spring 2011 (and kept alive

at 4°C in the laboratory until DNA extraction) as they

were questing for a host on vegetation in northwest

France (‘Malville’; 47° 21′ 30.10″ N, 1° 51′ 41.59″W). Each

individual was extracted, and the DNA concentration

measured separately.

The ticks were frozen in liquid nitrogen and crushed

with a pestle in individual tubes. DNA extraction was

conducted according to manufacturer instructions using

the NucleoSpin Tissue XS kit (Macherey-Nagel).

For the genotyping and SNP validation, I. ricinus

nymphs have been collected by the drag method (Schu-

lze et al. 1997) in 83 different sampling sites covering an

area of 130 km2 of the « Zone Atelier Armorique» (Breta-

gne, France; 48° 28′ 28.25″N, 1° 33′ 49.29″W). Between 1

to 10 I. ricinus individuals, nymphs were extracted in

each sampling sites, resulting in a total of 464 individu-

als. Sixteen controls were added in the genotyping assay

including ‘no template controls’ (NTC) used for Flui-

digm technology, Whole-Genome Amplification controls

and DNA extraction controls.

As the amount of DNA obtained from a single indi-

vidual was insufficient for genotyping of all the SNPs

isolated, a Whole-Genome Amplification (WGA) using

the primer extension preamplification method (PEP-

PCR) (LGC-Kbio) was performed on each individual

DNA extract prior to genotyping.

Genome reduction and sequencing

After testing several restriction enzymes, MseI (T ^ AAT;

New England Biolabs) was selected because a high con-

centration of DNA fragments of the target size (id est 500–

600b, to maximize the efficiency of 454 pyrosequencing

relative to reads length) could be obtained, and no

discrete band (that would reveal the presence of repeat

elements) was observed in the target range of DNA frag-

ments selected. Each sample was digested for 8 hours

(2.5 U/lg of DNA) according to manufacturer’s instruc-

tions. The digested DNA was then separated on a 1%

agarose gel (4 h, 80v). A gel piece of each sample, con-

taining DNA fragments from 500 to 600 bp (according to

the 100 pb marker size ladder; Eurobio), was sheared

under a UV lamp. The DNA was then extracted and

cleaned with the gel clean-up kit (Macherey-Nagel),

eluted in 40 lL of EB Buffer (3.33 mM Tris, pH 8.5), then

quantified using QubitTM with the dsDNA HS AssayTM kit

(Invitrogen). Each sample was then sent to the Biogenou-

est Genomic platform (Rennes, France) where the 454

sequencing was conducted. The samples from each of the

2 populations (T and M) were pooled separately. Pools

were prepared from an equimolar quantity of DNA from

each of the 10 to 20 samples, respectively, corresponding

to 500 ng of DNA in 10 ll, tagged with a unique barcode

(multiplex identifier MID) and sequenced using the

Roche 454 GS FLX and Titanium chemistry.

The reads obtained with the 454 sequencer were

trimmed by default filters. Another filter was performed

directly by the sequencing platform (the Biogenouest

Genomic platform; scripts are available upon request on

website galaxy: galaxy.genouest.org) to delete reads that

(i) did not contain the four nucleotides A, C, T, G; (ii)
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contained a high frequency of undetermined base

(>7.0%); (iii) was less than 150 bp or greater than 950 bp

in size; (iv) contained repeat motifs (cf. ‘passed 1’ reads

in Table 1). Finally, reads (or ends of reads) with a qual-

ity inferior to 20 (PHRED Quality score) or that did not

contain the expected restriction site were deleted (script

available upon request from INRA MIGALE bioinfor-

matics platform: http://migale.jouy.inra.fr), as well as

the MID tags used for the pyrosequencing (cf. ‘passed 2’

reads in Table 1).

Identification and checking of SNPs

A pipeline for SNP calling was developed based on the

DiscoSnp tool (R. Uricaru, G. Rizk, V. Lacroix, E. Quil-

lery, O. Plantard, R. Chikhi, C. Lemaitre & P. Peterlongo,

in prep). The DiscoSnp source code is available under

CeCILL licence, and it can be downloaded from coli-

bread.inria.fr/discosnp/. This tool calls SNPs from one

or several reads sets without using any reference gen-

ome. The DiscoSnp tool is composed of two main mod-

ules. The first module, KisSnp2, constructs a de-Bruijn

graph by extracting all words of length k (k-mers) from

the reads. The de-Bruijn graph organizes the k-mers as

follows: a node stores a k-mer and an oriented edge con-

nects two nodes if the suffix of length k-1 of the source

node is equal to the prefix of length k-1 of the target

node. KisSnp2 then detects patterns in the graph that

reveal the presence of a SNP in the read set(s). This first

module output is a FASTA file containing sets of pairs of

heterozygous sequences of length 2k-1. Because

sequences are constructed by assembling k-mers from

reads, it is necessary to map the initial reads on them.

This step is performed by the second DiscoSnp module

called KissReads. This step (i) removes spurious

sequences not existing in reads but only in k-mers and

(ii) quantifies the average PHRED quality and the read

sequencing depth of each position of each sequence and

for each read set.

A draft assembly was conducted with MIRA3 (Chev-

reux et al. 1999) to estimate the coverage of the I. ricinus

genome by the sequencing of our two reduced represen-

tation libraries.

SNP assay design and genotyping

For each SNP, read alignments containing the isolated

SNPs were checked visually with the Tablet software

(Milne et al. 2013). Only biallelic SNPs were consid-

ered. SNP loci located in the vicinity of microsatellite

loci were excluded because such loci are known to

exhibit high mutation rates that would prevent hybrid-

ization of the primers designed for genotyping.

Among the SNPs satisfying all the above criteria, 384

loci (corresponding to 4 Fluidigm chips 96 9 96) were

selected at random, for which primers were designed

with the Perl Primer software (Marshall 2004) with

length, annealing temperature and GC content as rec-

ommended for their use with Fluidigm technology

and Kaspar chemistry (Table S1, Supporting informa-

tion).

The WGA was conducted by the GENTYANE plat-

form (INRA, Clermont-Ferrand, France) like the geno-

typing, using the Biomark HD system (Fluidigm

technology) and Kaspar chemistry (Wang et al. 2009).

Minor allele frequencies (MAF) were calculated on

the 464 individuals genotyped (Table S1, Supporting

information). Expected and observed heterozygote fre-

quencies were calculated, and Hardy–Weinberg exact

tests were computed using Genepop 4.2.1 (Rousset 2008).

The tests were conducted on the six largest populations

of the sample, with 10 individuals for each population.

Results

A workflow illustrating the steps involved in data

processing is given in Fig. S1.

Pyrosequencing of the reduced representation libraries

454 GS FLX sequencing generated 1 389 201 reads for the

two reduced representation libraries (730482 and 658 719

for populations M and T, respectively) corresponding to

527 Mbp (Fig. S2, Supporting information). The reads

had a mean length of 401 nt, with an average quality

score of 33.2. Most of the reads (95%) began with ‘TAA ’,

as expected for DNA fragments digested with the MseI

Table 1 Summary statistics for 454 pyrosequencing of the 2 reduced representation libraries. The number of reads and their lengths are

indicated in the raw data and after the first (Passed 1), and second criteria of trimming (Passed 2)

Population

Number of

Individuals

Number of reads Length of reads (Passed 2 reads)

Raw Passed 1 Passed 2 Mean Maximum Minimum Total nt

M 20 730 482 638 228 536 061 528 914 167 283 554 541

T 10 658 719 563 986 460 447 530 825 30 244 272 285

Total 30 1 389 201 1 202 214 996 508 529 914 30 527 826 826
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enzyme. After application of the initial trimming steps,

392 693 reads were excluded due to insufficient quality

score, presence of repeat sequences or absence of the

restriction site.

SNPs discovery with DiscoSnp

A total of 996 508 reads (536 061 and 460 447 for popula-

tions T and M, respectively) with a mean length of 529 nt

were used for the isolation of SNPs (Table 1). DiscoSnp

was run on two read sets corresponding to the M and T

populations. The main parameter in DiscoSnp is the k

value. The best k value was determined by plotting the

k-mer counting histograms (Fig. S3) for distinct k values.

Finally, k = 29 was used, corresponding to the beginning

of the plateau of the curve with more than 80% of unique

k-mer and giving the optimal sequence size as output for

DiscoSnp.

After applying the KisSnp2 module of the DiscoSnp

software using k = 29, 791 803 SNPs were obtained. The

KissReads module was then used to check whether the

reconstructed sequences of length (2k-1) really corre-

sponded to reads existing in the original data set. At this

stage, 321 088 SNPs (corresponding to 40% of the initial

number of SNPs found) were identified as true positive

SNPs.

The SNPs generated by DiscoSnp were then sorted

according to their sequencing depth (Fig. 1).

This curve of distribution of sequencing depth for the

SNPs was similar to that observed for the sequencing

depth of contigs obtained during the assembly with

MIRA3 (Fig. S4, Supporting information). Only those

SNPs for which the sequencing depth was between 4

and 10 were retained for subsequent analysis, corre-

sponding to 126 567 SNPs (i.e. 39.4% of the 321 088 SNPs

previously isolated). This selection was conducted to

eliminate SNPs that could be due to sequencing errors

(considered to be present in SNPs with a sequencing

depth inferior to 4) or located in duplicated loci or repeat

elements (considered to be present in SNPs with a

sequencing depth superior to 10). The SNPs sequence

vicinity was used to filter out SNPs close to homopoly-

mers as these concentrate sequencing errors in 454 data

and can therefore affect primer hybridization. For this,

we used a sliding window of 8 nucleotides and elimi-

nated the sequence if 6 identical nucleotides were
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Fig. 1 Number of SNPs identified by DiscoSnp according to sequencing depth (the distribution was truncated; sequencing depths

above 100 are not illustrated).
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detected within this window. We also filtered out SNPs

with PHRED sequence quality lower than 30. Only 9537

SNPs with a quality score superior to 30 (PHRED) and

without any homopolymer in the sequence of 2k-1 were

kept. We additionally filtered out SNPs in sequences that

could have been generated by erroneous reads. To do

this, we mapped back reads on all SNPs sequences (of

length 2k-1) using GASSST (Global Alignment Short

Sequence Search Tool; Rizk & Lavenier 2010) with a simi-

larity threshold set at 80%. In this final step, SNPs for

which the alignment between sequence and reads

included gaps or substitutions could be detected and

were filtered out. As a result, 1768 SNPs were retained.

Description of the 384 SNPs isolated

From those 1768 SNPs, 384 SNPs were selected at ran-

dom. The number of SNPs selected in each of the seven

sequencing depth classes (4 to 10) was proportional to

the initial sequencing depth distribution observed for the

1768 SNPs. Among those 384 SNPs, 254 SNPs (66%) cor-

responded to transitions while 130 (34%) corresponded

to transversions. Twenty-two SNPs showed some poly-

morphism only in the M population and 62 only in the T

population, while 300 SNPs exhibited the two alleles in

each of the two RRL analysed. Homology of the 384 con-

tigs (corresponding to the consensus of reads for a given

SNP locus) was investigated by BLAST using sequences

already deposited in GenBank. 56.51% of the retained

sequences exhibited homology with sequences from

I. scapularis (% identity > 80% and coverage > 10%) and

0.78% with another tick species (Rhipicephalus (Boophilus)

microplus). No other significant match with any other

organism was observed.

Genotyping results

Because of the small amount of DNA available for each

individual tick nymph (~17 ng), a Whole-Genome

Amplification method (WGA) was applied to multiply

the available DNA by 30.

Twenty Fluidigm chips (« dynamic array » 96.96 Bio-

MarkTM) were used for the genotyping. One of them was

not used in subsequent analyses for technical reasons.

Finally, 168 378 genotyping points were analysed, of

which 35 363 (21%) were not interpretable (lack of ampli-

fication or ambiguous genotype assignation) and were

therefore considered as missing data.

Among the 384 SNPs, five loci showed no amplifica-

tion (corresponding to 5.4% of the 35 363 missing data).

Eleven SNPs among the 484 individuals investigated

were only found in the homozygous state. The remaining

368 SNPs provided suitable amplification results and

exhibited the two alleles. The minor allele frequency

(MAF) varied between 0.04 and 0.5, with a mean value of

0.23 (Table S2, Supporting information). In the six popu-

lations investigated for Hardy–Weinberg equilibrium

(those with a population size of ten individuals), from

6.77% to 11.97% of the 384 loci were found with a signifi-

cant heterozygote deficiency (Table S3, Supporting infor-

mation).

Discussion

Due to the numerous difficulties encountered with the

three sets of microsatellite loci developed in I. ricinus to

date (Delaye et al. 1998; Røed et al. 2006; Noel et al.

2012), it was urgent to produce a new set of highly resol-

utive genetic markers for the analysis of genetic variabil-

ity in this important tick species.

The SNP discovery workflow described here permit-

ted the identification of 321 088 putative SNPs in the

I. ricinus genome, the successful design of primers for

384 SNP loci and polymorphism was observed in 96% of

the loci.

The development of these SNPs involved the follow-

ing four steps: pyrosequencing of two reduced represen-

tation libraries from a pool of I. ricinus individuals,

isolation of SNPs from this NGS data set with the

DiscoSnp pipeline, design of SNPs primers and SNPs

genotyping.

To our knowledge, no inbred homozygous I. ricinus

strain is currently available. Thus, within-individual

polymorphism is expected even if a single individual is

sequenced. Due to this nonreducible polymorphism, the

difficulties encountered in the genome assemblage and

the avoidance of sequencing errors are therefore

increased. Moreover, as the amount of DNA available

from a single individual is limited, several individuals

must be pooled together for pyrosequencing.

The sequencing depth must be tuned according to the

trade-off between the minimum number of reads for a

given sequenced locus required to detect polymorphism

(with a minimum of two reads) and the wastage of

sequencing efforts due to sequencing of nonvariable

genomic regions or regions that are already represented

by a sufficient number of reads in the data set. We made

use of sequencing depth to exclude sequencing errors

(expected to be found in sequences represented by a sin-

gle or a few reads). We also used the sequencing depth

to avoid loci in repetitive DNA or duplicated loci (that

are not suitable for SNP design).

An RRL strategy was employed to maximize the

sequencing depth of the genomic region sequenced.

After a draft assembly of our data set using MIRA3, we

estimated that our libraries represented 78.3 Mpb, corre-

sponding to a coverage of about 3.8% of the I. ricinus

genome (considering a genome size of 2.1 Gb), with a

© 2013 John Wiley & Sons Ltd
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mean sequencing depth of 2.58 and a median of 2.3.

Although this sequencing depth could be considered as

weak, SNPs were subsequently only selected in reads

with a sequencing depth between 4 and 10 to avoid

sequencing errors and repeat loci. Moreover, the choice

of restriction enzyme and the size of the DNA fragments

used for the library avoided the sequencing of repeat loci

(such as transposable elements), which are known to be

common in the I. scapularis genome (Ullmann et al. 2005;

Hill et al. 2009; Meyer et al. 2010) and unsuitable for the

isolation of codominant and mendelian molecular mark-

ers.

Because of (i) the absence of reference genome, (ii) the

large size of the I. ricinus genome, (iii) its high density of

SNPs, (iv) its large proportion of repeat elements and (v)

the frequency of sequencing errors obtained with the 454

technology, the genome assembly required by most SNP

calling software would have been especially difficult to

conduct. We thus argue that our bioinformatics tool,

because it avoids genome assembly, is especially useful

and relevant for the isolation of SNPs from the I. ricinus

genome. This assembly step is in fact precluded using

DiscoSnp. The strategy adopted here revealed a large

number of SNPs (321 088) in our data set. Using GAS-

SST, we conserved only 18.5% (1768) of the 9537 SNPs

meeting all the requested quality criteria (quality of read,

sequencing depth, absence of homopolymers). Because

of our RRL strategy (and the selection of only a fraction

of the whole-genome in our data set, with varying

sequencing depths for each locus), the SNP density

cannot be directly inferred at the whole-genome scale.

Moreover, the final number of SNPs isolated in this pipe-

line is highly dependent on the stringency of the filters

used to avoid SNPs that might correspond to artefacts or

be located in unsuitable loci (duplicated loci, occurrence

of other SNPs or microsatellite loci in the vicinity of the

SNP targeted…). In our case, as we wanted to select only

a limited number of SNP loci (384) for population genet-

ics studies, we used parameter values that were highly

selective to keep only those SNP loci that were the most

suitable for primer design and genotyping. However,

numerous additional SNPs isolated could have been

used to design new primers in the remaining set of

polymorphic sites identified.

Among 1768 SNPs selected as candidates for primer

design, 384 SNPs were tested by genotyping 464 individ-

uals of Ixodes ricinus from an area (130 km2) located in

Brittany (North of France). These 384 SNPs were success-

fully amplified at 96%, as 368 displayed both amplifica-

tion and polymorphism during genotyping. No

amplification was observed for five SNPs, while 11 other

SNP loci exhibited only one kind of homozygous indi-

viduals. The obtained validation rate is higher than in

other studies where missing SNPs were reported to

represent between 6 and 52% (Sanchez et al. 2009; Hyten

et al. 2010; Fu & Peterson 2012). This reflects the effec-

tiveness and stringency of the pipeline developed to

select only those SNPs with the most suitable loci for

primer design.

Among the six populations investigated, a deviation

from Hardy–Weinberg equilibrium was observed in 6.77

to 11.97% of the 384 loci genotyped. This is in agreement

with previous investigations based on microsatellite loci

that have all found high heterozygote deficiency (De

Meeûs et al. 2004; Røed et al. 2006; Noel et al. 2012). The

limited active dispersal of those arthropods, the existence

of host-specialized races as well as associative mating

may be responsible for this pattern, through a Wahlund

effect (Kempf et al. 2009, 2011). For a better understand-

ing of I. ricinus population structure, complementary

investigations conducted at a limited spatial scale and

using ticks for which the host used is known will be

needed (Quillery et al. in prep).

The strategy reported here, which combines high

throughput sequencing (HTS), genome reduction with

the RRL technique and a powerful bioinformatics

pipeline to isolate SNPs without requiring any refer-

ence genome, illustrates the feasibility of SNP discov-

ery for nonmodel organisms like Ixodes ricinus. The

SNP loci described here will be useful for a variety of

applications such as the assessment of the genetic

structure of I. ricinus populations or the building of a

genetic map.
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Abstract. We propose a formal model and an algorithm for detecting
inversion breakpoints without a reference genome, directly from raw NGS
data. This model is characterized by a fixed size topological pattern in the
de Bruijn Graph. We describe precisely the possible sources of false pos-
itives and false negatives and we additionally propose a sequence-based
filter giving a good trade-off between precision and recall of the method.
We implemented these ideas in a prototype called TakeABreak. Ap-
plied on simulated inversions in genomes of various complexity (from E.
coli to a human chromosome dataset), TakeABreak provided promising
results with a low memory footprint and a small computational time.

Keywords: structural variant, NGS, reference-free, de bruijn graph

1 Introduction

Structural variation is an important source of variations in genomes, that can
be involved in phenotypic variations, inherited diseases, evolution and specia-
tion. The extent of structural variations in populations has been only recently
acknowledged, thanks mainly to next generation sequencing (NGS). In fact, by
sequencing the genomes of several human individuals, one can find more DNA in-
volved in structural variations than in single nucleotide polymorphism (SNP) [1].
However, due to the small size of the reads these variants are much more difficult
to identify than SNPs. Most methods proposed so far rely on mapping the reads
on a reference genome. The main approach calls structural variant breakpoints
when mapped read pairs show discordant mappings with respect to expected
insert-size and orientation of the reads [2]. Due mainly to repetitions in com-
plex genomes and mapping errors, these methods suffer from high false positive
rates and a small overlap between predictions obtained by different methods [3].
Noteworthy, copy number variations seem to have focused most attention and
efforts, whereas balanced structural variants such as inversions have been less
investigated [1], suggesting that the latter are even more difficult to detect in
short read data.

All these approaches rely on a reference genome and on a first mapping step.
This is a strong limitation when dealing with organisms with no available refer-
ence genome or one of poor quality or too distantly related. On the other hand,



one can also perform full de novo assembly of re-sequenced genomes and com-
pare the resulting assemblies [4], however de novo assembly remains a difficult
and resource intensive task and this could be reduced by targeting directly in-
version variants. The problem we address is therefore: can we identify inversion
signatures directly in raw NGS reads without the need of any reference genome
nor full assembly of the reads? Several methods have been developed recently
for calling biological events of interest directly from raw unassembled reads, by
targeting specific patterns in assembly graphs, such as the de Bruijn Graph.
Some of them are dedicated to detect SNPs or small indels [5,6,7,8] or alterna-
tive slicing events in RNA-seq data [9], but none for inversions or other balanced
structural variants.

The main contribution of this paper is an analysis and a formal modeling
of topological patterns generated by inversions in the de Bruijn Graph. Addi-
tionally, we propose an algorithm detecting such inversion patterns. This algo-
rithm was implemented in a tool called TakeABreak that was used as a proof
of concept and that can be downloaded from http://colibread.inria.fr/

TakeABreak/.
Applying this tool on simulated datasets enabled to show that i) the described

model detects with high recall and precision inversion breakpoints ii) even if they
are problematic, numerous approximate repeats present in complex genomes only
slightly decrease performances iii) time and memory are very limited.

2 Inversion pattern in the de Bruijn Graph

2.1 Preliminaries

Given a sequence s on the DNA alphabetΣ = {A,C,G, T}, we use the concept of
k-mers that are words of length k in s. We denote by←−s the reverse-complement
of sequence s, for instance with s = TTGC, ←−s = GCAA.

de Bruijn Graph The approach we propose is based on the use of a de Bruijn
Graph. Given a set of sequences such as reads in the assembly framework, a de
Bruijn Graph is a directed graph where the set of vertices corresponds to the
k-mers from the sequences, and a directed edge connects a source k-mer a to a
target k-mer b if the k−1 suffix of a is equal to the k−1 prefix of b. Usually, in the
genome assembly framework [10], a de Bruijn Graph node stores explicitly a k-
mer and implicitly its reverse complement. Thus there are two ways of traversing
a node: either reading the explicit k-mer or reading the implicit one; we denote
this notion by the state of the node: explicit or implicit. In this context, each
edge is labeled by the states of its source and target nodes. In the following n→ω
denotes the node storing explicitly or implicitly ω, in the state such that reading
n→ω provides the k-mer ω. Respectively, n←ω denotes the same node in the state
such that reading n←ω provides the k-mer ←−ω .

Given two nodes n→start and n→stop, we say that a path of length l exists from
node n→start to node n→stop, iif node n→stop can be reached using l nodes from node



n→start and for any traversed node, it should be entered and leaved in the same
state (i.e. explicit or implicit). Let k-path denote a path of length k.

Inversion Given a fixed k value and a set of input sequences, we define an

inversion as a sequence I of length larger or equal to k such that aIb and a
←−
I b

occur both at least once, each in any of the input sequences, with a and b being
two k-mers. We call u (resp. v) the prefix (resp. suffix) of length k of I. Our

inversion model imposes a 6=←−b and u 6=←−v . Figure 1 proposes a graphical rep-
resentation of an inversion. We call the breakpoints of the inversion, the junctions
between the inverted segment and the non-inverted parts. Such a rearrangement
generates therefore two breakpoints in each sequence.

Fig. 1: Sequences aIb and

a
←−
I b, showing the four par-

ticular k-mers a, u, v and b
at the breakpoints of the in-
version.

2.2 Inversion pattern

An inversion, such as shown in Figure 1, generates a particular motif in the de
Bruijn Graph. The only differences in terms of k-mers between both sequences,
with and without the inversion, involve the breakpoints of the inversion: only
the k − 1 k-mers spanning each breakpoints differentiate the two sequences.
The breakpoints at the left of the inverted segments are then characterized by
a fork in the de Bruijn Graph, which is defined by a common node n→a that
branches to two distinct k-paths that end repsectively in n→u and n←v . Similarly,
the other two breakpoints (at the right) are characterized by two k-paths starting
from n←u and n→v that join in n→b . These two forks, being connected by two
common nodes (corresponding to the k-mers u and v respectively, and their
reverse complements), lead to a particular motif in the de Bruijn Graph, that
we call the inversion pattern, as exemplified in Figure 2.

It is important to note that the definition of the inversion pattern imposes

conditions on the four k-mers a, u, v, b. First, a 6= ←−b and u 6= ←−v for the two
distinct forks to exist. Second the node n→a must be branching, that is the first
nucleotide of u must be different from the first nucleotide of ←−v .

One major advantage of this motif is that it can be traversed by 4 k-paths
in the de Bruijn Graph: one from n→a to n→u ; one from n←u to n→b , one from n←b
to n←v ; one from n→v to n←a . Being composed of only fixed length paths, finding
the presence of such motif in a de Bruijn Graph is rapid and rather simple.

Notice that this motif presents some drawbacks. First, it detects the presence
of inversion breakpoints but it does not provide the inversion itself. As second
drawback, the motif is perfectly symmetrical: starting from node n←b , or n←u or



Fig. 2: Schematic example of the inversion pattern generated by sequences aIb

(the blue path) and a
←−
I b (the red path) in a de Bruijn Graph with k = 4. Nodes

are represented as two-stage boxes, with the upper part in black showing the
explicit k-mer and the lower part, in grey, the implicit one. DNA k-mers are not
represented, instead the node content shows proportion of full or junction of the
four main k-mers a, u, v, b and their reverse complements. For shake of simplicity
and without loss of generality, we consider that all k-mers of au, vb, a←−v and←−u b are explicitly stored. The state of a node traversed by edges entering and
leaving its upper (resp. lower) part is explicit (resp. implicit). The green paths
represent the paths enumerated by TakeABreak algorithm. The dashed green
path is only checked, once the nodes nv and nb are found.

n→v leads to the discovery of the same inversion. As presented Section 3.2, we
propose a way to output only once each inversion breakpoints. Finally, such a
motif may witness approximate repeats instead of inversions (see Section 3.4).

3 Algorithm for inversion pattern detection

3.1 Main algorithm

This section describes an algorithm for efficient detection of the inversion pattern
from an already constructed de Bruijn Graph.

A “naive” algorithm for detecting the inversion pattern would be to check for
each possible starting k-mer a a k-path from n→a to n→u , then from n←u to n→b ,
then from n←b to n←v and then from n→v to n←α and finally checking that a = α.
This approach would lead to the construction of 4k-paths from n→a leading to a
combinatorial explosion in complex genomes.

We propose an algorithm whose longest walked paths are of length 2k, then
strongly limiting the search space. The main idea is to start from any branching
node (a node having more than one outgoing edge) n→a , to detect all nodes
reachable by a k-path, storing them in several sets Nα depending on the first
letter α of these nodes. The second main step is then to detect any node n→b
(
←−
b 6= a) such that there exist a k-path from n←u to n→b and a k-path from

n←b to n←v , with n←u ∈ Nα and n←v ∈ Nβ and α 6= β. In such case the pair of
sequences au and vb is output. Algorithm 1 proposes a high level presentation
of our algorithm.



Algorithm 1 Main algorithm to detect the inversion pattern.

1: Input: A list of branching nodes and a de Bruijn Graph of all input reads.
2: Provides: A set of pairs of inversion breakpoint sequences
3: for each branching node n→a do
4: Compute all paths of length k starting from n→a
5: Store all reached nodes starting with letter α in Nα (α ∈ {A,C,G, T})
6: for each α ∈ {A,C,G} do
7: for each n→u ∈ Nα do
8: Compute all paths of length k from n←u
9: Store all reached nodes in B
10: for each n→b ∈ B do
11: for each n←v ∈ ∪Nβ>α do
12: if a path of length k exists from n←b to node n←v then
13: Output (au, vb)

3.2 Canonical representation of occurences

The inversion pattern presents some symmetries. In most cases (see Section 3.3),
the inversion pattern generated by an inversion will be detected by our algorithm
as four distinct occurences each starting from one of the four main nodes: n→a ,
n←u , n←b and n→v . The output of the algorithm 1 is a pair of words au and vb
depending both on the starting node n→a and the order of detection between
n→u and n←v . To avoid outputing several times the same inversion, we define its
canonical representation as the smallest 2-words output in lexicographical or-

der among the eight possible rearrangements: (au, vb), (a←−v ,←−u b), (←−u←−a ,
←−
b←−v ),

(←−u b, a←−v ), (vb, au), (v←−a ,
←−
b u), (

←−
b←−v ,←−u←−a ), (

←−
b u, v←−a ). Only the canonical rep-

resentation is reported and only once.

3.3 Presence of small inverted repeats at the breakpoints

If an inversion contains an inverted repeat of size larger or equal to k − 1 at its
breakpoints, this inversion will not generate the inversion pattern since it does
not generate new k-mers nor new paths in the de Bruijn Graph with respect to

the non inverted sequence. This is the case for instance if a =
←−
b or u =←−v .

In the case of an inverted repeat whose length is smaller than k − 1, such
inversion still generates the inversion pattern, however the latter is not be fully
symmetrical. Suppose there is an inverted repeat of size x < k− 1 at the break-
points or overlapping the breakpoints. As the first node n→a must be branching,
it imposes that the repeated sequence is included in k-mer a and considered
outside the inverted segment (note that even with the full sequences at hand,
we can not decide if the inversion includes the repetition entirely, partially or

not at all). The suffix of size x of a is then equal to the prefix of size x of
←−
b . It

implies also that there are no more k−1 distinct k-mers at each breakpoint that
differentiate the two sequences, but k− 1− x k-mers. Therefore the two forks of
the inversion pattern, represented in Figure 2, are shortened. In this case, the



nodes n←u and n→v reached after k-paths are not necessarily branching and can
not constitute starting k-mers in other occurrences of the inversion pattern. In-
stead k-mers at the end of (k−x)-paths in the fork constitute the other starting
k-mers.

In fact, such an inversion will still be detected as 4 occurrences but the
sets of k-mers a, u, v and b will be different depending on the starting k-mer.
Starting from inside (n←u or n→v ) or outside (n→a or n←b ) the inverted segment I
will generate two distinct sets of 2k words overlapping on 2k − x characters. To
avoid duplicating once again artificially the number of occurrences, the output
of the algorithm truncates the k-mers u and←−v such that all starting k-mers give
the same sets of words (here of size 2k−x) and a unique canonical representative
can be computed for each of the four occurrences (Figure 3).

Fig. 3: Example of an inversion with small inverted repeats (red arrows) at the
breakpoints. Breakpoint sequences au, vb (resp. a′u′, v′b′) are obtained starting
from nodes n→a or n←b (resp. n←u′ or n→v ). The unique canonical representative is
represented by the two grey bottom lines.

3.4 Distinguishing inversions from approximate repeats

Some approximate repeats may generate the inversion pattern in the de Bruijn
Graph and are thus a source of false positives. Consider for instance that a given
sequence au has at least four approximate copies in the sequence, such that au,
au′, a′u and a′u′ with u′ ≃ u (at least the first letter is different) and a′ ≃ a
(at least one substitution or indel anywhere in a). In this situation, without loss

of generality, calling
←−
b = a′ and ←−v = u′, the four paths au, vb(=

←−−
a′u′), a←−v (=

au′), and ←−u b(=
←−
a′u) exist and mimics the inversion pattern. More generally,

high similarity between a and
←−
b and between u and ←−v is characteristic of an

approximate repeat.
In order to distinguish inversions from false positives due to approximate

repeats, we filter out occurrences of the inversion model where a and
←−
b and

where u and ←−v have a Longest Common Subsequence (LCS) size higher than a
given threshold. As an optimization, we try to detect earlier cases where a and←−
b are too similar during the k-path search from n←u to n→b . During this step,
we forbid paths that go back on the previous path towards first node n→a , since

the longer we take the former path, the more similar will be k-mers a and
←−
b .

However, to permit the detection of inversions with small inverted repeats at the
breakpoints, we tolerate to go back on the former path for a given maximum
number of nodes (this parameter is usually fixed to 8).

Additionally, it is well known that high copy number repeats with approxi-
mate copies are an important source of complexity generating highly branching



sub-parts in the de Bruijn Graph. Searching for inversions in such complex part
of the graph presents two main drawbacks. First, as previously mentioned, it is
a source of false positives, and second, it generates a possible huge number of k-
paths whose enumeration can be highly time consuming. To overcome these two
drawbacks we stop the inversion pattern detection from a node na as soon as the
product of the cardinality of the two largest sets Nα is bigger than a limit (called
LCT for Local Complexity Threshold). This product is a lower approximation of
the minimal number of couples of k-paths that are to be enumerated from the
starting na. Similarly, we apply the same strategy once a set of nodes B (see
Algorithm 1 line 9) is detected from a node n→u : if the cardinality of B times the
cardinality of the largest set Nα is larger than LCT , then the exploration from
node n→u stops. This last product reflects another lower bound of the number of
paths to be checked. Note that this approach highly limits both false positives
and computational time, while having a limited impact on recall, as shown in
results Section 4.2.

3.5 TakeABreak implementation

We implemented the proposed algorithm in a prototype called TakeABreak.
It takes as input one or several sets of sequences in fasta or fastq format. Its
main parameters are the k-mer size k; max sim ∈ [0, 100] the maximal similarity

authorized between a and
←−
b and between u and←−v , expressed as a percentage of

k-mer size; and LCT : the Local Complexity Threshold (see Section 3.4). Prior to
the inversion pattern detection phase, the de Bruijn Graph is constructed using
the Minia data structure [11,12]. This graph is constructed using only k-mers
having at least 3 occurrences in order to discard sequencing errors. This is a
very common parameter used for de Bruijn Graph-based assembly. The second
phase implements algorithm 1. The output is a fasta file containing, for each
detected inversion, its breakpoint sequences. These are the 2k− 2 (or 2k−x− 2
in the case of an inverted repetition of size x) words centered on the canonical
representation (au, vb). By removing the two extreme nucleotides, it ensures
that the output paths are made of the k-mers that overlap the breakpoints and
that must be specific to each sequence.TakeABreak can be downloaded from
http://colibread.inria.fr/TakeABreak/.

4 Results

To evaluate the ability of TakeABreak to detect inversions in reads, we gen-
erated artificial read datasets. First, non-overlapping inversions of varying sizes
were simulated in a copy of a real genome. Then we simulated the sequencing
processing on both genomes, the original one and the one with artificial inver-
sions. Finally both read sets were given as input to TakeABreak. To classify
the results of TakeABreak as true positive or false positive, we first generated
for each simulated inversion its canonical representation of breakpoints such as
described in sections 3.2 and 3.3 and then called a prediction of TakeABreak



as true positive if it is exactly present in this set of true breakpoints. Finally,
recall and precision were computed as follows: recall as the number of true pos-
itives over the number of simulated inversions, and precision as the number of
true positives over the number of predictions.

In more details, inversions were simulated as follows. Each inversion was put
sequentially. For each inversion, its first breakpoint is chosen uniformly along
the sequence, then its size is sampled uniformly in a given interval (here [k −
1000]), finally if it does not overlap and is sufficiently far from a formerly placed
inversion (the min distance was fixed to k nucleotides) the inversion is kept
and its sequence is reversed-complemented. To simulate reads, 100 bp reads are
sampled uniformly along the genome, sequencing errors are put also uniformly
with 1 % rate, the depth of coverage was fixed to 40x for each genome.

4.1 Results on a bacterial genome

TakeABreak was first evaluated on a simple and small dataset based on the
bacterial E. coli K12 genome, in which 1000 random inversions were simulated.
TakeABreak was applied on this simulated dataset with default parameters
(k = 31, max sim = 80%, LCT = 100). On this simple dataset, TakeABreak
proved to be highly efficient to detect inversion breakpoints, since it predicted
the 1000 true positive inversions, leading to a 100% recall for 100% precision
(see Table 1).

Recall (%) Precision (%) # FP

E. coli genome - default parameters 100.00 100.00 0
C. elegans genome - default parameters 96.00 99.07 9
Human chromosome 22 - default parameters 87.60 92.50 71

C. elegans genome - relaxed parameters 99.60 0.37 271,374
Human chromosome 22 - relaxed parameters 93.50 0.06 1,442,760

Table 1: Precision and recall results for TakeABreak on simulated datasets.
The first part of the table presents results obtained with default parameters
(k = 31, max sim = 80%, LCT = 100), the second part shows the decrease of
precision when relaxing filtering parameters (k = 31, max sim = 100, LCT =
10000). # FP indicates the amounts of false positives.

When varying the main parameter k, results remained almost unchanged:
only for k < 21 recall and precision slightly decrease to reach 98.6% and 90%
respectively. Indeed the smaller k, the more there are genomic repetitions merged
in single nodes of the graph, some of the repeats can then form false positive
patterns. Also, a side effect is an increased processing time since there are more
branching nodes to explore. Conversely when increasing k, precision should be
favored, recall can be affected but only if the value of k is unrealistic with respect
to the sequencing coverage, leading to uncovered parts of the genome.



4.2 Results on more complex genomes

Bacterial genomes are small and contain few repeats, leading to rather simple
de Bruijn Graph and few false positives of the inversion pattern. To evaluate
TakeABreak on more complex genomes, we simulated inversions in eukaryotic
genomes and chromosomes, first in the full C. elegans genome (∼ 100 Mbp) and
second in human chromosome 22 (∼ 35 Mbp without N bases). As expected (see
Section 3.4), precision and recall decrease when the repeat content of the genome
increases, as shown in Table 1. However, this effect is greatly limited by the use
of filtering parameters max sim and LCT , since relaxing these parameters leads
to millions of false positives (see Table 1).

Note that these parameters have to be fixed carefully as they can also affect
the recall, as shown in Figure 4 where precision and recall results are represented
for varying values of max sim and LCT . This figure shows that both parame-
ters are useful to decrease the false positive rate and that the proposed default
parameters offer a good trade-off between precision and recall.

Fig. 4: Effect of the filtering parameters, max sim (a) and LCT (b), on precision
and recall values for the C. elegans (open symbols) and human chromosome 22
(solid symbols) datasets. Vertical dashed lines represent the default parameters.

4.3 Time/memory performances

These tests were performed with 2.3 GHz Intel Core i7 processors, with 8GB
RAM memory.

Table 2 shows time and memory performances of the prototypeTakeABreak
for the different datasets. Time and memory increase with the complexity of the
datasets. Even if the human chromosome dataset is smaller than the C. elegans
one, the computational time is much larger for human. This shows that the com-
plexity of the graph is not solely linked to the size of the genome, but also to its
repeat content, with human chromosome 22 high copy number repeats generat-
ing sub-parts of the graph with high density of branching nodes and imbricated
patterns of inversions.



Nevertheless, as presented Table 2, TakeABreak scales up to complex and
large datasets. The highest memory consumption is reached during the de Bruijn
Graph construction and is limited to 1GB, allowing TakeABreak to be exe-
cuted on a standard desktop (note that the full human genome would need 6GB
of memory [12]). The graph construction time is limited to at most 20 minutes
for the most complex dataset we used. The time needed for enumerating all in-
version patterns is sensitive to genome complexity (from 1 second for E. coli to
one hour and a half for human chromosome 22) and still remains acceptable.
Moreover, in addition to dramatically improving the precision (see Section 4.2),
we can notice that the default filters highly reduce the computational time (e.g.
from 7h40 without filters to 1h30 with filters on the human dataset).

Time (s) Memory
Graph

construction
Inversion
detection

Graph
construction

Inversion
detection

E. coli genome
(3.7M reads 370 Mbp)

24 1 1GB 3MB

C. elegans genome
(80M reads, 8 Gbp)

78
935

(7408)
1GB 53MB

Human chromosome 22
(28M reads 2.8 Gbp)

1205
5412

(27554)
1GB 153MB

Table 2: Time and memory performances of TakeABreak on simulated
datasets with default parameters. For each dataset we indicated the number
of reads and the total number of nucleotides it contains. Time values given in
parenthesis are those obtained while relaxing the filter parameters (bottom part
of Table 1).

5 Discussion and conclusion

In this work, we formalized for the first time the topological pattern generated
by the inversion of a DNA segment in the de Bruijn Graph representing both
sequences, with and without the inversion.

We also proposed a first analysis of what kind of variant or sequence feature
can or can not generate this pattern. The pattern involves only the 2k sequences
around the breakpoints of the inversion (k being the k-mer size of the de Bruijn
Graph). Therefore the size of the inversion does not limit the existence of the
pattern as long as it is greater than k. The pattern is based on four k-mers at
each side of the breakpoints that must be identical between both sequences with
and without the inversion. As a consequence, the breakpoint regions must not
contain any substitution or indel at distance less than k from both breakpoints,
that is as if the inversion was generated by perfect blunt-ended double strand
breaks. Finally, another feature that can prevent an inversion from generating
this pattern is the presence of an inverted repeat of size ≥ k − 1 at each break-
points since all breakpoint sequences will follow the same paths in the de Bruijn
Graph.



On the other hand, we showed that the pattern can be generated by other
sequence features than inversions. First, some approximate repeats with appro-
priate combinations of differences can easily generate this pattern, these are
considered as false positive or noise since they do not differentiate the compared
genomes. If in small bacterial genomes, this situation is quite rare, our tests
show that in more complex genomes this can dramatically increases the num-
ber of false positive calls, explaining why we added a sequence-based filter to
this topology-based pattern. Indeed, with high copy number repeats, such as
transposable elements in eukaryotic genomes, such combinations of at least two
differences in repeats of size 2k is very likely to happen. Another variant that
can generate the inversion pattern is the reciprocal translocation, since it has
also two breakpoints per sequence (with and without the translocation) with
the same combinations of four k-mers. We consider this as another advantage
of this pattern, because, in this case, this is also a structural variant that can
differentiates genomes and has therefore a potential biological interest.

In this work, we also proposed and implemented an efficient algorithm to
enumerate all inversion patterns in a de Bruijn Graph, together with powerful
filtering strategies to avoid false positives due to approximate repeats. The tests
we performed on simulated data prove that this approach enables to recover al-
most all simulated inversions quite rapidly. The power of this pattern lies mainly
in its fixed size. Contrary to structural variants with only one breakpoint, such
as insertions and deletions, it is not necessary to traverse in the graph the full
inverted segment to detect the presence of the inversion. In fact, insertions and
deletions generate bubble patterns that can only be detected by traversing the
full inserted or deleted sequence [6,9], this strongly limits the size of detectable
events (at least in complex genomes) and increases the computational time.

The tests and simulations we performed were meant to demonstrate the va-
lidity of our pattern and of our algorithm, we are aware that they can still be
improved to better fit actual genome re-sequencing data. Indeed, only inversions
were simulated without any other polymorphism that could impact the break-
points. Inversions were put following a uniform distribution, whereas rearrange-
ment distribution is likely not random and some rearrangements can be linked
for instance to repeated sequences. Finally, only perfect blunt-ended breakpoints
were simulated which may not reflect all molecular mechanisms of such events
(for instance, NHEJ is known to generate small indels at the very breakpoint).
For all these reasons, recall values we obtained are likely to be over-estimated
with respect to real inversions. However, our promising results on such simulated
inversions open the way to further improvements of the model.

First, the model could largely be improved by additionally including SNP or
small indel detection models such as [8]. Thus both SNP and inversion detection
would not suffer from each other. This would improve recall for events that lie
close to each other and could be used as preliminary step of the assembly pro-
cess. Second, the breakpoint detection algorithm could be coupled with a third
party local assembly or gap-filling tool, such as MindTheGap [13], to get the
sequence of the inverted segment and not only its breakpoints. Finally, other



biological variants can benefit from this approach. As already mentioned, recip-
rocal translocations can be detected by the proposed model as is. Additionally,
the model could be extended to the detection of other rearrangements that have
more than two breakpoints, such as transpositions that generate a three-fork
model, thus showing high similarity with the model proposed in this paper.
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Abstract

Background: Nowadays, metagenomic sample analyses are mainly achieved by comparing them with a priori
knowledge stored in data banks. While powerful, such approaches do not allow to exploit unknown and/or
“unculturable” species, for instance estimated at 99% for Bacteria.

Methods: This work introduces Compareads, a de novo comparative metagenomic approach that returns the reads
that are similar between two possibly metagenomic datasets generated by High Throughput Sequencers. One
originality of this work consists in its ability to deal with huge datasets. The second main contribution presented in
this paper is the design of a probabilistic data structure based on Bloom filters enabling to index millions of reads
with a limited memory footprint and a controlled error rate.

Results: We show that Compareads enables to retrieve biological information while being able to scale to huge
datasets. Its time and memory features make Compareads usable on read sets each composed of more than
100 million Illumina reads in a few hours and consuming 4 GB of memory, and thus usable on today’s personal
computers.

Conclusion: Using a new data structure, Compareads is a practical solution for comparing de novo huge
metagenomic samples. Compareads is released under the CeCILL license and can be freely downloaded from
http://alcovna.genouest.org/compareads/.

Introduction
The past five years have seen the arrival of High Through-
put Sequencing (HTS), also known as Next-Generation
Sequencing (NGS). These technologies drastically lowered
sequencing costs and increased sequencing throughput.
They radically changed molecular biology and computa-
tional biology, as data generation is no longer a bottleneck.
In fact, nowadays a major challenge is the analysis and
interpretation of sequencing data [1]. HTS democratized
access to sequencing to almost all biological labs over the
world. It also opened the doors to new techniques such as
ChipSeq [2], ClipSeq [3], RadSeq [4] and the topic of this
work, metagenomics [5].

Metagenomics, also known as “environmental geno-
mics”, provides an alternative to traditional single- genome
studies for exploring the microbial world. Most microor-
ganisms (up to 99% of Bacteria [6]) are unknown and
possibly “unculturable”. Even if traditional genomics
sequencing methods are well studied, they are not suited
for environmental samples, because of the need to culti-
vate clones. By sequencing uncultured genomes directly
from environmental samples, metagenomics offers new
ways to study this unexplored diversity.
HTS technologies provide fragments of sequences

(called reads) of length a few hundred base pairs without
any information about the locus nor the orientation on
the molecule they come from. In the metagenomic con-
text, an additional difficulty comes from the fact that each
read may belong to any species.* Correspondence: nicolas.maillet@inria.fr; pierre.peterlongo@inria.fr
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Nowadays, it is difficult to assemble complex metagen-
omes (such as soil or water metagenomes) into longer
consensus sequences, because reads from different spe-
cies may be merged into one chimeric sequence. Mende
and colleagues [7] showed that for a 400-genomes meta-
genome, using simulated Illumina reads, 37% of the
assembled sequences were chimeric. Thus currently,
reads from metagenomes are used to estimate the biodi-
versity [8] or may be compared to known databases, pro-
viding information with respect to the current scientific
knowledge [9,10]. Another way to exploit two or more
metagenomic datasets is to compare them together,
enabling to understand how genomic differences are
related to environmental ones (biotopes localizations
and/or time spent after an event).
Comparative metagenomics usually deals with many

aspects, such as sequence composition, i.e. GC content
[11], and genome size [12], taxonomic diversity [13], func-
tional content [14], etc. Several methods are currently
developed for comparative metagenomics analyses. Some
are based on statistical methods with a large number of
descriptive variables, e.g. principal component analysis
(PCA).
To the best of our knowledge, there is no software

designed to compare two or more metagenomic samples
at the read level, i.e. to identify reads that are shared or
similar between samples. This can be simply used to com-
pute a similarity measure between samples such as the
number or percentage of similar reads between pairs of
samples. When dealing with more than two samples, this
would enable among others to classify metagenomics sam-
ples based on their raw reads content. One could use the
popular tool BLAST to align reads in an all-vs-all way,
however it is not designed specifically to this task, and
more importantly, it cannot cope in time and memory
with the size of nowadays metagenomic samples obtained
with current sequencing technologies. For instance, with
the aim of exploring the diversity of small eukaryotes in
the oceans all over the world, the expedition “Tara Ocean”
[15] is generating more than 400 metagenomic samples
containing each around 100 million short reads, that will
need to be compared to each other.
Here, we introduce a time and memory-efficient method

for extracting similar reads between two metagenomic
datasets. The similarity is based on shared k-mers (words
of length k). In order to fit with current memory capaci-
ties, the data structure we use is a modified version of a
Bloom filter [16]. Bloom filters have recently been used in
bioinformatics, notably for assembly graph partitioning
[17], which enabled to perform metagenomic de novo
assembly using 30x less memory.
This manuscript presents two main contributions: (I) a

new algorithm, called Compareads, which computes the
similarity measure between two metagenomics datasets;

(II) a new simple but extremely efficient data structure
based on the Bloom filter for storing the presence/
absence of k-mers in huge datasets. The manuscript is
organized as follows: in Section “Methods“, we depict the
Compareads algorithm and the new data structure. In
Section “Results“ we provide results both about the data
structure and about Compareads, showing the efficiency
of our approach in term of computation time, memory
and biological accuracy.

Methods
Preliminaries and definitions A sequence is composed by
zero or more symbols from an alphabet ∑. In this work, as
we are dealing with DNA, ∑ = {A, C, G, T}. A sequence s
of length n on ∑ is denoted also by s[0]s[1] . . . s[n - 1],
where s[i] Î ∑ for 0 ≤ i < n. We denote by s[i, j] the sub-
string s[i]s[i + 1] . . . s[j] of s. In this case, we say that the
substring s[i, j] occurs at position i in s. We call k-mer a
sequence of length k, and s[i, i + k - 1] is a k-mer occur-
ring at position i in s.
Overview of Compareads Compareads is designed for

finding similar sequences between two read sets. This
basic operation may appear extremely simple. However,
it has to be highly efficient, in term of computation time
and memory footprint, in order to scale with huge
metagenomics datasets.
In order to perform efficiently this operation, Compa-

reads indexes k-mers and uses a rough but efficient
notion of “similar sequences“ defined as follows:
Definition 1 (shared k-mer) Two sequences s1 and s2

share a k-mer if and only if ∃(i1, i2) such that s1[i1, i1 +
k - 1] = s2[i2, i2 + k - 1].
Definition 2 (Similar sequences) Given integers k

and t, two sequences s1 and s2 are said similar if and
only if they share at least t non overlapping k-mers.
In a few words, given two read sets A and B, the goal

of the Compareads algorithm is to find the subset of
reads from A which are similar to a read in B such set

being denoted by (A
→∩ B) As it is a heuristic (see

Section “Dealing with false positives“), our algorithm

outputs an over-approximation of set (A
→∩ B) denoted

by .

Computing
Compareads computes in two steps. The index-
ing step consists in storing in memory all k-mers having
at least one occurrence in the set B. The query step
processes reads from set A one by one. For a read r Î
A, the index is used to test the presence in the set B of
each k-mer of r. If at least t non-overlapping k-mers are
returned as present, then the read r is inserted in

. The main practical challenge faced by Compa-
reads is to index the possibly huge volume of k-mers
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contained in B. The data structure must therefore fulfill
three criteria: it must be quick to build, have a low
memory footprint and be quick to request. Section “The
Bloom Data Structure index“ describes the chosen prob-
abilistic data structure, based on a Bloom filter.
Limiting the indexing space To control the approxi-

mation error (see Section “Dealing with false positives”),
the indexing phase is interrupted whenever the volume of
k-mers in the first reads of B exceeds a fixed value n. The
query phase is then performed on the whole A dataset.
This phase returns a partial intersection between A and a
first chunk of reads from B. The remaining partial inter-
sections between A and the next chunks of reads from B
(each representing a volume of n k-mers or less) are
sequentially computed, until all the reads from B have
been indexed. Eventually, Compareads returns the union
of all partial intersections. Note that, in terms of results,
this partitioning approach is strictly equivalent to perform-
ing a complete indexing of B then a query of all the reads
from A. To avoid redundant computations, reads from A
considered as “similar” in one of the partial intersections
are tagged using a bitvector and are not queried further.
Time complexity Let nA and nB be the number of k-

mers respectively in set A and set B. Computing is
done in time O(nB) (indexing) + O

(
nA × nB

n

)
(query). The

nB
n term is due to the limitation of the indexing space.

Ad hoc data structure
The index data structure we use is based on a Bloom fil-
ter, specially designed for the task of storing efficiently a
huge set of k-mers, while being fast to build and to
query. We shortly recall in Section “Bloom filter” what a
Bloom filter is before describing, in Section “The Bloom
Data Structure index“, our data structure called BDS.
Bloom filter
A Bloom filter is a probabilistic data structure designed to
test the membership of elements in a set [16]. It consists
of an array of m bits, all initialized to zero, and a set of
hash functions. Each hash function maps an element to a
single position in the array. Each element is associated,
through the values of the hash functions, to several posi-
tions in the array. To insert an element in the structure,
the bits in the array associated to this element are all set
to one. The structure answers membership queries by
checking whether all the bits in the array associated to an
element are set to one.
This data structure is probabilistic in nature, as false

positives are possible. Even if an element is not in the set,
its bits in the array may still be all set to one. This is
because the bits associated to an element may indepen-
dently be associated to other elements. Hence, the Bloom
filter returns a wrong answer with non-zero probability.
This probability is the false positive rate. An asymptotic
approximation of the false positive rate is 0.6185m/n,

assuming n elements are inserted in the m-bits array, and
(ln 2 · (m/n)) hash functions are used [18]. False negatives
never occur: if an element belongs to the set, the Bloom
filter always answers positively. Bloom filters are space-
efficient: only (n log2 e · log2(1/ε)) bits are required to
support membership queries for n elements with a false
positive rate of ε [18].
The Bloom Data Structure index
In this article, we consider a slightly different variation
of Bloom filters: instead of using a single array of bits,
each hash function corresponds to a distinct array, dis-
joint from all other functions. In terms of performance,
with uniform hash functions, this variation is asymptoti-
cally equivalent to the original definition [18]. To avoid
confusion with classical Bloom filters, we refer to this
variation as BDS, standing for Bloom Data Structure.
Particular hash functions The hash functions used in

this framework are a specific family of functions, which
can be efficiently computed on consecutive k-mers. We
consider the set of functions which map a k-mer to a
bit sequence of length k, where each nucleotide is asso-
ciated to a bit set to 0 or 1, depending only on its type
(A, C, G or T). An exhaustive enumeration, in equations
1 and 2, shows that there exists only 7 functions in this
set. We can distinguished two types, the first three, f1, f2
and f3, are said to be balanced (equation 1), whereas the
other four are said to be unbalanced (equation 2)

fj : �k → {0, 1}k : ∀i ∈ [1, k]

⎧⎪⎨
⎪⎩

f1(s)[i] = 0 if s[i] = A or C f1(s)[i] = 1 otherwise

f2(s)[i] = 0 if s[i] = A or G f2(s)[i] = 1 otherwise

f3(s)[i] = 0 if s[i] = A or T f3(s)[i] = 1 otherwise
(1)

fj : �k → {0, 1}k : ∀i ∈ [1, k]

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

f4(s)[i] = 0 if s[i] = A f4(s)[i] = 1 otherwise

f5(s)[i] = 0 if s[i] = C f5(s)[i] = 1 otherwise

f6(s)[i] = 0 if s[i] = G f6(s)[i] = 1 otherwise

f7(s)[i] = 0 if s[i] = T f7(s)[i] = 1 otherwise

(2)

One important property of these functions is that
there is a simple relationship between the hash values of
two consecutive k-mers in a read. One can see that the
hash value of the next k-mer can be quickly computed,
by left-shifting the binary sequence of the previous hash
value and appending an extra bit. These functions are
not classical hash functions, yet we show that they exhi-
bit good hashing properties when applied to k-mers. In
Section “Practical performance of the BDS, comparison
with other data structures“, the performance of these
functions is compared with that of a classical hash func-
tion in terms of computation time, and false positive
rate in the BDS.

The Compareads pipeline
Computing is asymmetrical. Indeed does
not contain the reads from B which are similar to reads
in A. For doing this, one needs to compute also .
In practice, for fully and symmetrically comparing two
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sets A and B we apply a pipeline slightly more compli-
cated than simply followed by . This whole
pipeline, designed for reducing a heuristic effect is
described in Section “False positives due to k-mer shared
between a read and a dataset”.
Similarity measure While comparing read sets A and

B, the result provided by Compareads is composed of
two sets: and . Then, a similarity measure
between the two datasets is computed as follows:

where |X| denotes the

cardinality of the set X.

Dealing with false positives
Our approach may generate false positives for two rea-
sons we describe in the two upcoming sections, which
also expose solutions for limiting these effects.
False positives due to k-mer shared between a read and a
dataset
Using t >1, Compareads algorithm can call similar
sequences that do not respect strictly the definition of
similarity given in definition 2. Indeed, steps described
in Section “Computing ” detect reads from A that
share at least t k-mers with reads from B. This is less
stringent than finding reads from A that share at least t
k-mers with at least one read from set B. In fact, the t
k-mers found in read A are possibly spread over two or
more distinct reads from set B.
This issue can be mitigated by performing the follow-

ing steps to compute both and :

1. Compute , storing the results in a set
denoted by .

2. Compute storing the results in a set
denoted by .
3. Compute storing the results in a set
denoted by .

In a few words, the two output datasets and
are obtained by applying the fundamental opera-

tion between a query and a read set being itself
already the result of the asymmetrical operation.
This enables to remove some false positives due to k-
mers spread over several reads.
The example presented in Figure 1 illustrates this

issue for the case t = 2. The two first reads of sets A
and B are similar. They are classically output by Compa-
reads respectively in and . The two next
reads contain only one shared k-mer (yellow) with reads
of set B, they are discarded. The next read of set A con-
tains two (red) shared k-mers with two distinct reads in
set B. After a first comparison, contains this
false positive read. However, in step 2, while computing

, these two reads are not conserved in .
Thus, during step 3, the two red k-mers are not present
anymore in set and thus are not present in

. They are thus correctly absent from the
final results . However, the last read from set A is
a case of false positive. It contains k-mers spread over
distinct reads from B, the latter belonging to .
Thus, even during step 3, these two k-mers remain
shared with reads from set and are output in

.
Note that in practice, the last set is obtained

by computing instead of simply
(used here for simplifying the reading).

This operation provides the same result but is com-
puted faster as .
As outlined in the example Figure 1, this pipeline still

yields some false positives. These are characterized by t
shared k-mers with at least two distinct reads from the
indexed dataset B, themselves considered as similar to
reads of set A. Even if this side effect is difficult to
assess, we show in Section “Comparison with a classical
approach using BLAST” that Compareads provides
trustworthy results, highly similar to a classical
approach, on several real datasets.
Bloom filter false positives
As exposed in Section “The Bloom Data Structure
index”, the BDS index is a probabilistic data structure,
that may consider a k-mer as indexed while this is not
the case (i.e. a false positive or FP). Here, we analyse the
variations of the false positive rate for each hash func-
tion and their combinations with respect to the para-
meter k and the number n of distinct indexed k-mers.
This enables to determine optimal parameters and
appropriate combination of functions, that give the best
trade-off between memory usage and false positive rate.
FP probablity for each function Assuming the nucleo-

tide composition of the indexed k-mers and of the query
k-mers are unbiaised, we can easily compute the probabil-
ity, PFP(fi, k, n), for any query k-mer to be a false positive
with one of the seven hash functions, fi (see Additional file
1 for details). The expression of this probablity is pre-
sented in equation 3 for a balanced hash function, and 4
for an unbalanced one.

∀i ∈ {1, 2, 3} PFP(fi, k, n) = 1 − (1 − 1
2k

)n (3)

∀i ∈ {4, 5, 6, 7} PFP(fi, k, n) =
k∑

x=0

(
k
x

)
ax(1−(1 − ax)n) with ax = (

1
4

)x(
3
4

)k−x (4)

We have plotted in Figure 2a the theoretical FP rate
for both types of hash functions, and we can see that
balanced functions give much less false positives than
unbalanced ones. This is due to the fact that balanced
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functions distribute the hash codes uniformly over the
2k bit-array, while this not the case for the unbalanced
ones.
FP probablity for a combination of functions One

important property of the balanced hash functions is
that there do not exist two distinct k-mers that have the
same couple of hash codes with any two of these func-
tions. This implies that, in terms of false positives, two
balanced functions have limited interferences with each
other (see details in Additional file 1). The probability of
FP can then be easily computed as follows:

PFP(f1 ∩ f2 ∩ f3, k, n) <
∼ (1 − (1 − 1

2k
)n)3 (5)

This “independence” property implies also that combin-
ing these 3 functions in our BDS is a very efficient strategy
to reduce the FP rate, as can be seen in Figure 2a, espe-
cially for large values of n
Concerning the unbalanced functions, such property

does not hold, since it is possible to find couples of dis-
tinct k-mers that share the same couple of hash codes for
at least 2 of the unbalanced functions, or for one
balanced function and at least one unbalanced. Therefore
the theoretical FP rate of unbalanced functions is much
more difficult to compute. We performed simulations to
compute an empirical FP rate. We found that empirical
results are very close to the formula obtained by multi-
plying the individual probabilities, i.e. assuming complete

Figure 1 The Compareads pipeline. Representation of the three steps while comparing symmetrically read sets A and B. In each set, reads are
represented by horizontal lines. On each read one or two shared k-mers are represented by rectangles.

Figure 2 BDS false positive rate w.r.t. hash functions (a) and k-value (b). FP rate as a function of the number of indexed k-mers (in log
scale). Plain lines correspond to theoretical predictions, whereas star points correspond to empirical values obtained with simulations. (a) This
figure was obtained for k = 33 for balanced and unbalanced functions and some combinations of them. The combination entitled “4 functions”
is composed of the 3 balanced functions plus one unbalanced. (b) For several values of k, this figure was obtained for a combination of 4 hash
functions: all three balanced plus one unbalanced.
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independence between all functions (Figure 2a). For
details about how empirical results were obtained, see
Additional file 2.
Choice of parameters The comparison of these FP

curves led us to choose the combination of the three
balanced functions plus an unbalanced one. This choice
is motivated by the fact that unbalanced functions are
not essential, as they have a limited effect on the FP rate
(Figure 2a). Since hash functions described in Section
“Particular hash functions“ have a fixed range, the mem-
ory used by the BDS depends only on the value of k and
the number of hash functions used. Recall that each hash
function is associated to a dedicated bit array which
occupies 2k bits. Using 7 hash functions, the BDS has a
total memory footprint of 7 · 2k bits and can be stored in
2k bytes. When using only 4 hash functions, the BDS
occupies 4 · 2k bits and can be stored in twice less space
(2k-1 bytes).
For the chosen combination of functions, we plotted

the FP rate as a function of n and for several values of k
in Figure 2b. The larger is k, the less FP we get for a
given number of indexed k-mers. Consequently, for large
values of k, more k-mers can be indexed while maintain-
ing a reasonable FP rate. However, the memory allocated
to BDS grows with k and larger values of k increases
the stringency of our similarity measure. We can see in
Figure 2b, that using k-mers of size at least 30 enables to
index at least 300 millions of k-mers with less than 2% of
false positives.
For k = 33, when indexing up to one billion distinct k-

mers, we obtain a theoretical upper bound of 0.13% of
false positives (with 3 balanced functions, equation 5).
The FP rate is even lower when adding one of the unba-
lanced function, we estimated it empirically to 0.114%.
Thus, using 4 hash functions and k = 33 is a good set of
parameters for indexing one billion distinct k-mers.
With such parameters, the memory usage of Compa-
reads is 4 GB.

Results
Practical performance of the BDS, comparison with other
data structures
We propose here a comparative analysis of the BDS with
other data structures. In the following, we show that clas-
sical non probabilistic data structures result in a worse
time and memory performance, while in Section “Compar-
ison with other hash functions and with a classical Bloom
filter”, we show that the BDS is the best suited for the pro-
blem of indexing huge amounts of k-mers.
Comparison with non probabilistic data structures:
suffix array and hash table
Indexing n characters using the simplest version of a
suffix array (not enhanced [19] and without LCP infor-
mation) requires 5n bytes of memory [20]. Compared to

our set of parameters where n = 1 billion, the memory
footprint would be 5 × 109 bytes, i.e. 4.66 GB. While
this is comparable to the BDS, the query time of the
suffix array, O(k log n), is significantly worse.
An hash table can be used to store an exact set of k-

mers. Such structure stores the k-mers explicitly, hence

it requires at least n ·
⌈

2k
8

⌉
· 8 bits (assuming no over-

head), i.e. 16.5 GB for one billion of 33-mers. Thus, the
BDS is four times more succinct.
Comparison with other hash functions and with a classical
Bloom filter
Time comparison with other hash functions The hash
functions defined for BDS were designed with speed in
mind. In this paragraph, we compare them with a popular
and fast hash function (Jenkins hash, specifically hash-
little2 from http://burtleburtle.net/bob/c/lookup3.c).
We simulated 1 millon of 100-bp reads, where each
nucleotide is drawn uniformly and independently. To
simulate the behavior of computing hashes for the BDS, 4
hash values were computed for each 33-mer. For the
hashlittle2 function, we simulated this behavior by
computing 4 hashes with 4 different initial values. We
recorded the time required to compute the hashes for all
the 33-mers present in the reads, averaged over 3 execu-
tions. Computing the hash with the hashlittle2 func-
tion took 13.1 seconds (5.2 MHashes/s), whereas for the
BDS hash functions, the same computation took 1.4 sec-
onds (49.8 MHashes/s). Hence, the BDS hash functions
are one order of magnitude faster than a classical set of
hash functions.
FP rate comparison with other hash functions We

can see in Figure 3 that the FP rate of classical hash func-
tions follows the FP rate of our balanced functions (it fol-
lows the equation 5 with the exponent 3 being replaced by
the number of functions used). However it diverges with
more than 3 functions, as we could not add other balanced
functions and we added in place unbalanced ones which
have higher FP rates. Even if, for more than three func-
tions, classical hash functions produce less FP, the differ-
ence with our BDS structure is small: for 1 billion indexed
k-mers, combinations of 4 classical functions give 0.01%
FP on average, compared to 0.114%. We chose to have a
slithly higher FP rate, but with a significant gain in com-
puting time.
Comparison with a classical Bloom filter A classical

Bloom filter requires a fixed amount of memory to index
n k-mers. Evaluating the Bloom filter memory using for-
mula from Section “Bloom filter“ for one billion elements,
with a false positive rate of 0.114%, yields 1.8 GB of
memory. While this is twice smaller than the BDS, a clas-
sical Bloom filter would require classical hash functions.
However, as shown above, classical hash functions are an
order of magnitude slower to compute.
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Comparison with a classical approach using BLAST
Our approach is an heuristic based on shared k-mers
between reads. Here we compare Compareads with a
well-established method, BLAST[21], that is based on
sequence alignment. The dataset used is composed of 15
bacterial metagenomes obtained from fresh water with
three different conditions of Carbon/Nitrogen ratio
(unpublished data). On average, each sample is composed
of 176409 reads with an average of 400 nucleotides per
read (Roche 454 technology).
Both BLAST and Compareads were used to compute all

of the 120 pairwise intersections between the 15 datasets.
BLAST was configured to find similar sequences between
two samples with a local alignment greater than 80 nucleo-
tides and more than 90% of sequence identity. Compareads
was used to find sequences sharing respectively t = 1, 4

and 10 k-mers of 33 nucleotides. As shown in Table 1,
computing one intersection between two samples using
Compareads is more than 30 times faster than using
BLAST for a close total number of similar reads.
For each experiment, samples were hierarchically clus-

tered based on their pairwise similarity scores and then
drawn as a dendrogram. As shown in Figure 4, the den-
drogram obtained with the BLAST approach (a) is slightly
different but the three main branches are the same than
with the Compareads approach (b). Interestingly, these
branches discriminate three groups of samples corre-
sponding to the three different biological conditions indi-
cated by 1, 10 and 40 in the samples names: 1 corresponds
to addition of Carbon in the water, 10 stands for normal
condition and 40 for introduction of Nitrogen. Notably, all
dendrograms based on Compareads approach (b, c, d)

Figure 3 Jenkins versus BDS false positive rate. Comparison of FP rates between classical hash functions and the functions we used in the
BDS. FP rate is plotted as a function of the number of indexed k-mers (in log scale), with k = 33. Plain lines correspond to theoretical
predictions for the balanced functions (BDS), whereas star points and triangles correspond to empirical values obtained with simulations using
respectively BDS functions and classical hash functions. The combination entitled “BDS 4 functions” is the one chosen for Compareads and is
composed of the 3 balanced functions plus one unbalanced.

Table 1 Comparison between Compareads and BLAST.

Total Time (min) Mean Time for one intersection (s) Reads Found

BLAST 7200 3600 33 400 091

Compareads 1 * 33 238 119 35 898 023

Compareads 4 * 33 230 115 31 997 243

Compareads 10 * 33 228 114 21 350 268

CPU time per intersection and global CPU time using a single core of an Intel® Xeon® CPU X5550 at 2.67GHz. Reads Found corresponds to the total number of
similar reads in all the 120 intersections.
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show a similar organization. Increasing the number of
shared k-mers leads to be more stringent and decreases
the number of similar reads but do not affect the global
organization of the dendrogram, demonstrating the
robustness of our similarity measure.

Applying Compareads to Global Ocean metagenomic
samples
We tested Compareads on a larger and famous public
dataset from the Global Ocean Sampling (The Sorcerer
II expedition) [22]. It is composed of 44 samples from
the microbial world of seawater, collected across several
thousand of kilometers from the Northwest Atlantic
through the Eastern Tropical Pacific oceans and for
which an analysis of similarity between samples has
been done [22]. The whole dataset is composed of 44
samples containing each on average 174759 long reads
(1249 nucleotides per read on average, Sanger technol-
ogy). Compareads computed all of the 990 intersections
in 72 hours and half: on average, one intersection was
performed in 4 minutes and 23 seconds on a single core
of an Intel® Xeon® CPU X5550 at 2.67GHz. Results
presented in Figure 5 are highly similar to those pre-
sented in the original publication [22], p.418. Two main
groups are well discriminated. The first one, represented
in turquoise-blue, groups together almost all samples
coming from temperate seawater of the North American
East Coast except the 14 one, consistently with the ori-
ginal study. This group also contains two samples really
different from all others: the first contains freshwater
and the second hypersaline water. The dark-green part
corresponds to samples coming from the north part
while light-green one gathers samples from the south
part. Orange samples correspond to estuary. All of those
three groups are identical to the original study. The sec-
ond main part, colored in yellow, groups together data-
sets of tropical and Sargasso seawater. The dark-blue
part aggregates samples coming only from Galapagos
Islands. Red square delimitates Sargasso Sea samples.
On the original study, the sample 00a is not in this

group. According to metadata, the gray part, like in the
original publication, is composed of various samples.
Finally, purple samples regroup both Caribbean Sea and
some Open Ocean datasets, as the original study.
Those results show that Compareads can also be used

on Sanger reads and deliver reliable biological conclu-
sions. Indeed, despite of false positives and the simple
definition of similarity, we were able to retrieve the clas-
sification of metagenomes according to their geographi-
cal origin.

Conclusion
Motivated by de novo comparative metagenomics, this
paper proposes two main contributions. The first one is a
data structure based on Bloom filters that can index, for
instance up to one billion distinct words of length 33 (33-
mers) using 4Gb of memory, with an error rate of 0.11%,
and that is faster to build and request, to the best of our
knowledge, that any other existing data structure. The sec-
ond main contribution is a software, called Compareads
which uses this data structure to efficiently perform de
novo intensive comparisons of huge metagenomic datasets
generated by High Throughput Sequencers. We have
shown that this approach enables to retrieve and classify
differences in species content between metagenomic sam-
ples. For this kind of comparison, our approach is much
faster than alternative ones such as BLAST and thus
enables to scale to huge datasets. We furthermore tested
the scalability of Compareads on a large oceanic dataset
(unpublished), from the Tara Ocean expedition [15]; it is
composed of 31 metagenomes and contains overall 3.5 bil-
lions of Illumina short reads (108bp). Each intersection
was performed in 10 hours and 55 minutes in average
using 4Gb of memory. Such features enabled us to com-
pute the 31∗32

2 = 496 metagenome datasets intersections in
6 days and 10 hours using 50 cores of Intel® Xeon® CPU
X5550 at 2.67GHz. This would have been unfeasible with
any other known existing tools (based on results Section
“Comparison with a classical approach using BLAST”,
BLAST is about 30 times longer and would take more

Figure 4 Clustering based on Compareads and BLAST results. Representation of hierarchical clustering based on pairwise intersections
between all samples using BLAST (a) and Compareads (b, c, d).
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Figure 5 Heatmap of intersections in Global Ocean Sampling. Similarity matrix resulting from the comparison of 44 samples from The
Sorcerer II Global Ocean Sampling Expedition using Compareads. Grey levels correspond to similarity levels, intersections with more than 50% of
similarity are in black. The two main groups, in turquoise-blue and yellow, correspond respectively to north American east coast and tropical
samples.
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than 6 months to complete this task with the same
resources).
Compareads has been conceived for being paralleliz-

able both at fine and coarse grained levels. Future work
will consist in implementing a parallel version exploiting
multi-core and GPU chips. Compareads is released
under the CeCILL license and can be freely downloaded
from http://alcovna.genouest.org/compareads/.

Additional material

Additional file 1: Theoretical details for the false positive rate.
Details about how theoretical false positive results were obtained.
Theoretical details for the false positive rate. Details about how
theoretical false positive results were obtained.

Additional file 2: Empirical estimation of false positive rate. Details
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Abstract—Metagenomics offers a way to analyze biotopes
at the genomic level and to reach functional and taxonomical
conclusions. The bio-analyzes of large metagenomic projects face
critical limitations: complex metagenomes cannot be assembled
and the taxonomical or functional annotations are much smaller
than the real biological diversity. This motivated the development
of de novo metagenomic read comparison approaches to extract
information contained in metagenomic datasets.

However, these new approaches do not scale up large metage-
nomic projects, or generate an important number of large
intermediate and result files. We introduce COMMET (“COmpare
Multiple METagenomes”), a method that provides similarity
overview between all datasets of large metagenomic projects.

Directly from non-assembled reads, all against all compar-
isons are performed through an efficient indexing strategy. Then,
results are stored as bit vectors, a compressed representation
of read files, that can be used to further combine read subsets
by common logical operations. Finally, COMMET computes a
clusterization of metagenomic datasets, which is visualized by
dendrogram and heatmaps.

Availability: http://github.com/pierrepeterlongo/commet

I. INTRODUCTION

NGS revolution enabled the emergence of the metagenomic
field where an environment is sequenced instead of an in-
dividual or a species, opening the way to a comprehensive
understanding of environmental microbial communities. Large
metagenomic projects such as MetaSoil [1], MetaHit [2] or
Tara Oceans [3] witness this evolution. Analyzing of metage-
nomic data is a major bottleneck. For instance, assembly tests
over “simple” simulated metagenomes showed that N50 is only
slightly larger than read sizes [4]. This situation becomes even
worth on complex datasets, such as seawater, where millions
of distinct species coexist. In this case, biodiversity can be
estimated by using statistical approaches [5] or by mapping
reads on reference banks [6], [7]. Nevertheless, statistical
approaches are limited to a few dozens of species with limited
differences in their relative abundance. In addition, the map-
ping approaches are limited to current knowledge contained in
reference banks that suffer from their incompleteness and their
inherent errors [8].

A key point of substantial metagenomic projects stands
in the number of metagenomes they produce. Then, similari-
ties and differences between metagenomes can be exploited
as a source of information, measuring external effects like
pollution sources, geographic locations, and patient microbial

gut environment [2], [9]. A few methods were proposed
to compare metagenomes using external information sources
such as taxonomic diversity [10] or functional content [11].
However, these methods are biased because as they are based
on partial knowledge.

Methods were proposed to compare metagenomes without
using any a priori knowledge. These de novo methods use
global features like GC content [12], genome size [13] or
sequence signatures [14]. Theses methods face limitations as
they are based on rough imprecise criteria and as they only
compute a similarity distance: they do not extract similar
elements between samples. We believe that it is possible to
go further by comparing metagenomic samples at the read
sequence level. This provides a higher precision distance
and, importantly, it provides reads that are similar between
datasets or that are specific to a unique dataset, enabling their
latter analysis: assembly with better coverage or comparison
with other metagenomic samples. Such comparisons may be
performed using Blast [15] or Blat [16] like tools. Unfortu-
nately, these methods do not scale up on large comparative
metagenomic studies in which hundreds of millions of reads
have to be compared to other hundreds of millions of reads.
For instance, one can estimate that comparing a hundred of
metagenomes each composed by a hundred of millions of
reads of size 100 would require centuries of CPU computation.
The crAss approach [17] constructs a reference metagenome
by cross assembling reads of all samples. Then, it maps the
initial reads on the so obtained contigs and several measures
are derived, based on the repartition of mapped reads. This
method provides results of high quality. However, due to
its assembly and mapping approach, it does not scale up to
large metagenomic datasets. Simpler methods such as Triage-
Tools [18] or Compareads [19] measure the sequence similarity
of a read with a databank by counting the number of k-
mers (words of length k) shared with the databank. Due to
memory consumption, TriageTools cannot use k values larger
than 15 and is thus limited to small datasets (a few hundred of
thousands reads of length 100). The Compareads tool scales up
to large datasets with a small memory footprint and acceptable
running time. However, applied on large metagenomic projects,
this tools generates an important number of large intermediate
result files. In practice, applying Compareads to N datasets
generates N2 resulting new datasets, each of the size of the
original ones at worse. Additionally, Compareads leads to
highly redundant computation raising up the execution time.
These drawbacks are serious bottlenecks limiting the practical
usage of Compareads.



In this paper, we introduce COMMET (“COmpare Multiple
METagenomes”), a fast software that provides a global simi-
larity overview between all datasets of a metagenomic project.
COMMET is based on the Compareads philosophy that consists
in determining similarity between two metagenomic datasets
by extracting common reads using k-mer approach: two reads
are considered similar if they share t non-overlapping k-mers
(t and k are parameters). A metagenomic project involving
N datasets will thus requires the computation of N2 inter-
sections which is both time- and storage-consuming. To keep
computation time as low as possible, the computation of the
N2 intersections has been strongly improved compared to the
Compareads approach through an efficient indexing strategy in
which each file is fully indexed only once. In addition, to save
storage space, intersections between metagenomic datasets are
represented as bit vectors. This compact representation reduces
the storage space by two orders of magnitude. Moreover, it
provides an easy way to filter and sub-sample reads, or to
combine various results by applying logical operations. Finally,
COMMET computes a clusterization of metagenomic datasets,
which is visualized by dendrogram and heatmaps.

II. METHOD

A. Comparing two sets of reads

The COMMET algorithm to compare two sets of read is
based on the Compareads [19] methodology. It consists in
finding reads from a set A that are similar to at least one read
from a set B. The similarity between two reads is based on a
minimal number t of non-overlapping identical k-mers. This
core operation is directed : it provides reads from A similar to
reads from B but it does not provides reads from B similar to
reads from A. Note that, as explained below, this operation is
based on a heuristic. Thus we denote this operation by A ∩ B.

Computing A ∩ B consists in two steps. Firstly, k-mers
from B are indexed in a Bloom filter like data-structure [20].
Secondly, non-overlapping k-mers of reads from A are
searched in the Bloom filter. A read r from A sharing t non-
overlapping k-mers with the Bloom filter is considered similar
to at least one read from B. However, the algorithm does not
check that these k-mers co-occur on a single read from B,
which is a source of false positives. Readers are invited to
refer to [19] for having more details on precision results.

We recall that the following strategy is applied in order
to limit the second source of false positives. First A ∩ B
is computed. Then, instead of navely computing B ∩ A,
B ∩ (A ∩ B) is computed. This limits the indexed reads of
A to those already detected as similar to at least one read
from B. Finally, the symmetrical operation is performed:
A ∩ (B ∩ (A ∩ B)).

The previously exposed strategy to fully compare sets
A and B within three consecutive ∩ operations has also
the advantage to limit the indexation effort. Indeed, only the
first A ∩ B operation indexes the full set B. The two other
operations only index subsets of A and B.

While comparing read samples A and B, the final results
of interest are the reads of A similar to reads of B computed
by A ∩ (B ∩ (A ∩ B)) and reads of B similar to reads of A

computed by B ∩ (A ∩ B). For sake of simplicity, we denotes
these two sets as, respectively, A e B and B e A.

In the following sections we present the COMMET novel-
ties: represent read subsets with a limited disk space impact,
new read filtering and read subsets manipulation features,
compare multiple sets of reads, visualize dataset’s similarities
as heatmaps and dendrogram.

B. Read subsets representation

In COMMET we propose a simple yet compact data struc-
ture to represent a read subset: a vector of bits where each
bit represents a read of the original read set. This is what
we call the ”bit vector representation”. As shown below, this
representation enables to filter and to subsample read files,
to represent ∩ (and thus e ) results and to easily perform
logical operation between read subsets.

Note that with such a representation, a bit vector needs
hundreds to thousand times less disk space than a classical
uncompressed fastq file. Note also that this way of coding read
subsets is not limited to the COMMET framework. It may be
applied to any other programs that manipulate read subsets.
Thus, the COMMET tool includes a C++ library of reusable
components to manipulate read subsets.

In the COMMET framework, the bit vector representation
is used as inputs and/or outputs of all tools. In particular they
are used in the following operations:

1) Read subsampling and filtering: With huge datasets, it
may appear necessary to subsample, for instance limiting each
read file to a same number m of a few millions reads. This is
immediate by creating a bit vector in which only the first m
bits are set to 1, while others are set to 0.

Raw NGS reads also usually need to be filtered on several
practical characteristics (read size, read complexity, . . . ). Thus,
a bit vector is a direct representation of a filtered result: bit
values associated to selected reads are set to 1, the others to
0. A combination of subsampling and filtering allows to select
only the m first reads that fulfill the filtration criteria.

2) Representing the similar reads: Results of any ∩ 
operation is represented by a bit vector. Bit values of reads
from the query set detected as similar to at least one read
from the reference set are set to 1 and the others are set to 0.

3) Compute logical operations on read subsets: The bit
vector representation is ideally suited to perform fundamental
logical operations. COMMET provides a module to perform the
AND, OR and NOT operations between distinct subsets of
a single initial set of reads.

As presented in the simple case study (Section II-F), these
operations, although simple, are powerful while dealing with
read subsets. They allow to combine comparison results and
so to focus on read subsets intersections or exclusions.

These logical operations perform very efficiently, both in
terms of execution time and memory footprint. Moreover, it
is worth to notice that they do not generate large result files,
as results of these logical operations are also represented as
bit vectors. This allows to intensively manipulate read subsets
with no technical limitations.



C. Dealing with more than two datasets

We recall that the computation of the A ∩ B core operation
involves indexation and search. Once the k-mers of the reads
from B are indexed, then the k-mers of the reads from A
are sequentially search in the index. If more than a threshold
number t of such k-mers are find in the index, then the given
read from A is considered as similar to a read from B, which
means that the associated value in the bit vector is set to 1.

Consider S = {R1, . . . , RN} a set of N ≥ 2 read sets.
Applying COMMET on the whole S implies that ∀(i, j) ∈
[1, N ]2, i < j, three ordered operations are performed:

1) Ri ∩ Rj

2) Rj e
 

Ri = Rj ∩ (Ri ∩ Rj)

3) Ri e
 

Rj = Ri ∩ (Rj ∩ (Ri ∩ Rj))

Note that for each couple (i, j), the order (i, j) or (j, i) only
slightly changes the overall results of the three operations. To
avoid redundancies, we limit these operations to i < j.

1) Factorizing the indexation: In practice, applying COM-
MET on S implies to perform the Ri ∩ Rj operations for all
i < j. In particular, R1 ∩ RN . . . RN−1 ∩ RN have to be
computed. For these N − 1 computations, the k-mer index
of RN is the same. To avoid redundancies, the RN index
is computed only once and the N − 1 remaining sets are
compared to RN using this single index. In general, while
Rref (ref ∈ [2, N ]) is indexed, the index is conserved in RAM
memory during the computation of the ref − 1 comparisons
Rquery ∩ Rref , with query < ref .

2) Results visualization: Comparisons of N ≥ 2 read sets
{R1, . . . , RN} provide useful metrics that give an overview of
the genomic diversity of the studied samples. Those metrics
are summarized in three matrices M1, M2, and M3 with values
calculated as follows:

• M1(i, j) = |Ri e
 
Rj |

• M2(i, j) = 100× |Ri e Rj |
|Ri|

• M3(i, j) = 100× |Ri e Rj |+|Rj e Ri|
|Ri|+|Rj | .

M1(i, j) with (i, j) ∈ [1, N ]2, is the raw number of reads
from Ri that are similar to at least one read from Rj . As read
sets may be of different sizes, M2(i, j) is the percentage of
reads from Ri similar to at least one read from Rj . Those two
first matrices are asymmetrical. M3 is a symmetrical matrix.
M3(i, j) is the percentage of similar reads between the two
sets with respect to the total number of reads in Ri and Rj .

For each matrix, a heatmap is generated . Additionally,
M3 is used to construct a dendrogram representation by
hierarchical clustering (see Fig 2 for an example of a heatmap
and a dendrogram generated by COMMET).

D. The COMMET modules

COMMET integrates four independent modules written in
C++, all manipulating, as inputs and outputs, the bit vector rep-
resentation of read subsets. Additionally, COMMET provides a
python script (Commet.py) that takes N ≥ 2 read sets, filters

them, compares them and generates explicit representations of
comparative results, see Section II-E.

1) Filtering and subsampling reads: Thanks to the first
module, filter reads, each read of each dataset (fasta or fastq
format, gzipped or not) is filtered out according to user-defined
criteria: minimal read length, number of undefined bases, and
Shannon complexity [21], used to remove low complexity
sequences. The result is a bit vector for each input read file.
Filter reads can also subsample each read set by limiting
the number of selected reads to a user defined parameter m.
The m first reads that passed the filters are selected.

2) Performing the ∩ core operation: The second module,
index and search, performs the ∩ core operation, repre-
senting results using the bit vector representation. It inputs a
set of read sets (the queries) to be searched in an indexed
read set (the bank). A read set may be composed of several
read files. Each file could be associated to a bit vector. In this
latter case, index and search only considers reads whose
associated bit values are set to 1.

3) Manipulating read subsets: The third module, bvop
(bit vector operations) inputs one or two bit vectors. In this
second case, the two bit vectors should represent subsets of
the same initial set. This module performs the NOT operation
on a single bit vector, and the AND, OR, and AND NOT
operations on two bit vectors.

4) From bit vectors to read files: Given an original read file
and its bit vector, the last module, extract reads, generates
an explicit representation of any read subset.

E. Automatization for N ≥ 2 read sets

COMMET includes a python script (Commet.py) which
inputs N ≥ 2 read sets. This pipeline i) filters reads, given
user-defined parameters, ii) compares all-against-all read sets,
and iii) outputs a user-friendly visualization of results. The
outputs consist in the three matrices in csv format, their
heatmaps and a dendrogram as described in Section II-C2. The
dendrogram is realized using the hclust R function, computing
a hierarchical complete clustering.

F. Combining read subsets use case

Fig. 1. Logical operations on intersections between A, B and C
extract read subsets of interest. The blue subset corresponds to the
A AND NOT (A e B) operation. The green subset corresponds to the
(A e B) AND (A e C) operation. The orange subset corresponds to
the (B e A) OR (B e C) operation. The red subset corresponds to the
(C e A) AND NOT (C e B) operation.

By using the bvop module, logical operations can be
performed between inputs/outputs of the COMMET pipeline
output. For instance, reads from A not similar to any read
from set B (blue subset of Fig 1) are obtained by first
applying NOT (A e B) operation. Reads from A similar to
at least one read from B and one read from C (green subset



TABLE I. 28 METAGENOMES FROM THE IMG/M DATABASE

Identifiers Description
SWITGRA Rhizosphere soil from Panicum virgatum
SUBGIN Oral TM7 microbial community of Human
TERMITE2, TERMITE1 Gut microbiome of divers termites
SOILM, SOILD, SOILL Soil microbiome from divers locations
OMIN, MESO, EUPHO Divers marine planktonic communities
BEETLE Dendroctonus ponderosae
ACOFUNT, ACOFUNB, CLOFUN, Fungus garden of divers ants
ACEFUN, TRAFUN, FUNCOMB
FUNTER Fungus-growing termite worker
WALLABY Forestomach microbiome of tammar wallaby
RICE Endophytic microbiome from rice
SNAIL Achatina fulica
SNOCT Sirex noctilio microbiome
XALARV, XAAD Xyleborus affinis microbiome (larvae, adult)
HGUT7, HGUT8 Human gut community
PANDA2, PANDA5 Wild panda gut microbiome

of Fig 1), are identified by computing the AND operation:
(A e B) AND (A e C). In the same spirit, reads from B
similar to at least one read from A or one read from C (orange
subset of Fig 1), are found by computing the OR operation:
(B e A) OR (B e C). Operations may be combined to obtain
more complex results as, for instance, the red subset of Fig 1,
representing reads from C similar to at least one read from A,
but not similar to any read from B. This would be done by
applying the (C e A) AND NOT (C e B) operation.

III. RESULTS

A. COMMET efficiently compares multiple metagenomes

We tested COMMET on a set of 28 metagenomes from
the IMG/M database [7] (see Table I). These 28 metagenomes
were compared with options k = 33, t = 2 and m = 10000.
Computations were done using COMMET (Commet.py) and
Compareads (v1.3.1) on a 2.9 GHz Intel Core i7 processor with
8GB of RAM and a Solid-State Drive. COMMET calculated
the 756 intersections in 35 minutes while Compareads took
81 minutes. In this experiment, COMMET is 2x faster than
Compareads thanks to its indexing strategy (each file is fully
indexed only once). The obtained dendrograms, shown in Fig-
ure 2, are biologically coherent. The different fungus samples
are grouped together as well as soil samples, marine planktonic
communities and insects. The two human gut microbiome
samples are far from other species, as well as the two panda
gut microbiome samples.

B. Metasoil study

The MetaSoil study focuses on untreated soils of Park
Grass Experiment, Rothamsted Research, Hertfordshire, UK.
One of the goals of this study is to assess the influence
of depth, seasons and extraction procedure on the sequenc-
ing [22]. To achieve this, the 13 metagenomes from MetaSoil,
two other soil metagenomes and a sea water metagenome,
were compared at the functional level using MG-RAST [23].
This approach identified 835 functional subsystems present in
at least one of those metagenomes. On Figure 3.a, samples
were clustered using the relative number of reads associated
with the 835 functions. This figure shows that the extraction
procedure correlates with sample clusters: two metagenomic
samples processed with the same extraction procedure share
more similarities at the functional level than two samples
processed with different extraction procedures [1].

This study was reproduced with COMMET on all available
metagenomes. The generated bit vectors weigh 68MB while

Fig. 3. Dendrograms from MetaSoil study (top, figure from [1]) and
COMMET analysis (bottom), comparing the 13 MetaSoil samples, an other
soil metagenome and a seawater metagenome (Sargasso Sea).

the explicit representation of the fasta results requires 6.4GB.
The storage footprint is thus divided by a factor 100. This ratio
is even higher if using fastq format or if dealing with larger
read files. The COMMET computation time was 828 minutes
(the same set treated by Compareads took 2981 minutes).

Although COMMET uses another metric, the produced
dendrogram is highly similar to the MetaSoil one (see Fig 3).
On both dendrograms, samples coming from direct extraction
are clustered together and external metagenomes are far from
the MetaSoil’s. Moreover, on the COMMET dendrogram, all
samples coming from indirect extraction are clustered together,
which is not the case in the MetaSoil study. Even if the
two comparing methods are different, they lead to the same
conclusion: extraction procedures have a critical impact on
sequencing.

IV. CONCLUSION

COMMET gives a global similarity overview of all datasets
of a large metagenomic project. It performs all-against-all
comparisons of N datasets by factorizing indexation phases.
Disk I/Os and storage footprint are highly limited thanks to a
new read subset representation which reduces the storage space
by at least two orders of magnitude compare to explicit fasta
or fastq format. Interestingly, this read subset representation is
a powerful way to compute extremely fast boolean operations
between read subsets without copying large read files. This
enables to focus on reads that fulfill several distinct constraints
of interest. The advantages of this representation and of



Fig. 2. Heatmap (left) and dendrogram (right) representation of the results of the comparison of 28 datasets from the IMG/M database. Results are given with
t = 2, m = 10000 and k = 33. The heatmap is constructed from the matrix M2 and is thus asymmetrical. The dendrogram is constructed from the matrix
M3 by the hierarchical clustering procedure available in R (method “complete”).

the boolean manipulation are not limited to the COMMET
framework. Thus, COMMET includes a C++ library of reusable
components to manipulate read subsets.

COMMET produces graphical outputs that sum up all-
against-all comparisons results and open the way for further
statistical analysis, thanks to the provided similarity matrices.

A future work will consists in quickly identify significant
clusters of read sets by applying rougher comparative metrics
(such as the GC content) or a statistical framework based on
Principal Component Analysis (PCA). Then, COMMET should
be used to go further by precisely compute the shared reads
between read sets inside clusters, or between clusters.

COMMET is available under the A-GPL license:
http://github.com/pierrepeterlongo/commet.
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Abstract. Many de novo assembly tools have been created these last few years to
assemble short reads generated by high throughput sequencing platforms. The core of
almost all these assemblers is a sequence graph data structure that links reads together.
This motivates our work: BlastGraph, a new algorithm performing intensive approx-
imate string matching between a set of query sequences and a sequence graph. Our
approach is similar to blast-like algorithms and additionally presents specificity due to
the matching on the graph data structure. Our results show that BlastGraph perfor-
mances permit its usage on large graphs in reasonable time. We propose a Cytoscape
plug-in for visualizing results as well as a command line program. These programs are
available at http://alcovna.genouest.org/blastree/.

Keywords: sequence graph, de-Bruijn graph, string matching, high throughput se-
quencing, next generation sequencing, sequence assembly, Viterbi algorithm

1 Introduction

Compared to traditional Sanger technologies High Throughput Sequencing (HTS)
technologies enable sequencing of biological material (DNA and RNA) at much higher
throughput and a cost that is now affordable by most academic labs. They have
revolutionized the field of genomics and medical research [5]. Sequencing became in a
few years accessible to almost all biological labs while being able to produce sequences
of full complex genomes in a few days.

HTS technologies do not output the entire sequence of a DNA or RNA molecule.
Instead, they return small sequence fragments, called reads, whose length is usually
ranging between 100 to 700 characters although some technologies produce longer
reads. HTS produce overlapping reads, thus making possible to reconstruct the orig-
inal sequence by assembling them. Over the last few years, many assemblers were
created, such as Euler [2,3], Velvet [12] or Soapnovo [7] to cite a few among the most
famous ones. They present different capacities and drawbacks, but all of them make
use of a graph data structure storing sequences for organizing the reads. For assembly,
the most used graph is the de-Bruijn graph, first proposed for assembly purposes by
Pevzner, Tang and Waterman [9]. In a de-Bruijn graph a node represents a length-k
substring (called a k-mer) and an edge connects nodes u and v if the two correspond-
ing k-mers overlap over k−1 positions. Once the graph is created and usually after an
error correction step, a traversal of the graph is performed for generating contiguous
sequences called contigs.

⋆ Corresponding author

Guillaume Holley, Pierre Peterlongo: BlastGraph: Intensive Approximate Pattern Matching in Sequence Graphs and de-Bruijn Graphs, pp. 53–63.
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In this paper, we present BlastGraph, a generic approach for aligning a (pos-
sibly large) set of query sequences on a graph storing sequences. The algorithm we
propose applies on two kinds of graphs: 1/ any kind of graph storing sequences, called
Sequence Graphs (SG); 2/ de-Bruijn graphs (DBG). Motivations for this work are
multiple. For developers of assembly tools, it is of great interest to precisely detect
query sequences in the graph, for instance while testing filter algorithms or correc-
tion algorithms. Biologically, checking the presence of approximate copies of a set of
sequences in the graph, enables to detect homologies, to filter contaminants and to
detect the presence of species. Avoiding the full assembly process presents two main
advantages: first it avoids the time consuming contig generation phase, and second
and more important, it avoids the usage of heuristics or statistical choices made while
traversing the graph.

Note that the BlastGraph algorithm applies generically to any directed SG, and
is also adapted to apply to a DBG. Given a directed sequence graph, a set of query
sequences and a maximum edit distance, BlastGraph detects paths in the graph
on which query sequences align at most at the given edit distance. Our approach is a
blast-like algorithm [1]. The graph is indexed using seeds, this enables to decrease the
request execution time. The main originality of our work stands in the fact that both
seeds and mapped query sequences may be spread over several nodes of the graph.

This work presents similarities with the famous Viterbi algorithm [11]. In a few
words, Viterbi is a dynamic programming algorithm for finding the most likely path
in a rooted graph while reading a query sequence. The major fundamental differences
with this work stand in the fact that:

– Viterbi nodes are composed by a unique symbol while in the BlastGraph frame-
work, nodes store a full sequence, and their reverse complement in the DBG frame-
work;

– In the Viterbi framework, the alignment is global: the full query sequence is aligned
to the whole graph, starting from the root node, while in the BlastGraph al-
gorithm, the alignment is semi global: the whole query sequence is aligned to any
un-rooted sub-graph.

The next Section introduces preliminaries and definitions. In Section 3 we expose
the BlastGraph algorithm when applied on a SG, while in Section 4 we show how
BlastGraph is modified to apply on a DBG. We present some practical results in
section 5.

2 Preliminaries

A sequence is composed by zero or more symbols from an alphabet Σ. A sequence s of
length n on Σ is denoted also by s[0]s[1] · · · s[n−1], where s[i] ∈ Σ for 0 ≤ i < n. The
edit distance between two sequences is the minimal number of insertions, deletions
and substitutions to transform one into the other. The length of s is denoted by |s|.
We denote by s[i, j] the substring s[i]s[i + 1] · · · s[j] of s. In this case, we say that
the substring s[i, j] occurs at position i in s. We call k-mer a sequence of length k.
If s = u · v for u and v ∈ Σ∗, we say that v is a suffix of s and that u is a prefix
of s, the symbol “·” designating the concatenation between two sequences. Let s[i..]
denote the suffix of s starting at position i (i.e. s[i..] = s[i, |s| − 1]).

The symbol “k̊” designates the concatenation of two sequences, removing the
first k symbols of the second. Formally, uk̊v = u · v[k..] . In the DNA context, Σ =
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{A,C,G, T}, and, given s ∈ Σ∗, s designates the reverse complement of s, that is s,
read from right to left, switching characters A and T , and C and G.

2.1 Sequence Graphs (SG)

In a directed sequence graph G, each node N stores a sequence s, denoted by S(N).
A node N1 linked to a node N2 denotes the fact that the sequence S(N1).S(N2) is
stored in G. Example of a directed sequence graph is given Figure 1a.

2.2 De-Bruijn Graphs (DBG)

DBGs were first used in the context of genome assembly in 2001 by Pevzner et
al. [9]. In 2007, Medvedev et al. [8] modified the definition to better model DNA
as a double stranded molecule. In this context, given a fixed k value, a DBG is a
bi-directed multigraph, each node N storing a k-mer s and its reverse complement
s. The sequence s, denoted by F (N), is the forward sequence of N , while s, denoted
by R(N), is the reverse complement sequence of N . An arc exists from node N1 to
node N2 if the suffix of length k − 1 of F (N1) or R(N1) overlaps perfectly with the
prefix of F (N2) or R(N2). Each arc is labelled with a string in {FF,RR, FR,RF}.
The first letter of the arc label indicates which of F (N1) or R(N1) overlaps F (N2)
or R(N2), this latter choice being indicated by the second letter. Because of reverse
complements, there is an even number of arcs in the DBG: if there is an arc from N1

to N2 then, necessarily, there is an arc from N2 to N1 (e.g. if the first arc has label
FF then the second has label RR).

A DBG can be compressed without loss of information by merging simple nodes.
A simple node denotes a node linked to at most two other nodes. Two adjacent simple
nodes are merged into one by removing the redundant information. A valid path (see
Definition 2) composed by i > 1 simple nodes is compressed into one node storing
a sequence of length k + (i − 1) as each node adds one new character to the first
node. Figure 1b represents a DBG (upper) and the corresponding compressed DBG
(lower). In the remainder of the paper, we denote by cDBG a compressed DBG.

Definition 1 (Active strand of a node in a DBG). The active strand of a node
N in a DBG denotes which strand of the node, forward or reverse, is considered while
traversing N .

Definition 2 (Valid path). The traversal of a node N is said to be valid if the
rightmost label (F or R) of the arc used for entering the node is equal to the leftmost
label of the arc used for leaving the node.

A path in the graph is valid if for each node involved in the path, its traversal is
valid, that is, each pair of adjacent arcs in the path are labelled, respectively, XY and
Y Z with X, Y, Z ∈ {R,F}.

Definition 3 (Sequence stored in a cDBG). A valid path in a cDBG composed
by ordered nodes N0, N1, . . . , Nl, stores two sequences as following:

1. s = F/R(N0)̊kF/R(N1)̊k · · ·̊k F/R(Nl), the choice between R or F for node N0 is
equal the first label of the edge going from N0 to N1, while for i ∈ [1, l], the choice
between R or F for node Ni is equal the second label of the edge going from Ni−1

to Ni.
2. s.
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(a) SG (b) DBG

Figure 1: (a) Directed sequence graph. (b) Uncompressed (upper) and compressed
(lower) de-Bruijn Graphs with k = 5. For each node, lower sequence is the reverse
complement of the upper sequence, it should be read from right to left. Boxes both
on (a) and (b): example of a seed of length 7 (TCTACGC) spread over 2 nodes. In
the de-Bruijn Graph, the k− 1 first characters of the second node are pruned due to
overlap, and the reverse part of the second node is considered as the edge between
the first (left) and the second (central) node is FR

For instance, the arrowed path on the cDBG presented Figure 1b, stores the
sequences

s = CATCTk̊ATCTCCGCAk̊CGCAG

= CATCT.CCGCA.G

= CATCTCCGCAG

and

s = CTGCGGAGATG

2.3 Approximate pattern matching in a graph (SG or cDBG)

Definition 4 (Approximate pattern matching in a graph). Given a query Q,
a graph G (SG or cDBG), and a parameter d, approximate pattern matching consists
in finding all occurrences of Q in sequences stored in G within an edit distance of at
most d.

3 The BlastGraph algorithm

Blast like seed-based heuristics rest on the idea that if two sequences share some
similarities, then there exists (at least) a common word (a seed) between these two
sequences. Such algorithms consist in, first, anchoring the detection of similarities by
exact matching of short sub-sequences, the seeds, and then, performing the similarity
distance computation once sequences are anchored. The algorithm we propose applies
these ideas between a graph (the bank) and a string (the query). It is divided into
four main stages:

1. Index all seeds present in the graph G.
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2. Anchor query sequences to nodes of G using seeds. In the case of genomic data,
reverse complement of query sequences may also be used as queries.

3. Align anchored query sequences on the left and right of the matched seeds.
4. Merge left and right alignments.

In the four following sections, we provide some more details for each of these four
stages simply considering the graph as a SG. Then, in Section 4, we describe the
modifications needed for applying the algorithm on a cDBG.

3.1 Stage 1: Indexing the seeds

Let n denote the length of the seeds. Each word of length n of the sequence of each
node of G as well as those spread over several linked nodes are indexed using a hash
table. The index contains for each seed a set of its occurrence positions.

Occurrence position in a graph: An occurrence position in the graph is defined as a
couple (node identifier N , position on S(N)) indicating the starting position of the
occurrence.

Seeds spread over more than one node: Any seed starting at less than n positions to
the end of the sequence of a node is spread over more than one node. For instance, the
seed TCTACGC starting at position 2 on the leftmost node of Figure 1a, is spread
over two distinct nodes. Seeds spread over more than one node are detected thanks
to a depth first algorithm recursive approach.

In order to make a light index, the BlastGraph algorithm only stores the start-
ing position of a seed (node identifier N , position on S(N)) and not all possible nodes
over which the seed is spread.

3.2 Stage 2: Anchoring query sequences to sequences of the graph

Figure 2: Value rel(Q,N) while anchoring a query sequence Q on a node N with a
seed

For each query sequence Q, all overlapping words of length n (seeds) are read. Let
s be such a seed occurring at position p on Q, also having at least one occurrence in
the graph. Then the index provides a set of couples (node N , position on S(N)). For
each such couple, the query Q is anchored on the sequence S(N), giving a relative
position rel(Q,N) of Q on S(N). More precisely, rel(Q,N) = p−position on S(N)
(see Figure 2) is the position where Q aligns to S(N). Note that rel(Q,N) could be
< 0 if a prefix of S(N) is not aligned to Q. This is the case of S(Q,L1) in the example
presented Figure 3.
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Computing an alignment only once: If a node N and a sequence Q share more than
one seed for the same alignment, each of them generate the same value {rel(Q,N)}.
As this is a very usual case, in order to avoid computing several times the same
alignments, while aligning sequence Q, the value {rel(Q,N)} is stored in memory.
Thus, the same alignment anchored at position {rel(Q,N)} is computed only once.

Figure 3: Overview of the alignment process. Anchoring: Using a seed, a query se-
quence Q is anchored to the node N . Right alignment: edit distance is computed
between Q[rel(Q,N) + i + k..] and S(N)[i + k..] (right dotted square in node N),
then between Q[rel(Q,A0)..] and S(A0), between Q[rel(Q,B0)..] and S(B0), between
Q[rel(Q,B1)..] and S(B1), and so on. In this example, path using node A1 presents
an edit distance higher than the threshold; its children are not explored. Left Align-
ment: the same procedure is applied on the sequence on the left of the seed (left
dotted square in node N), then on parents L0, L1 of node N , and so on. . .

3.3 Stage 3: Alignment between query sequence and sequence graph
nodes

Given a query sequence Q anchored at position {rel(Q,N)} in a node N of the graph,
this stage computes all possible alignments (based on edit distance) between Q and
all paths readable from node N (see Figure 3 for an example).

Computing the edit distance between two strings is a dynamic programming pro-
cedure that involves the usage of a matrix of size the product of the string lengths.
However, in the particular case of this work, the user restricts the maximum edit
distance for having a match. Consequently, the matrix computation is limited to a
diagonal (see Figure 4 for an example) of width

⌊
maximum edit distance

cost indel

⌋
×2. Outside the

diagonal, number of insertions or deletions becomes bigger than maximum number
of insertions or deletions accepted equal to

⌊
maximum edit distance

cost indel

⌋
. Thus during this

stage, the time and memory complexity for aligning query Q to one path of the graph
is in O (|Q|) considering maximum edit distance and cost indel as fixed parameters.

Right alignments The alignment is done between Q and S(N) on the right of the
matched seed. Additionally, as shown Figure 3, right extremity of the query sequence
may finish after S(N). In such a case the alignment has to be done on children
A0, A1, . . . , An of node N . On each child Ai, the right extremity of the query se-
quence may finish after the S(Ai), in this case, alignment continues on its children
B0, B1, . . . , Bn′ , and so on. Thus, right part of sequence Q (starting after the anchored
seed), may be aligned to S(N · Ai · Bj . . . ). This is done via a recursive depth-first
traversal of the graph, starting from N as long as the full right part of S is not aligned.
An alignment between the sequence of a node and Q is never computed twice. For in-
stance (Figure 3), if the alignment between Q and S(N · A0 · B0) was computed,
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(a) (b)

Figure 4: Dynamic programming matrix. Only the shadowed diagonal is computed.
(a) distance computed between the query sequence S and S(N.Ai). (b) distance
computed between S and S(N.Ai+1). Lighter lines are not recomputed for computing
matrix (b) if matrix (a) was already computed

the computation between Q and S(N · A0 · B1) starts from the last full line of the
alignment of Q with S(N ·A0). Thus the alignment between Q and S(N) and S(A0)
is never recomputed.

Left alignments Aligning the part of the sequence Q on the left of the seed to the
graph is done using almost the same approach as the one previously described for
right alignments. However, there are two main differences: 1) Sequences both from Q
and from the nodes are reversed (read from right to left); 2) when the reversed query
sequence is longer than the reversed sequence of a node N , the parents L0, L1, ... of
N are explored in depth first search approach (see Figure 3 for an example).

3.4 Joining left and right alignments

For a given aligned query sequence, each left alignment is compared to each right
alignment. For each such couple whose sum of the cost of the alignments is below or
equal the user defined maximum edit distance, the full alignment is reported.

4 BlastGraph on compressed de-Bruijn graphs

The three main differences between the SG and the cDBG are:

1. In the cDBG, the sequences of two connected nodes overlaps over k−1 characters.
Thus, whatever the stage, the concatenation of the sequences of two nodes of the
cDBG, has to be done removing the k − 1 overlapping characters using the “k̊”
concatenation instead of the classical “·” one.

2. In the cDBG, each node N stores a sequence (F (N)) and its reverse complement
(R(N)).

3. Label of edges have to be considered while traversing the graph. Thus, in the
cDBG, the general rule is the following: a node N is always traversed either as
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forward (F (N)) or as reverse complement (R(N)), with F or R being its “active
strand” (see Definition 1).
In the first case (resp. second case), accessing the children of the node is done
following edges starting with the letter F (resp. R).
While following an edge, the active strand of the targeted node F (resp. R) is the
second letter of the label of the edge.

Seeding in a DBG: The seeding approach is the same than the one applied on the
SG. By convention, all seeds start on forward sequence of each node. This is done
without loss of information as each query is considered both in its forward and its
reverse complement directions.

Right extension in a DBG: The right extension in a DBG is the same as the one
described for a SG. However, the algorithm takes into account some DBG specificities:

– query sequence is mapped on F (N) (seeds are indexed only on forward strands);
– children of a node N are reached using only outgoing edges whose label first
character corresponds to the active strand of N , and, once a child is reached, its
active strand is the one corresponding to the second character of this label;

– concatenation of sequences of two linked nodes is done pruning the overlapping
k − 1 characters.

Left extension in a DBG: Left extensions in the DBG are done by right extending
the reverse complement Q of the sequence Q to the DBG, starting from the reverse
strand of the node N : R(N).

5 Results

Two prototype versions of this algorithm are implemented. Under the CeCILL Li-
cense, they can be downloaded here: http://alcovna.genouest.org/blastree.
A Java version is implemented in a Cytoscape plug-in. Cytoscape [10] is an open-
source platform for visualization and interaction with complex graph, especially in
bioinformatics. The second version is implemented in C and can be run under Unix
platforms. In the two prototypes, while working on nucleotides, characters are coded
in two bits.

The next section proposes a use case of the Java version, while section 5.2 proposes
some results over the C prototype.

5.1 Use case

We present in this section a use case, on a toy example. We created a sequence graph
containing five nodes (Figure 5). We searched for the sequence

ggcgT tcagac/cTatacgcatacgcagcagact/agCctacg,

spread over 3 nodes of this graph and containing two mismatches and one insertion.
To help the reader, we indicated here substitutions and indel with an upper case
letter and we indicated separations between nodes with a ‘/’ character. Of course
the practical query sequence is a raw un-annotated sequence. We fixed the cost of
a mismatch to 1, the cost of an indel to 2 and the maximum edit distance to 4.
BlastGraph (Cytoscape plug-in version)) found the correct path, as presented in
Figure 5 where selected nodes are those in which alignment is found between the
query and the graph.
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Figure 5: Cytoscape view of the selected nodes (green) in the sequence graph after
the research of query sequence

5.2 Performances on DBG

We present results obtained in a typical use case while applying BlastGraph on a
DBG graph. Results were obtained on a 64 bit 2× 2.5GHz dual-core computer with
3MB cache and 4GB RAM memory. From the NCBI Sequence Read Archive (SRA,
http://www.ncbi.nlm.nih.gov/Traces/sra), we downloaded the DRR000096 Illu-
mina run containing approximately 4 million reads and approximately 150 million
nucleotides.

Increasing graph sizes Subsets of different sizes were generated by randomly sam-
pling DRR000096 reads. For each subset, we constructed the de-Bruijn graph using
k = 31. Table 1 reports the total number of nodes and nucleotides stored in some of
these graphs.

No Reads No Nodes No nucleotides
10K 59K 1833K
100K 573K 17774K
150K 849K 26306K

Table 1: Total number of nodes and nucleotides stored in the graph with respect to
the number of reads

Figure 6: Time and memory consumption with respect to the number of nucleotides
stored in the graph
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On each graph, we applied the C version of BlastGraph, aligning a set of 10000
query sequences derived from the initial read set. We used seeds of length 19, a
mismatch cost equal to 1 and an indel cost equal to 2 and a maximum edit distance
equal to 5. We report in Figure 6 time and memory needed both for constructing the
index and for performing the 10000 queries.

We can observe that memory footprint and both indexation and query execu-
tion times increase linearly with the quantity of information contained in the graph.
While memory usage is the main bottleneck of this approach, the indexation and
query time are acceptable. Even on the biggest tested graph (containing more than
26 million characters stored in approximately 849000 distinct nodes), indexation is
done in 26 seconds and the 10000 queries are performed in less than 52 seconds.

Increasing number of queries In order to measure the impact of the number of
queries on the execution time, we used the graph composed of 100000 reads from
the DRR000096 data set using k = 31. We ran BlastGraph using queries dataset
composed of 500, 1000, . . . , 10000 reads taken from the 100000 reads used for creating
the graph. We report the query time (not including the indexation time) Figure 7. We
note that, as expected, the query time increases slowly and linearly with the number
of queries.

Figure 7: Query time with respect to the number of queries. Note that reported time
do not include the indexation time equal to 16 seconds independently of the number
of queries

6 Conclusion

We presented BlastGraph, a new algorithm for performing intensive approxim-
ate string matching between a set of query sequences and a directed sequence graph
including the application to de-Bruijn graphs. This blast-like algorithm presents nov-
elties with respect to “classical” blast-like approaches as seeds and alignments may
be spread over several nodes and as the algorithm takes into account double stranded
de-Bruijn graph features. Results showed that BlastGraph performances permit
its usage on quite large graphs in reasonable time.
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The main bottleneck of the approach comes from the memory footprint. Stor-
ing in memory graphs containing hundreds of millions of nucleotides together with
seed index is challenging. Future work will include either an adaptation of Blast-
Graph to extremely light DBG representation [4] or a non indexed version of the
algorithm, for instance based on KMP [6] algorithm. This will increase the query
time, while decreasing the memory usage. Possible applications will exceed the fron-
tiers of the current work as this problem is central in many algorithms associated to
high throughput sequencing problems.
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Read mapping on De Bruijn graphs
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available at the end of the article Abstract

Mapping reads on references is a central task in numerous genomic studies. Since
references are mainly extracted from assembly graphs, it is of high interest to
map efficiently on such structures. In this work we formally define this problem
and provide a first theoretical and practical study toward this direction when the
graph is a de Bruijn Graph. We show that the problem is NP-Complete and we
propose simple and efficient heuristics with a prototype implementation called
BGREAT that handle real world instances of the problem with moderate
resources. It achieves to map millions reads per CPU hour on a complex human
de Bruijn graph. Results show that mapping on graphs enables to map up to 22%
more reads than mapping on assembled sequences. BGREAT availability:
github.com/Malfoy/BGREAT

Keywords: Read mapping; De bruijn graphs; NGS; NP-Completeness

1 Introduction
Next Generation Sequencing technologies (NGS) have drastically accelerated the

generation of sequenced genomes. However these technologies are still not able to

provide a unique sequence representing the whole genome. Instead they produce

reads, that are short and redundant genomic sequences, substrings from the whole

genome. Using the redundancy, it is possible to assemble reads together in order to

reconstruct the original reference sequence.

Assembling reads remains nowadays a complex task for which no single piece of

software performs consistently well [1]. The assembly problem itself has been shown

NP-Hard [2]. Practical limitations arise both from the genome structures (repeats

longer than reads cannot be correctly resolved) and from the sequencer technical

biases (non-uniform coverage and sequencing errors). Applied solutions organize

reads using the de Bruijn graph (DBG) [3] or using the string graph introduced in

the Celera Assembler [4]. Then, using heuristics, paths from such graphs are selected

and output. Due to heuristics, the produced sequences (the contigs) are biased and

fragmented because of various patterns in the graph, generated by genomic repeats,

variants, or sequencing errors.

Conversely to assembled contigs, the DBG contains all the data information with-

out taking any uncertain choice. This motivates our choice to consider this kind of

graph as a reference of a sequenced genome.

In parallel, a key aspect of bio-analysis is the sequence comparison. Comparing

sequences is a fundamental need while searching for similarities or differences be-

tween or inside genomes of individuals or species. This is for instance witnessed by

the success of the BLAST tool [5], being one of the most cited paper of the scientific

community. In the NGS framework, comparisons mainly consist in read mapping,
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that is aligning reads on reference genome(s). This is a semi-global alignment, usu-

ally extremely stringent (authorizing only a small edit or Hamming distance, limited

to ≈ 1% of the read length). A lot of work has been done for providing fast and

accurate mapping tools. Notable mapper examples are BWA [6] and Bowtie [7].

In this context, we explore the problem of mapping reads on a graph, and in

particular on a DBG, as we aim at considering this data structure as a unbiased

representation of the assembly of a genome.

Several tools mention the problem of mapping sequences on graphs. Wang et al [8]

proposed to estimate the taxonomic composition of closely-related species by map-

ping reads on their genomes, all represented by a unique DBG, using the fact that

common regions are merged. However this approach still relies on standard aligner

and maps reads on a concatenation of DBG nodes. This method takes advantages

of the DBG content but does not align on the edges of the graph. Recent works

have also been interested in mapping reads on multiple close references in a non-

repetitive way [9, 10] using the DBG. Such approaches are particularly efficient but

only concern the case of a set of very close sequences that results in very specific flat

graphs. Some tools have been proposed [11, 12] for the generic purpose of sequence

alignment on graphs of sequence but rapidly become unusable on real world graphs

(see Results section).

Interestingly, numerous assembly tools mention the alignment of reads on graph

during their assembly process. However, to the best of our knowledge, none of

them propose formalism nor practical solution for this problem. To cite a few,

Cerulean [13] mentions this step but only use an regular alignment on assembled

sequences, Allpaths-LG [14] also proposes such stage, but in a non generic way

since it aims at locally resolving repeats by finding paths in accordance with long

noisy reads from the third generation sequencing. Those tools often apply the read-

threading problem (or eulerian superpath problem [15]) that consists in finding a

read coherent path in the DBG (a path that could be represented as a sequence

of reads as defined by [16]). The read-threading problem has also been shown NP-

Hard [2]. It should not be confused with the generic problem we propose to solve

in this work since we are interested in the mapping of arbitrary sequences on an

arbitrary DBG. The practical solution we propose could help assemblers in tackling

the read-threading problem by mapping reads on their assembly graphs in a generic

way. Nowadays, as this is for instance the case in Spades [17], read-threading is

performed by keeping in the graph the tracks of the reads used for its construction,

which is highly memory consuming.

In this work, we start by showing that the problem of mapping short reads on a

DBG is NP-Complete. For efficiency purpose we introduce a heuristic approach for

which we provide a prototype implementation that scales actual NGS data set sizes.

We propose results showing the advantages of mapping reads on graphs with respect

to mapping on linear sequences obtained from assemblies. These results also show

the advantages and the limitations of the proposed heuristic approach compared to

the brute force algorithm both in term of computational resources and of mapping

efficiency.
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Figure 1 A k-DBG toy example with k = 4 (top) and its compacted version (bottom)

2 Read mapping hardness

In this section, we present the formal problem we aim to solve and prove its in-

tractability. We first start by introducing preliminary definitions, before formalizing

the problem of mapping reads on graphs and proving its NP-Completeness.

Definition 1 (de Bruijn graph (k-DBG)) Given a set of strings S = {R1, R2, ..., Rn}
on an alphabet Σ and a value k ≥ 2, the k order de Bruijn graph (k-DBG) for S is

a directed graph (V,E) where:

V = {d ∈ Σk | ∃ i such that d is a substring of Ri ∈ S}
E = {(di, dj) : if the suffix of length k − 1 of di is the prefix of dj}

Definition 2 (Path in a k-DBG) A path in a k-DBG is a walk in this graph

with no repeated vertices. A path composed of n nodes produces a sequence of length

k + n − 1: the k-mer of the first node concatenated with the last character of all

remaining ordered nodes of the path.

Definition 3 (Simple paths) Given a k-DBG G = (V,E), a simple path is a path

of G v1, v2, ..., vn such that ∀i ∈ [1, n− 1]

(vi, vi + 1) ∈ E and

∀j such that (vj , vi + 1) ∈ E implies that j = i and

∀j such that (vi, vj) ∈ E implies that j = i+ 1

An other version of the De Bruijn graph is used, called the compacted De Bruijn

graph, where each node contains the sequence of a simple path of maximal length.

The sequence of each node is called a “unitig”. In this representation, the sequence

of a node is of arbitrary length (superior or equal to k) and the edges still represent

k − 1 overlaps (see for instance Fig. 1). Note that, in a compacted DBG, a path

composed of n nodes produces a sequence of length ≥ k + n − 1 as the first node

contains k characters or more and as each other node adds one or more character(s).

Sequences generated by walking the DBG or the compacted DBG are the same.
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Figure 2 k-DBG toy example with k = 4, showing how reads could be mapped. For instance, read
AATACT could be mapped with one mismatch following the blue path, while read
AATCGATTCA could be mapped with no mismatch following the red path.

Sequence to sequence mapping under Hamming distance is a classical problem.

Given a query sequence Q and a reference sequence R, a substitution function

F (Σ,Σ)→ N, the mapping consists in finding the sub-sequence M of R, such that

|M | = |Q|, and such that it minimizes the cost C(M,Q) =
∑|Q|

i=1 F (Mi, Qi). We

recall that, for any W ∈ Σ∗, |W | represents the length of W and that Wi designs

the ith character of W . The substitution function can be trivial (0 for matches, 1

for mismatches) or can be more complex for biological meanings.

Here we extend the mapping problem with the paths of a DBG instead of a

reference sequence. In this case, we search for the path of the graph (represented

as a sequence) containing a substring M , with |M | = |Q|, minimizing the cost

C(M,Q). The decision version of the problem is to decide whether a substring M

exists such that C(M,Q) is lower than a specified threshold.

In practice, the query may be a NGS read and the DBG is constructed over NGS

read set(s). An example of reads mapped on a DBG is presented Fig. 2. We call

this problem DBGRMP for “De Bruijn Graph Read Mapping Problem” and we

describe it in a formal way Definition 4.

Definition 4 (De Bruijn Graph Read Mapping Problem) We define the de Bruijn

Graph Read Mapping Problem DBGRMP(G,Q,F, T ) as follows :

Given :

• G, a k-DBG on Σ

• Q a word in Σ∗ with |Q| ≥ k
• a (substitution) cost function F (Σ,Σ)→ N
• a threshold T ∈ N

An instance of DBGRMP consists in deciding whether there exists a path of G

composed of |Q| − k + 1 nodes (producing a word M ∈ Σ|Q|) whose cost C =∑|W |
i=1 F (Mi, Qi) is lower than T .

DBGRMP is in NP since a polynomial non-deterministic algorithm exists to solve

this problem (pick in a non-deterministic way a path and check if the score is

correct). We show that DBGRMP is NP-Hard (and then NP-Complete) by reducing

the Hamiltonian path problem to it using three straightforward reductions.

Definition 5 We define the Hamiltonian Path Problem HPP(G) as follows :

Given a directed graph G, an instance of HPP(G) consists in deciding whether

there exists a path that passes through all the vertices of G exactly once. Such a

path is called a Hamiltonian path.
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Theorem 1 HPP is NP-Complete [18].

Definition 6 We define the fixed length Travelling Salesman Problem L-

TSP(G,T ) as follows :

Given :

• a directed graph G whose edges are labelled with a non-negative integer cost.

• a threshold T ∈ N
• an integer L

An instance of L-TSP(G,T ) consists in deciding whether there exists a path (a walk

without repeated vertices) of G composed of L nodes whose cost C is inferior to T .

Proposition 1 L-TSP is NP-Hard.

Proof We can reduce HPP to L-TSP. Given an instance of HPP (G), we solve L-

TSP (G′, T ) with T equal to the number of nodes of G minus 1 and with G′ the

same graph as G but with a cost of 1 labelled on each edges.

Definition 7 (Graph Read Mapping Problem) We define the Read Graph Map-

ping Problem GRMP(G,Q,F, T ) as follows :

Given :

• a directed graph G whose edges are labelled over Σ

• Q a word in Σ∗

• a (substitution) cost function F (Σ,Σ)→ N
• a threshold T ∈ N

An instance of GRMP(G,Q,F, T ) consists in deciding whether there exists a path

of G composed of |Q| nodes, thus generating a word M ∈ Σ|Q|, such that C =∑|W |
i=1 F (Mi, Qi) is lower than T .

Proposition 2 GRMP is NP-Hard.

Proof We can reduce L-TSP to GRMP. Given an instance of L-TSP (G,T ), we

solve GRMP(G′, αL, F, T ), where G′ is the same graph as G with each letter Mi

associated with each edge of cost i for all i, and F such that F (α,Mi) = i. Here

Σ = {α}∪{Mi |i cost of an edge of G} with α any symbol different from all symbols

Mi.

Proposition 3 DBGRMP is NP-Hard.

Proof We can reduce GRMP to DBGRMP. Given an instance of GRMP (G,Q,F, T ),

we solve DBGRMP (G′, Q, F ′, T ) where G′ is a 2-DBG created from G as follows.

Each node of G is labeled with a unique integer. Each quadruplet i, α, j, β, with i

and j two nodes from G having an edge from i to j labeled with α and such that β

is the label of an output edge from j, generates a node in G′ containing the 2-mer

αiβj .

Note that G′ is defined on an alphabet Σ′, where each γ ∈ Σ is transformed to γi

in Σ′, with i ∈ N. We can define a function p(Σ′)→ Σ as p(γi) = γ and a function
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G

G′

Figure 3 Encoding of a directed graph to a 2DBG. The directed graph G (top) admits the same
words than the 2-DBG G′ (bottom), if we ignore the numbers.

P ((Σ′)∗)→ Σ∗ as P (Q′) = Q, with Q the ordered concatenation of t(σ) for all σ in

Q′. We then define F ′ such that ∀Mi ∈ Σ′, y ∈ Σ, F ′(y,Mi) = F (y, p(Mi)) (the size

of the representation of F ′ can be linearly bounded by the size of the representation

of F ).

The graph G′ is a 2-DBG that produces the same words as G (except the 1-letter

words) if we apply the linear function P to words read from G′. An example of this

reduction is shown Fig. 3, the word ABCDEF of the directed graph is equivalent

to the word A0B1C2D3E4F5 of the DBG for the scoring function. The graph G′

contains at most card(G)3 nodes in the worst case where G is a complete directed

graph (a graph in which any two vertices are connected in both directions). In

this case, each node in G has card(G) father(s) and card(G) son(s) thus creates

card(G)2 node(s) to the DBG. The reduction is therefore polynomial.

3 Methods
We propose a practical solution for solving the DBGRMP. This section motivates

and presents the algorithmic choices we made. Our proposed solution had been

designed for mapping on a compacted de Bruijn graph (CDBG) any source of short

reads, either those used to build the graph or reads from another individual or

species. We focused our work on a model of short (hundred of base pairs) reads with

a low error rate (1% of substitution), which is a good approximation of currently

widely used NGS reads. Since errors are mostly substitutions, mapping is computed

using the Hamming distance.

In a CDBG, nodes are no longer k-mers (words of length k) but unitigs that are

the sequences obtained after the compaction of simple paths of the DBG, some

of the unitigs being longer than reads. Thus, while mapping on a CDBG, one may

distinguish between two mapping schemes: i/ reads mapping completely on a unitig

of the graph, and ii/ reads whose mapping spans two or more unitigs. Given the

extensive work carried out these last few years for mapping reads on flat strings,
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Figure 4 Representation of the mapping of a read (highest represented sequence) on a CDBG
whose nodes are represented lines 2, 3, and 4. (step 1) overlaps of the graph also present in the
read are found (here TACAC, GCTGC, and AGCTA, represented line 1). (step 2) unitigs that
map the begin and the end of the read are found (those represented line 2). (step 3) cover the
rest of the read, guided by the overlaps (here with unitigs represented line 3 and 4).

we concentrate here only on the second scheme. We say that reads mapping on two

or more unitigs map on a branching part of the graph.

As presented in the previous section, the DBGRMP is NP-Complete. An exhaus-

tive search of all possible mapping positions of a read on a DBG would require to

compare each read to a potentially intractable number paths in the graph. Thus we

propose a heuristic approach for solving DBGRMP using reasonable resources both

in terms of time and memory. Our approach follows the usual “seed and extend”

paradigm. An exact match is used as a starting point and it is then extended by

following some paths of the graph. More precisely, the proposed implementation

applies heuristic schemes, both regarding the indexing and the alignment phases.

3.1 Indexing heuristic

We recall that our algorithm maps reads that span at least two distinct unitigs.

Such mapped reads inevitably traverse one or more DBG edge(s). In a CDBG,

edges are represented by the prefix and suffix of size k − 1 of each unitig. We call

such sequences the overlaps. In order to limit the index size and the computation

time, our algorithm indexes only overlaps, that are used as seeds. Those overlaps

are good anchors for several reasons: they are long enough (k − 1) to be selective,

they cannot be shared by more than eight unitigs (four starting and four ending

with the overlap), and a CDBG usually has a reasonable number of unitigs and then

of overlaps (our human experiment CDBG has 70 millions unitigs and 87 millions

overlaps for 3 billions kmers, see Table 1). In our proposed implementation, the

index is a hash table indicating for each overlap the unitig(s) starting or ending

with this k − 1 sequence.

3.2 Read alignment

As presented Fig. 4, given a read, each of its k− 1-mers are read in order to detect

those that are an overlap of the CDBG. Once such overlaps are detected together

with their corresponding unitigs, the alignment of the read is performed from left to

right, as presented in the Algorithm Fig. 5. Given an overlap position i on the read,

the unitigs starting with this overlap are aligned to the sequence of the read starting

at position i. The best alignment is conserved. In addition, for improving speed, if

one of the at most four unitigs ending overlap is the next overlap detected on the

read, then this unitig is tested first, and if the alignment contains less mismatch

than the authorized threshold (user defined), the other (at most three) unitigs are

not tested. Note that this optimization does not apply for the first and last overlaps

of the read.
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Algorithm: MapGreedy

Data: Read r, Integer n

for the n first overlaps of r do
Find a path begin that map the begin of r

if begin found then

for the n last overlaps of r do
Find a path end that map the end of r

if end found then
Find (in a greedy way) a path cover that map the read from

begin to end

if cover found then
write paths

return

Figure 5 Greedy algorithm for mapping a read on two or more unitigs once potential overlaps
present in the read are detected.

The previously described full read mapping process is tested only if the two ex-

tremities of the read are mapped by two unitigs. The extreme overlaps of the read

enable to quickly filter out unmappable reads. For doing this, the first (resp. last)

overlap of the read is used to align the read to the first (resp. last) unitig. Note

that, as polymorphism may exists between the read and the graph, some of the

overlaps present on the read may be spurious. In this case the alignment fails and

the algorithm continues with the next (resp. previous) overlap. At most n alignment

failures are authorized left and right. If a read cannot be anchored both left and

right using this process, then it is not aligned to the graph.

Note that the whole approach is greedy: given two or more possible choices, the

best one is chosen with no possible backtracking. This enables a linear mapping

process since each position in the read can lead to a maximum of four comparison

and the algorithm continues as long as the accumulated number of mismatches is

below a user defined parameter.

Because of heuristics, a read may be unmapped or badly mapped for any of the

following reasons.

• All overlaps on which the read should map contain errors, in this case the

read is not anchored or only badly anchored and thus not mapped.

• The n first or n last overlaps of the read are spurious, in this case the the

begin or end is not found and the read is not mapped. By default and in all

experiments n = 2.

• The greedy choices made during the path selection are wrong.

4 Results
This section is divided into two main contributions. The first one presents the

prototype we developed in order to test the proposed approach, while the second

one presents results obtained applying our methods on real data sets.

We implemented the previously described algorithm in a prototype tool called

BGREAT. It was written in C++ and can be downloaded from github.com/Malfoy/

BGREAT. BGREAT maps reads on branching parts of the DBG.
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Figure 6 Proposed pipeline. Reads to be mapped can be different from reads used for building the
graph. Long unitigs are unitigs longer than reads

dBG Id Reads Id k c
Number of

unitigs
Mean length

of unitigs
Number of

overlaps
E.coli SRR959239 31 3 42,843 134 62,615
C.elegans cpx SRR065390 21 2 8,273,338 34 10,856,948
C.elegans norm SRR065390 31 3 1,627,335 93 2,212,883

Human
SRR345593

&
SRR345594

31 10 69,932,343 70 86,948,988

Table 1 CDBG used in this study. C.elegans cpx and C.elegans norm are two distinct graphs,
constructed using the same read set from C.elegans genome. The suffix cpx and norm respectively
stand for ”complex” (using a low threshold c = 2 and small value k = 21, and for ”normal” (using
c = 3 and k = 31).

BGREAT takes as inputs a query read set and a reference DBG. For removing

sequencing errors from DBG, in the presented experiments, the reference graphs

were constructed after removing k-mers having a coverage below a threshold c.

This error removal step is a classical data treatment, performed in k-mer based

assemblers. For this purpose, k-mers are counted using DSK [19]. The unitigs of

the CDBG are computed using BCALM [20] on the k-mers having a coverage ≥ c.
BGREAT uses such a set of unitigs as DBG.

In addition, in the proposed experiments, a third-party mapper (Bowtie2 [7]) is

used in order to map reads that are fully contained in DBG unitigs.

The full pipeline applied in the following experiments is represented Fig. 6.

Reference CDBG were constructed using three real read data sets of growing size

and complexity. They are composed of Illumina reads of length ≈ 100 from whole

genome sequencing data sets. The three read sets are respectively a sequencing of

E.coli (SRR959239) at 110x coverage, a sequencing of C.elegans (SRR065390) at

70x coverage and a sequencing of human individual (SRR345593 and SRR345594)

at 112x coverage.

We tested BGREAT on each of the DBG generated from these data sets. From the

C.elegans read set, we tested BGREAT on two DBG of distinct size and complexity.
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For this purpose, we varied the size of the k-mers and the threshold c. As depicted

Table 1, with small k and c values, the graph contains more and smaller unitigs.

All BGREAT alignments were performed authorizing up to two mismatches. The

queries were either composed of the same reads as those used to build the reference

graph or composed of read sets from other individual of the same species.

Graph

Mapped

set

(nb reads)

Mapping

Strategy

Nb reads mapped

(on branching

parts of DBG)

Nb reads

fully

mapped

on unitigs

Overall

nb

mapped

reads

E.coli
SRR959239

(5,128,790)
Greedy

687,074

(13.40%)

4,296,710

(83.78%)

4,983,784

(97.17%)

′′ ′′ Complete
688,929

(13.43%)

4,295,814

(83.76%)

4,984,743

(97.19%)

C.elegans cpx
SRR065390

(67,617,092)
Greedy

44,686,355

(66.09%)

15,592,918

(23.06%)

60,279,273

(89.15%)

C.elegans norm ′′ Greedy
13,994,715

(20.70%)

48,442,146

(71.64%)

62,436,861

(92.34%)

C.elegans norm
SRR1522085

(22,509,110)
Greedy

3,523,416

(15.65%)

16,682,194

(74.11%)

20,205,610

(89.77)%

Human

SRR345593

and

SRR345594

(2,967,536,821)

Greedy
1,004,182,363

(33.84%)

1,533,456,046

(51.67%)

2,537,638,409

(85.51%)

Table 2 Results of BGREAT on real read sets. The ’′′’ symbol indicates same value(s) between two
consecutive lines. We recall that the column “Nb reads fully mapped on unitigs” corresponds to the
number of reads mapped by Bowtie2 [7] with defaults parameters.

Graph

Mapped

set

(nb reads)

Mapping

Strategy
Time Reads by second Memory

E.coli
SRR959239

(5,128,790)
Greedy 2m2 42,039 15 MB

′′ ′′ Complete 1h24 1,017 ′′

C.elegans cpx
SRR065390

( 67,617,092)
Greedy 3h08 5,965 1.16GB

C.elegans norm ′′ Greedy 1h55 9,438 380MB

C.elegans norm
SRR1522085

22,509,110
Greedy 12m25 30,213 380M

Human

SRR345593

and

SRR345594

(2,967,536,821)

Greedy 11h48 70,526 18 GB

Table 3 Time and memory footprints of BGREAT. Results do not present Bowtie2 time and
memory footprints. Indicated times are wallclock time using one thread, except for the human
samples for which 12 cores were used.

Table 2 presents results while applying BGREAT in association with Bowtie2.

This table is completed by Table 3 in which BGREAT time and memory foot-

prints are presented for the same experiments. All these results enable to draw the

following main conclusions:

• The idea of mapping reads on branching parts of the graph cannot be substi-

tuted by simply mapping reads on unitigs. Indeed, at least 13.40% of reads
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(mapping reads SRR959239 on the E.coli DBG) and up to 66.09% of reads

(mapping reads SRR065390 on C.elegans cpx DBG) map the graph through

mapping over branching parts. These reads would no be mapped if one would

use only the set of unitigs as a reference.

As expected, the more complex the graph is, the higher the usefulness of the

BGREAT approach. On the complex C.elegans cpx graph, only 23.06% of

reads can be fully mapped on unitigs while 89.15% of them are mapped by

additionally using BGREAT. On a simpler graph as C.elegans norm the gap

is smaller, but remains significant (from 71.64% to 92.34%).

• Results on the E.coli data set show that the heuristics we propose for mapping

reads on the DBG are useful. In order to measure the impact of the read

alignment heuristics, we can force the prototype to explores exhaustively all

potential alignment paths once a read is anchored to the graph (this strategy

is referred as Complete in Table 2)

Results show that the greedy approach is much faster than the exhaustive one

(38x faster on this experiment) while the mapping quality is poorly impacted

by heuristic approach: the overall number of mapped reads is increased by

only 0.03% with the Complete approach.

• The approach can be applied also for mapping a distinct read set than the one

used for constructing the DBG. We mapped a read set (SRR1522085) on the

C.elegans norm CDBG, this read set (from C.elegans) being different from

the one used for constructing the graph. Results in this situation are similar

to those observed while mapping to a DBG the read set used to construct

this graph (an overal of 89.77% of mapped reads while 15.65% of them are

mapped on branching parts of the graph).

• The proposed prototype scales real-world instances of the problem. It achieves

to map millions reads per CPU hour on a human DBG. Note that the memory

footprint could be highly reduced by using a lightweight data structure such

as a FM-index [7] or a sparse hash table, instead of a classical hash table.

We are aware of only one another published tool, called BlastGraph [12] designed

for the mapping reads on DBG. However, on the simplest tested data set from

E.coli genome (see Table 1), BlastGraph crashed after ≈ 124h of computation.

This tool is thus not further investigated here. In addition, one may mention the

SSW library [21], initially designed for mapping on strings. It has been extended

for mapping on graphs (library GSSW [11]). To the best of our knowledge, no

implemented tool using this library is available and its documentation indicates

that reference and query size do not scale-up current NGS instances.

We may compare BGREAT to the popular approach consisting in mapping the

reads to the reference contigs generated by an assembly process. For testing this ap-

proach, for each of the three sets used, we first assembled them and then we mapped

back these reads on the so created assemblies. We used two different assemblers,

Velvet [22] a widely used tool and Minia [23] a resource efficient assembler based

on bloom filters. Finally, we used Bowtie2 for aligning the reads on the obtained

contigs.
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Mapping on assembly Mapping on CDBG

Reads set Assembler k c
Mapping

rate
Mapping

rate
E.coli Velvet 31 3 95.57% 97.17%
′′ Minia ′′ ′′ 96.19% ′′

C.elegans Velvet 21 2 56.33% 89.15%
′′ Minia ′′ ′′ 51.43% ′′
′′ Velvet 31 3 80.60% 92.34%
′′ Minia ′′ ′′ 80.43% ′′

Human Minia 31 10 63.16% 85.51%
Table 4 Assembly and mapping approach. Columns k and c are the assembly main parameters for
Velvet and Minia. The last column recalls the overall rate of reads mapped using BGREAT +
Bowtie2 on the CDBG obtained with the same read sets and k and c parameters. Because of limited
computational resources, Velvet was not tested on the Human data-set.

Results of this approach are presented Table 4. They show that Velvet and Minia

obtained similar results in term of quantity of mapped read on their assembly.

However, the number of mapped reads on these assemblies is lower than the one

obtained by our proposed approach as presented Fig. 6.

We notice that the more complex the graph is, the higher the advantage of map-

ping on CDBG because of the inherent difficulty to assemble huge and highly

branching graphs. We also highlight that our approach is resource efficient com-

pared to most assembly processes. For example, Velvet used more than 80GB mem-

ory to produce the contigs for the C.elegans data set with k=31. On this data

set, our workflow used at most 4GB memory (during k-mer counting). In term of

throughput, using BGREAT and then Bowtie 2 on long unitigs is comparable to

using Bowtie 2 on contigs. For instance, on the C.elegans data set, both methods

used slightly less than 3 CPU hours.

Finally, an important message here is that mapping on assembled sequence could

be highly improved by mapping on graph structures, on which more reads may be

mapped (up to ≈22% here for the human data set and ≈ 38% for the artificially

complex C.elegans data set).

5 Discussion
We proposed a formal definition the of de Bruijn graph Read Mapping Problem

(DBGRMP) and we proved its NP-Completeness. We proposed a heuristic algorithm

offering a practical solution. As a proof of concept, we developed a prototype called

BGREAT implementing this algorithm using a compacted de Bruijn graph (CDBG)

as a reference. Experiments show that many reads (between ≈13% and ≈66% of

them depending on the experiment) can be mapped only on branching parts parts

of the graph. The idea of mapping only on nodes is thus insufficient. This is true

either while mapping reads used for constructing the graph or while mapping reads

from other experiment. Moreover, results show that a potential high number of

reads (up to ≈ 38%) that are mapped on CDBG could not be mapped on classical

assemblies.

A weak point of our algorithm lies in its anchoring technique. Reads mapped

with BGREAT must contain at least a k−1-mer being an edge of the CDBG, ie an

overlap between two connected nodes. This may be a serious limitation in case the

data used for constructing the graph highly diverge from the reads to be mapped.

Improving the mapping technique may be done by using more than only unitig
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overlaps as anchors at the cost of higher computational resources. Another solution

may consist in using a smarter anchoring approach for instance using seeds allowing

errors as proposed in [24].

A natural future work will consist in adapting BGREAT for mapping reads pro-

duced by Third Generation Sequencers (TGS) providing much longer reads (a few

kb in average) with a larger error rate (up to 15%, being mainly insertions and

deletions for Pacific Biosciences reads) on CDBG graphs obtained from NGS short

reads. This approach would open the doors to TGS read assembly and/or correc-

tion [25]. Such adaptation is not straightforward because of our “seed strategy”

that requires long exact matches. The anchoring process must be highly sensible

and very specific while the mapping itself must implements Blast-like classical edit

distance heuristics or even alignment-free methods. However, mapping such long

read on a DBG could be of high interest for repeat resolutions if long read map on

cycle of the DBG. Our NP-Completeness proof only consider mapping on (acyclic)

paths. Proving the hardness of the problem of mapping reads on a DBG with cycles

is an open problem.

By the way, using the same read set for constructing the CDBG and for mapping,

opens the way to straightforward major applications. Indeed, the graph and the

exact location of each read on it may be used for i/ read correction, by detecting

differences between read and the mapped area of the graph in which low support

k-mers likely due to sequencing errors are absent as in [26], or ii/ read compression

by conserving additionally mapping errors, or iii/ both correction and compression

conserving nothing else.

Having for each read (used for constructing the graph or not) its location on the

CDBG provides the opportunity to design algorithms for enriching the graph, for

instance enabling a fine quantification sensible to local variations. This would be

valuable for instance for applications such as variant calling and analysis of RNA-

seq [27] or metagenomic data [28].

Additionally, BGREAT results provide pieces of information for distant k-mers

in the CDBG, about their co-occurrences in the mapped read data sets. This offers

a way for the resolution, in the de Bruijn graph, of repeats larger than k. It could

also allow to phase the polymorphisms and to reconstruct haplotypes.
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