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Introduction

§ High demand for computing architectures

§ Design choices
§ Computing performance
§ Low development costs
§ Flexiblity
§ Energy efficiency
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Towards heterogeneous manycores

§ Performance constraints lead to multicore
§ The end of Dennard’s scaling: utilization wall
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Towards heterogeneous manycores

§ Performance constraints lead to multicore
§ The end of Dennard’s scaling: utilization wall

§ Adding hardware accelerators in manycore
architectures improves power efficiency and 
circuit utilization
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Hardware accelerators

§ At fixed power budget, reconfigurable 
architectures offer a trade-off between
performance and flexibility
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FPGAs to speed up software

§ Field-Programmable Gate Arrays (FPGAs) 
dominate the reconfigurable hardware market

§ Recent interest of major actors
§ Intel to buy Altera and announced FPGA-accelerated

Xeon processors by 2016
§ Microsoft speed up Bing’s search requests with FPGAs

[Put+14]

§ « They are actually going to push FPGAs into their
data centers, […] to keep them there, we're going
to have to really improve the future of 
programmability »

- Andrew Putnam, Microsoft (2014)
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Limitations of FPGA acceleration

§ FPGAs can parallelize multiple tasks…
§ … but do not offer flexibility for task placement 

or migration [Com+02]
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Challenges and goals
§ Position-independent hardware accelerators 

in FPGAs
§ Simple online decoding algorithms
§ No predefined configuration domains

§ Cope with the heterogeneity
§ Resource sharing/distribution easiness
§ How to move a task across the logic fabric?

§ Dedicated Computer-Aided Design (CAD) flow

§ Enclose the task target region
§ Allows the system to pursue its operations during a 

reconfiguration
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Outline

§ Context
§ FlexTiles project
§ State of the art on hardware relocation

§ Contributions
§ Position-independent tasks: Virtual Bit-Streams
§ Routing architecture enhancements

§ Conclusions & Perspectives
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The FlexTiles FP7 project

§ FlexTiles: Self adaptive 
heterogeneous manycore based 
on Flexible Tiles
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§ Provide a heterogeneous manycore
architecture offering 
§ Large flexibility
§ High-performance, energy efficiency
§ Raised programming efficiency
§ Self-adaptation through virtualization
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FlexTiles goals

§ 3D-Stacked Heterogeneous manycore
§ General Purpose Processors (GPP)

§ for flexibility and programming homogeneity
§ Dedicated hardware accelerators mapped at 

run-time on a reconfigurable layer
§ Network On Chip

§ Reconfigurable FPGA layer with seamless task 
migration capabilities 

§ Virtualization layer to provide an abstraction of 
the manycore and self adaptive services

§ Tool-chain for parallelization and compilation
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3-D stacking

§ 3-D stacked reconfigurable accelerators
§ Increases communication bandwidth (3D coupling)
§ Improves flexibility and resource usage
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Outline

§ Context
§ FlexTiles project
§ State of the art on hardware relocation

§ Contributions
§ Routing architecture enhancements
§ Position-independent tasks: Virtual Bit-Streams

§ Conclusions & Perspectives
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FPGA vendors CAD flows

§ Predefined reconfigurable 
regions (PRR) 
[Altera2010][Xilinx2013]

§ Bit-stream depends on 
task location

§ Use LUTs as interfaces 
with static logic
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Research on relocation

§ One bit-stream per PRR

§ Compression of similar bit-streams

§ Online rewriting (filters)

§ Bit-stream merging

§ Just-in-time routing
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Online rewriting
§ PARBIT [HL+01], Replica/Replica2 [Kal+05], BiRF [Cor+07]

§ Limited flexibility to identical columns
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Bit-stream compression
§ OORBIT [Tou+12], GoAhead [BKT12] [BKT14]

§ Memory consuming
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Just-in-Time place-and-route
§ Riverside On-Chip Router (ROCR) [LVT04], [SF10]

§ Time (up to 13s) and memory consuming
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Logic fabric heterogeneity
§ No work on relocation of heterogeneous tasks

§ Relocation of homogeneous resources on a heterogeneous
logic fabric only [BLC07]
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Contributions

§ Virtual Bit-Streams (VBS): globally pre-routed, 
position independent task bit-streams

§ CAD flow for the generation of VBS

§ Online controller for real-time decoding of VBS

§ Enhanced routing architecture to relocate tasks
on a heterogeneous logic fabric

§ Flexible configuration memory
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Outline
§ Context

§ FlexTiles project
§ State of the Art on hardware relocation
§ Challenges

§ Contributions
§ Position-independent tasks: Virtual Bit-Streams

§ Principles
§ CAD Flow
§ Online decoding

§ Routing architecture enhancements

§ Conclusions & Perspectives
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Virtual Bit-Stream

§ A task is synthesized, placed & routed into a 
Virtual Bit-Stream (VBS)
§ Independent from task physical location in the fabric
§ No predefined configuration domains
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Offline/online distribution
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Virtual Bit-Stream representation

§ Island-style FPGA
§ Logic grid
§ Mesh routing lines
§ Switch boxes
§ Interconnect

§ The VBS encodes 
each island
(macro-cell) 
separately
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Virtual Bit-Stream representation

§ The bitstream is the 
state of each
configurable element

§ Unused routing
features are also
described
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Virtual Bit-Stream representation

§ The VBS abstracts 
the inner details of 
the routing

§ The routes are 
encoded as a list of 
connections:
§ (WC1 ; EC1)
§ (SL1 ; EC2)
§ (WC4 ; SC0)
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Virtual Bit-Stream compression
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§ The VBS is an 
abstract
representation of 
the interconnect

§ Compression can
be a side-effect of 
the represention
on some
architectures

Benchmark

Compression ratio



29

Virtual Bit-Stream representation
§ Modern architectures need much less

configuration states
§ Significantly lower compression ratio
§ Easier online routing

§ May lead to other representations of the
Virtual Bit-Streams
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Virtual Bit-Stream representation

§ Clustering multiple islands together can improve
the abstract representation
§ Increased online decoding complexity
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Outline
§ Context

§ FlexTiles project
§ State of the Art on hardware relocation
§ Challenges

§ Contributions
§ Position-independent tasks: Virtual Bit-Streams

§ Principles
§ CAD Flow
§ Online decoding

§ Routing architecture enhancements

§ Conclusions & Perspectives
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VBS: CAD Flow

§ Based on the Verilog-To-Routing (VTR) 
framework
§ Allows to describe any FPGA architecture and 

perform place and route operations

§ Uses Versatile Place and Route
§ Widely used for academic FPGA architecture 

research

§ A custom backend reads the placement and 
routing data to generate Virtual Bit-Streams

- 32December 2nd, 2015C. Huriaux — Enhanced FPGA Architecture and CAD Flow  for Efficient 
Runtime Hardware Reconfiguration



33

Decode check

VBS: CAD Flow
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VBS: CAD Flow

§ Generated VBS 
are checked
offline, parts 
failing to decode
are raw-coded

§ The encoding
effort is spent
offline
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Outline
§ Context

§ FlexTiles project
§ State of the Art on hardware relocation
§ Challenges

§ Contributions
§ Position-independent tasks: Virtual Bit-Streams

§ Principles
§ CAD Flow
§ Online decoding

§ Routing architecture enhancements

§ Conclusions & Perspectives
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VBS: Online Decoding
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§ A dedicated controller is responsible for the 
decoding of Virtual Bit-Streams into
configuration bit-streams

§ The offline generation flow of the VBS ensures
the feasibility of the decoding

Dedicated
controller
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VBS: Online Decoding

§ Two algorithms proposed
§ Both rely on a fixed set of point-to-point routes 

between I/Os of macro-cells
§ The interconnection matrix depends on the 

target interconnect architecture
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Section 2 — Online decoding algorithms

Table 4-1 – Portion of an example interconnection matrix dedicated to a
routing resource graph

WC0 WC1 · · · EC0 · · · SL0
WC0 � WC0 ! WC1 · · · WC0 ! EC0 · · · WC0 ! SL0

WC1 WC0 ! WC1 � · · · � · · · WC1 ! SL0
...

...
... . . . ... . . . ...

EC0 WC0 ! EC0 � · · · � · · · EC0 ! SL0
...

...
... . . . ... . . . ...

SL0 WC0 ! SL0 WC1 ! SL0 · · · EC0 ! SL0 · · · �

solution space becomes much smaller when only considering the interconnection net-
work of a single macro-cell. The fundamental function of the decoding algorithm is,
for each route of the macro-cell route list, to output words of Nbinterconnect bits with
the enabled switches set as logic ones. The subsequent decoded routes of the route
list of the macro-cell can be OR-ed to reveal the complete state of the macro-cell
bit-stream once the end of the route list is reached.

An iterative algorithm such as PathFinder [ME95] is not suited to cope with
the online constraints of the runtime controller given in Section 1.1, due to the
frequent route rip-ups and the overall time complexity of the algorithm. Instead, we
developed two specific algorithms for our architecture model: a fast decoder using
Look-Up Tables (LUTs), and a sequential Finite State-Machine (FSM) algorithm.
They are effortlessly adaptable to different parameters of the model such as the
channel width W and the number of logic inputs and outputs L. Both algorithms
are based on a table of realizable routes. For this purpose, a complete matrix of
the routes between each input and output of the macro-cell is generated using the
routing resource graph of the target architecture. This matrix allows establishing a
map of possible and impossible routes which can be taken to connect one input or
output to another. In the case of the simple macro-cell architecture with 21 inputs
and outputs schematized in Figure 4-2, the result is a symmetric matrix of size
21⇥ 21, of which a part is detailed in Table 4-1.

2.1 LUT-based decoder

The LUT-based algorithm relies on the storage in a memory of most relations
between a route and the associated switch states of the BS. Using the example of
Figure 4-2, a complete LUT would take

(4W + L)2 ⇥Nbinterconnect (4-1)

bits. Nbinterconnect can be calculated with Equation 3-2 using the macro-cell param-
eters W = 4 and L = 5, and amounts to 129 bits, leading to a complete LUT size
of 212 ⇥ 129 = 56, 889 bits. However, as previously stated, this complete LUT is
symmetric since the path from IOa to IOb is the same as the one from IOb to IOa.

102
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VBS: Online Decoding

§ Configuration data may be built from a 
Look-Up Table
§ The memory complexity depends on NIO

2 !

- 38December 2nd, 2015C. Huriaux — Enhanced FPGA Architecture and CAD Flow  for Efficient 
Runtime Hardware Reconfiguration

Macro-cell

data

Routes list

.

.

.

from

to

WC0

NC0

from

to

...

WC0

NC
0

...

...

...

...

...

... ... ... ... ... ......

LUT

CC

...

...

...

...

...

... ... ... ... ... ......

LUT

CL

...

...

...

...

...

... ... ... ... ... ......

LUT

LL

...

ChanX

...

ChanY

...

Switch

CXCYSW

N
IX

 b
its

Macro-cell
data

Routes list

…

tofrom

from to

…

SL0 NC0

Macro-cell

data

Routes list

.

.

.

from

to

WC0

NC0

from

to

...

WC0
NC

0

...

...

...

...

...

... ... ... ... ... ......

LUT

CC

...

...

...

...

...

... ... ... ... ... ......

LUT

CL

...

...

...

...

...

... ... ... ... ... ......

LUT

LL

...

ChanX

...

ChanY

...

Switch

CXCYSW

N I
X 

bi
ts

Macro-cell

data

Routes list

.

.

.

from

to

WC0

NC0

from

to

...

WC0

NC
0

...

...

...

...

...

... ... ... ... ... ......

LUT

CC

...

...

...

...

...

... ... ... ... ... ......

LUT

CL

...

...

...

...

...

... ... ... ... ... ......

LUT

LL

...

ChanX

...

ChanY

...

Switch

CXCYSW

N I
X 

bi
ts

LUT Channel-Channel

LUT Channel-Logic

LUT Logic-Logic

SW CX CY

Horizontal channel

Vertical channel

Switch-box

M
ac

ro
-c

el
lc

on
fig

ur
at

io
n 

da
ta



39

VBS: Online Decoding

§ Configuration data may be built from a 
Look-Up Table
§ The memory complexity depends on NIO

2 !
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VBS: Online Decoding

§ A Finite State Machine can recover the 
configuration data
§ Decoding time depends on the number of switches 

crossed
§ Similar to the classical routing problem

§ The VBS decoding is constrained to a limited set of 
possible paths
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Virtual Bit-Stream overview

§ The VBS encoding is position independent
§ The final bit-stream can be calculated from the VBS 

for different positions in the fabric

§ The online decoding algorithm is simple since 
the global routing and detailed routing have 
been determined offline

§ The resulting VBS can be smaller than the 
equivalent raw bit-stream
§ Clustering islands prior to coding can improve the 

compression ratio
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Outline

§ Context
§ FlexTiles project
§ State of the Art on hardware relocation
§ Challenges

§ Contributions
§ Position-independent tasks: Virtual Bit-Streams
§ Routing architecture enhancements

§ Conclusion & Perspectives
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Heterogeneous relocation

§ Homogeneous case
§ No constraint on task placement
§ Regular routing architecture

§ Cope with heterogeneity
§ RAM, DSP, 3D I/Os
§ Migration is limited 

§ vertically to the same column
§ to the next column containing same 

complex blocks
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Routing abstraction
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§ Heterogeneous blocks routing is abstracted from 
logic routing
§ Long lines allow a trade-off between placement 

flexibility and routing complexity
§ A two-level routing is performed at runtime:

§ Logic routing (as in the homogeneous case)
§ Heterogeneous block routing through long lines
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Architecture evaluation

§ Estimation of the worst case delay
§ Impossible to predict where connections to long lines

will be done
§ Some channels crossing fixed-function blocks are 

longer
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Results: critical path delay

§ Simplified Stratix IV architecture with memories
and multipliers

§ Only 2% delay increase (in average)
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Results: routing resources

§ 1.8X channel width increase on average
§ Need for specific routing algorithms to deal with

the heterogeneous interconnection network
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Architecture enhancement overview
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§ Increases the flexibility of a task placement

§ Implemented in a modified version of Versatile 
Place & Route (VPR)

§ Evaluation on critical path delay and area 
overhead:
§ Only 2% delay increase in average
§ Area overhead

§ Long lines
§ Interconnection switches
§ Area/Flexibility trade-off
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Outline

§ Context
§ FlexTiles project
§ State of the Art on hardware relocation
§ Challenges

§ Contributions
§ Position-independent tasks: Virtual Bit-Streams
§ Routing architecture enhancements

§ Conclusions & Perspectives
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Conclusions

§ Proposed solutions to enhance the placement 
flexibility in FPGAs
§ Virtual Bit-Streams allow seamless placement of tasks

on a logic fabric
§ Enhanced architecture to allow for heterogeneity

flexibility
§ A configurable shift-register for enclosing the 

configurable area

§ Genericity and reusability of the VBS
§ Can be extended to other architectures
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Conclusions

§ Several contributions to the FlexTiles project
§ Specification of the embedded FPGA
§ RTL model implementing VBS relocation
§ Integration of the CAD tools into the FlexTiles tool-flow
§ Main contributor to the eFPGA deliverables
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Perspectives

§ Evaluation on modern uni-directional 
architectures and CGRAs
§ May lead to alternate representations of the VBS

§ VPR adaptation to the enhanced 
heterogeneous routing network

§ Towards software/hardware virtualization on 
MPSoC
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Perspectives

§ Integration of the VBS generation into new 
features offered by VPR and VTR
§ Latest work on VPR introduced bit-stream generation

§ Alternate representation of the logic data in the 
Virtual Bit-Streams
§ Hash-map of logic equations

§ Higher-level of abstraction of routing resources
§ Exploit regularities in the routing

- 54December 2nd, 2015C. Huriaux — Enhanced FPGA Architecture and CAD Flow  for Efficient 
Runtime Hardware Reconfiguration



55

Q&A
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Thank you for your attention
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