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Abstract 
In recent years there has been a phenomenal increase in the number of 

products and applications which make use of audio coding formats. Among 

the most successful audio coding schemes, the MPEG-1 Layer III (mp3), 

the MPEG-2 Advanced Audio Coding (AAC) or its evolution MPEG-4 

High Efficiency-Advanced Audio Coding (HE-AAC) can be cited. 

More recently, perceptual audio coding has been adapted to achieve coding 

at low-delay such to become suitable for conversational applications. Tra-

ditionally, the use of filter bank such as the Modified Discrete Cosine 

Transform (MDCT) is a central component of perceptual audio coding and 

its adaptation to low delay audio coding has become an important research 

topic. Low delay transforms have been developed in order to retain the per-

formance of standard audio coding while reducing dramatically the associ-

ated algorithmic delay. 

This work presents some elements allowing to better accommodate the de-

lay reduction constraint. Among the contributions, a low delay block 

switching tool which allows the direct transition between long transform 

and short transform without the insertion of transition window. The same 

principle has been extended to define new perfect reconstruction conditions 

for the MDCT with relaxed constraints compared to the original definition. 

As a consequence, a seamless reconstruction method has been derived to 

increase the flexibility of transform coding schemes with the possibility to 

select a transform for a frame independently from its neighbouring frames. 

Finally, based on this new approach, a new low delay window design pro-

cedure has been derived to obtain an analytic definition for a new family of 

transforms, permitting high quality with a substantial coding delay reduc-

tion. 

The performance of the proposed transforms has been thoroughly evalu-

ated, an evaluation framework involving an objective measurement of the 

optimal transform sequence is proposed. It confirms the relevance of the 

proposed transforms used for audio coding. In addition, the new approaches 

have been successfully applied to the recent standardisation work items, 

such as the low delay audio coding developed at MPEG (LD-AAC and 

ELD-AAC) and they have been evaluated with numerous subjective testing, 

showing a significant improvement of the quality for transient signals. The 
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new low delay window design has been adopted in G.718, a scalable speech 

and audio codec standardized in ITU-T and has demonstrated its benefit in 

terms of delay reduction while maintaining the audio quality of a tradi-

tional MDCT. 

 

Keywords: Low delay audio coding – Transform coding – Block switching 

– MDCT – Seamless reconstruction – Low delay window design  
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Chapter 1  

 

Introduction 
 

In recent years there has been a phenomenal increase in the number of 

products and applications making use of audio coding formats. Among the 

most successful audio coding schemes, MPEG-1 Layer III [ISO 

92][Brandenburg 99], the MPEG-2 Advanced Audio Coding (AAC) [ISO 

09][Grill 99] or its evolution MPEG-4 High Efficiency-Advanced Audio 

Coding (HE-AAC and HE-AACv2) [ISO 09][Dietz 02] can be listed. These 

codecs are based on the perceptual audio coding paradigm. Usually, the 

perceptual audio codecs find their applications in broadcasting services, 

streaming or storage. Indeed, historically few delay constraints were im-

posed to those audio coding standards and they are consequently not suit-

able for conversational applications. As opposed to the broadcast applica-

tions, communication services are usually based on speech coding format 

such as Algebraic Code Excited Linear Prediction (ACELP). The ACELP 

coding scheme [Schroeder 85] [Adoul 87] is used in the most widely de-

ployed communication codecs such as AMR [3GPP 99], 3GPP AMR-WB 

[3GPP 02] or ITU-T G.729 [ITU-T G.729 96]. This coding algorithm is 

based on the source-filter model of the speech production and it provides 

good quality for speech signals with a limited delay which makes it com-

patible with conversational applications. 

Perceptual audio coding has been adapted to achieve low delay audio cod-

ing and to become suitable for conversational applications. The wideband 

codec ITU-T G.722.1 [ITU-T G.722.1 99] and its superwideband extension 

ITU-T G.722.1 annex C [ITU-T G.722.1C 05], the MPEG-4 AAC-Low De-

lay [Allamanche 99] or the scalable extension of speech codec such as ITU-

T G.729.1 [ITU-T G.729.1 06] [Ragot 07] can be cited. These communica-

tion codecs target not only toll quality for speech signals but also address 

any audio contents. Consequently the speech production paradigm can not 

be solely used and transform perceptual coding has been adapted in this 

application domain.  
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However, as discussed in this thesis, due to the delay constraint, some of 

the tools are usually not used in low delay transform codecs leading to 

quality limitation compared to larger delay perceptual audio codecs. More-

over, as most of the delay comes from the transform itself, care must be 

particularly taken for the window design in order to reduce the algorithmic 

delay. Some advanced filter bank design has been proposed to reduce the 

delay associated with the transform [Schuller 00], but they have the draw-

back to extend the window or prototype size in order to achieve this delay 

reduction. A longer prototype leads to a longer temporal noise spreading 

which increases the risk of perceived noise. 

 

1.1 Thesis motivation 

The purpose of this work is to develop coding tools and transform coding 

schemes that are adapted to low delay audio coding. The quality limitation 

introduced in perceptual audio coding by the low delay constraint is mainly 

due to the lack of flexibility in the time-frequency resolution. Indeed, the 

transform size is fixed with a frame size which is usually between 10 and 

20 ms. The overall delay of the transform coding operation lies between 20 

and 40 ms. For most of the low bit rate conversational codecs, the 20 ms 

frame size is used with a reduced sampling frequency (8, 16, 24 or 32 kHz). 

From this frame size constraint, one can deduce the maximum window size 

which can be selected. A smaller delay can be obtained, given the trans-

form size, for larger sampling rate.  

It is known from the successful broadcast perceptual audio codec that the 

ability to change the time-frequency resolution provides an improved qual-

ity for non-stationary sounds and more specifically for transient signals. 

This thesis presents a time-frequency resolution adaptation scheme, called 

low delay block switching, which is fully compatible with nowadays trans-

form coding and offering this additional transform flexibility for low delay 

audio codecs. 

A second goal of the thesis was to develop transforms for embed-

ded/scalable speech and audio codecs. In this particular context, the core 

layer is based on ACELP coding with a fixed 20 ms frame size and the 

transform coding is then used to encode the residual signal. For this spe-

cific application, the low delay filter banks introduced in [Schuller 00] are 

not always efficient as the temporal support is longer than the MDCT and 

leads to a longer temporal spreading of the quantization noise. Note that the 

underlying framework is flexible and would allow also shorter temporal 

support, even if it has not been used in practice. This work presents a low 

delay window design solution for MDCT. It is based on the relaxation of 

the perfect reconstruction conditions which have been introduced in [Prin-

cen 86]. A general flexible perfect reconstruction system based on the 
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MDCT is presented and the derivation of new window prototypes is ex-

plained. 

 

1.2 Standardization context 

This work was closely related to the development of low delay audio cod-

ing standards in ISO/MPEG and ITU-T. The technologies which have been 

proposed during this work have been developed keeping in mind the con-

straints which were imposed by the development of MPEG-4 AAC-

Enhanced Low Delay (AAC-ELD) and ITU-T Embedded Variable Bit rate 

(EV-VBR) that led to the G.718 standard and its Superwideband extension 

G.718 Annex B. The close connection to standardization activity has led to 

the development of competitive MPEG-4 AAC-LD and AAC-ELD encoder 

implementations in order to get the possibility to demonstrate the new tools 

performance and to adapt the encoder accordingly. This development has 

also required a large amount of work to perform the fine tuning to achieve 

a state-of-the-art quality which was used to assess the benefit of the pro-

posed technologies. 

 

1.3 Contributions and thesis overview 

Chapter 2 introduces the basis of perceptual audio coding which is needed 

to understand the place and role of the coding transform. 

Chapter 3 presents a detailed description of the Modified Discrete Cosine 

Transform (MDCT) which is, by far, the most common transform in per-

ceptual audio codecs. It is used as central component for this work. The 

MDCT and its perfect reconstruction conditions are first defined. Then the 

associated tools, such as block switching, used for quality improvement 

with transient signals are presented. It should be noted that most of those 

tools are exclusively used in broadcast applications in state-of-the-art co-

decs due to the additional delay required to ensure a perfect behaviour. 

The contributions of this work are then presented in Chapter 4. The first 

tool is the low delay block switching tool for the rapid adaptation of the 

time-frequency resolution between long transform and short transform 

without the need of transition windows. This low delay block switching 

tool has been adapted to the MDCT and low delay filter bank which are 

used in the low delay MPEG audio codec. The impact of the quantization 

noise in that context is also discussed. 

In section 4.3, the seamless reconstruction method is introduced. This new 

method allows to develop audio coding schemes without any constraint on 

window selection and window transition. An audio coding experiment is 

described to demonstrate the benefit of the method in the context of audio 

coding with an extended transform windows set. This technique has been 

adapted to the design of new window prototype for MDCT. In the last part 
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of the Chapter, a new low delay window design method is introduced. 

While ensuring the perfect reconstruction, this new window definition pro-

vides at the same time a better objective performance compared to tradi-

tional low delay window (Low Overlap window) used by MDCT. 

Chapter 5 provides the results of the extensive subjective listening assess-

ment which were performed in the context of the standardization processes 

in order to assess the benefit of the proposed method in real world low de-

lay audio codecs. 

Finally Chapter 6 gives the conclusion with an overview of the thesis 

document, the contributions of this work and particularly the achievements 

and the perspective offered by this thesis. 
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Chapter 2  

 

Filter banks and Transforms in audio 

coding 
 

In this chapter, the usage of filter banks and transforms for audio coding is 

introduced and especially in perceptual audio coding where they are used in 

many state of the art coding schemes and standards. First, a short introduc-

tion of filter banks and transforms is given. Then, an overview of the prin-

ciples of perceptual audio coding is presented. As the thesis focuses on 

conversational applications, care must be taken to obtain good performance 

for speech content with low delay and low bit rates. Hence, a review of the 

recently developed parametric tools, which are nowadays widely used in 

low delay and low bit rate audio coding standards, is provided. 

 

2.1 Filter banks and transforms – an introduction 

2.1.1 Characteristics of audio signals 

The main characteristic of the audio signal is its wide diversity. All the 

acoustic signals with a frequency range lying between 20 Hz and 20 kHz 

can be assimilated to audio signals. However, clear differences between 

transient and harmonic contents can be perceived. This distinction leads to 

the definition of two important aspects of audio signals as far as coding is 

concerned: temporal and frequency aspects.  

The main temporal feature of audio signals that has to be taken into ac-

count to design a time-frequency transform is its non stationary property. 

Sounds can be assumed to be pseudo-stationary processes, which means 

that for short segments (few milliseconds), the short-term stationarity as-

sumption can be used. As such the audio signal can be framed into short 

segments, each processed independently. 
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An audio signal excerpt extracted from a short segment of Pitchpipe sound 

is given in Figure 1. It shows the stationarity and periodicity of this highly 

harmonic signal over a segment of 25 milliseconds (1200 samples at 48 

kHz). This gives a perfect example of the stationarity of the sound over 

short periods. Moreover, this kind of signal has the advantage of being par-

ticularly adapted for frequency analysis as the frequency domain signal is 

mostly represented with a limited number of frequency coefficients. The 

periodic aspect of this signal facilitates the detection and exploitation of the 

time redundant components. 

 
Figure 1 – Frequency and temporal representation of a short segment extracted 

from Pitchpipe sequence at 48 kHz sampling rate 

 

On the contrary, the lack of stationarity in some audio signals is really a 

problem for the design of a coding scheme, redundancies are inevitably 

hard to exploit. Indeed, the coding system must be able to adapt automati-

cally to quick variations of the signal properties. This second temporal 

property of audio signals can be defined as potential high dynamic energy 

variations. In a few milliseconds (ms) time interval, the signal energy may 

change very quickly. This can be illustrated with a percussive sound that 

appears just after a period of relative silence. Figure 2 shows a short seg-

ment of the castanets audio sequence. As explained in Chapter 3, this kind 

of audio signal, which is usually referred as transients or attacks, is usually 

not optimally represented in the frequency domain and special processing 

must be provided.  
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Figure 2 – Short segment extracted from Castanets sequence at 48 kHz sam-

pling rate 

 

General audio signals can at any time switch between steady states and 

transition phases. As such the choice of a time-frequency analysis method 

always involves a fundamental trade-off between time and frequency reso-

lution requirements. A filter bank or a transform is used for mapping audio 

signals from the time domain into the frequency domain. It is often used as 

a basic component of audio signal processing. In that context, the main fea-

ture of a time-frequency transformation is its ability to provide a compact 

representation of any audio signal by subdividing its content into a compact 

representation. For this purpose, the time-frequency transformation must 

maximally reduce the redundancy. However, several aspects of the human 

audio perception need also to be considered in filter bank audio processing, 

especially in order to respect both temporal and spectral properties of the 

audio signal during filter bank processing. Indeed, the perceptual relevance 

of the time-frequency component of the audio signal and of possible coding 

artefacts must be considered. 

2.1.2 General structure of filter banks 

Filter banks and transforms play an important role in audio signal process-

ing and perceptual audio coding. The input time domain audio signal X(z) 

is split into several band-limited signals Yk(z) with 0 ≤ k ≤ M – 1 (spectral 

or sub-band coefficients) obtained through the application of a set of analy-
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sis band-pass filters Hk(z). The reconstructed signal ( )X̂ z is the sum of the 

recombined sub-band signals filtered via the synthesis filters Fk(z). 

 Hk(z) and Fk(z) are given by their transfer functions [Bellanger 76]:  

 

( )
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( )
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=

=

∑

∑
                                                    (2.1) 

 

Figure 3 illustrates an M sub-bands analysis and synthesis filter bank. 

 

 
 

Figure 3 – Structure of filter bank with M sub-bands 

 

A large number of filter banks and transforms can be represented by this 

basic representation. However, the filter bank displayed on Figure 3 is not 

suitable for a compact representation of the audio signal: albeit split in 

relative independent signals, there are more samples in the sub-band do-

main than in the full band initial time domain. A decimation operator needs 

to be introduced to reduce the amount of samples transmitted leading to the 

introduction of the multi-resolution filter bank theory. 

The filter banks which are typically used in audio processing and coding 

can generally be defined by the maximally decimated filter banks theory in-

troduced in [Vaidyanathan 93, Malvar 92b]. Indeed, in that case the number 

of samples in sub-band domain is equivalent to the number of samples in 

time domain. For instance, the pseudo-quadrature mirror filter banks 

(PQMF), the modified discrete cosine transform (MDCT), the modulated 

lapped transform (MLT) and the lapped orthogonal transforms (LOT) [Bosi 

99, Malvar 92b, Shlien 97] can be cited. The MDCT and MLT, which are 

basically defining the same transform, will be presented in details in Chap-

ter 3. 

( )X̂ z( )X z
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2.1.3 Maximally decimated filter banks 

2.1.3.1 General structure 

Following the presentation of the analysis and synthesis filter bank struc-

ture, the critically sampled uniform filter banks are introduced now. As 

every analysis filter output represents only a part of the audio signal band-

width, this signal can be downsampled according to the associated band-

width to which it corresponds [Shannon 49]. According to the Nyquist 

theorem the sampling frequency shall be twice the bandwidth. Figure 4 de-

scribes the M sub-bands maximally decimated filter bank processing 

scheme.  

 

 
 

Figure 4 – Maximally decimated uniform filter bank with M sub-bands 

 

The critically sampled uniform filter bank is defined by the set of analysis 

filters Hk(z) and the associated synthesis filters Fk(z) with 0 ≤ k ≤ M – 1. 

The output of the k-th analysis filter is obtained by the operation of filter-

ing followed by the decimation by a factor of M:  

 

( )
1 11
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with W = e 
j(2π/M)

. In this equation, only the decimated component given for 

l = 0 corresponds to the useful signal, while the other components (l ≠ 0) 

represent the frequency shifted version of the input signal spectrum filtered 

by Hk(z). Those components come from the decimation and are named 

aliasing components.  

Without any processing, the sub-band signal Vk(z) (= Uk(z)) is first interpo-

lated and then filtered through the synthesis filters to obtain the sub-band 

outputs: 
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After summation, the reconstructed signal is given by: 

 

( ) ( ) ( ) ( ) ( )
1 1 1
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l l
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k l k
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M
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This can be rewritten as: 
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l l l
k k l

l k l
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where A0(z) is the amplitude distortion affecting the input signal X(z) and 

Al(z) for l ≠ 0 are the gains of the l
th

 aliasing terms that are unwanted com-

ponents. 

The reconstructed spectrum is then a linear combination of the input signal 

X(z) and its M – 1 uniformly frequency shifted versions X(zW
l
). The alias-

ing components are then cancelled for 1 ≤ l ≤ M – 1 if: 

 

( ) ( )
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The distortion function (amplitude and phase distortion) or transfer func-

tion is defined by: 
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Thus, the filter bank becomes a linear and time invariant system when 

aliasing is cancelled. The complete system is said to be a Perfect Recon-

struction (PR) system if the transfer function corresponds to a pure delay. 

This condition, which is called paraunitary, is then expressed by: 

 

( )T dz cz−= .                                                           (2.8) 

2.1.3.2 Alias component matrix 

The aliasing terms can be written as a matrix: 
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where f(z) corresponds to the synthesis filter vector 

( ) ( ) ( )0 1 1

T

MF z F z F z−  ⋯  and H(z) is a M × M matrix called the Alias 

Component (AC) matrix and is of the form: 
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                    (2.10) 

 

In order to cancel the aliasing terms, Al(z) for 1 ≤ l ≤ M – 1 has to be forced 

to zero and aliasing cancellation condition can be rewritten as: 
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with: 
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The matrix of aliasing gain rewrites as: 

 

( ) ( ) ( ) ( )z z z z= ⋅ ⋅t H F v                                                   (2.13) 

 

And U(z) = H(z).F(z) is defined as the composite alias component matrix:  
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(2.14) 
 

As described in equation (2.8), we can go a step further and obtain the per-

fect reconstruction by requiring the additional constraint on A0(z) = T(z). 

The Alias Component matrix notation is useful for the representation of the 

aliasing terms and is used by some optimization algorithm for filter bank 
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design when a specific constraint has to be put on the aliasing terms as pre-

sented in section 2.3.3. 

2.1.3.3 Polyphase representation 

Polyphase representations were introduced by Bellanger [Bellanger 76] to 

facilitate the design of filter banks and their implementations through fast 

algorithms [Vaidyanathan 93, Malvar 92b]. This theory provides an alter-

nate view on the reconstruction process. 

The polyphase decomposition of the analysis filter bank, Hk(z), (Type 1 

polyphase) and of the synthesis filter bank, Fk(z), (Type 2 polyphase) is 

used to decompose the analysis and synthesis filters given by their transfer 

functions, as defined in equation (2.1), into a sum of M terms expressed in 

the form: 
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and 
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Using the matrix notation, the previous equation can be written as: 
 

( ) ( ) ( )Mz z z=h E e                                                            (2.17) 
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where 
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and 

( ) ( ) ( ) ( ) ( )0 1 2 -1Mz F z F z F z F z =  f             ⋯                                 (2.20) 

 

are the analysis and synthesis vectors respectively and the vector e(z) 

represents the delay chain vector which is expressed in the form: 
 

( ) ( )1-11
M
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− − =
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The notation ( )zeɶ , for the matrix ( )ze , corresponds to ( )T 1
* z−

e  where * indi-

cates that the components of the matrix are the conjugates. 

The matrix E(z) is the M × M polyphase component matrix (also called poly-

phase matrix) which is given by: 
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where each row represents one analysis filter. Similarly, the synthesis filter 

bank can be represented by a polyphase matrix ( ) ( )lkz R z =  R . 

Based on equations (2.17) and (2.18), by migrating the decimation and up-

sampling operations before and after the polyphase matrix operations, the 

polyphase implementation of the analysis and synthesis filter bank can be 

illustrated by the Figure 5. 

 

 
Figure 5 – Polyphase representation of critically sampled analysis and synthesis 

filter banks 

 

In that context of polyphase representation, [Vaidyanathan 93] has shown 

that the analysis and synthesis filter banks verify the perfect reconstruction 

condition if and only if the product R(z)E(z) can be written as follows: 
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where λ is a positive integer and for some integer r with 0 ≤ r ≤ M – 1. 

Hence, in order to satisfy the perfect reconstruction constraint, it has been 

demonstrated by Vaidyanathan that a sufficient condition is r = 0 and the 

synthesis polyphase matrix has to be the inverse of the analysis polyphase 

matrix: 
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K is a positive integer which is selected in order to ensure the causality of 

the matrix R(z) and then of the synthesis filter bank. The polyphase repre-

sentation is used for some filter banks or transforms definition and proto-

type design (as illustrated in paragraph 3.1.3). 

2.1.3.4 Cosine modulated filter banks 

The cosine modulated filter banks are obtained by the modulation of a low-

pass prototype filter h(n) with a cosine function. The main advantage is the 

possibility to derive low complexity implementations which are based on a 

simple filtering operation followed by a modulation. The pseudo-QMF 

(PQMF) filter bank has been introduced by Rothweiler in [Rothweiler 83]. 

Even if the PQMF does not achieve perfect reconstruction, aliasing compo-

nents due to adjacent bands and the phase distortion are cancelled. The per-

formance in terms of amplitude distortion depends on the optimization pro-

cedure which is used to design the filter bank prototype. Vaidyanathan has 

proposed several optimization methods to limit the amplitude distortion and 

shown that using the same definition the perfect reconstruction can be 

achieved [Vaidyanathan 93]. 

 

The impulse responses of the cosine modulated analysis and synthesis filter 

banks are expressed by: 
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where h(n) is the impulse response of the prototype filter of length L,

( )1
0 1 and 

4

k

kn L
π

θ
−

≤ ≤ − =  

The perfect reconstruction is obtained only if the following conditions are met: 

1) L = 2mM, where m is an integer 

2) The synthesis filters are given by fk (n) = hk (L – 1 – n) 

3) The prototype filter is a linear phase filter h(n) = h(L – 1 – n) 

4) The polyphase components of order 2M, noted Gk(z) for 0 ≤ k ≤ 2M – 1, 

of the prototype filter H(z) must verify the following condition 
 

( ) ( ) ( ) ( ) constant, 0 1k k M k M kG z G z G z G z k M+ ++ = ≤ ≤ −ɶ ɶ                   (2.26) 

 

Using the order K = 2m – 1 polyphase matrix E(z) of equation (2.23), the 

condition 4) simply expresses the paraunitary property of this matrix. A co-

sine modulated filter bank is then a paraunitary filter bank with the synthe-

sis polyphase matrix obtained by: 
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( ) ( ) ( )2 1m
z z z

− −=R Eɶ                                                    (2.27) 

 

Based on this ability to achieve perfect reconstruction, the cosine modu-

lated filter banks are widely used in audio signal coding and more specifi-

cally for perceptual audio coding. 

 

2.2 Filter banks for perceptual audio coding 

The principle of perceptual audio coding consists in reducing the bit rate to 

represent the audio signal by taking into account the property of the human 

auditory system. The less relevant components of an audio signal can be 

quantized with less precision or even completely discarded. Perceptual 

relevancy is evaluated; this operation relies on the masking phenomena that 

are described in section 2.2.1. Perceptual audio coding mainly exploits the 

simultaneous masking which is described in the frequency domain. Hence, 

these coding schemes are based on filter banks or time-frequency trans-

forms leading to a frequency domain representation of the audio signal. 

This representation holds for both perceptual property interpretation and 

application of the derived rules. Figure 6 gives a basic block diagram of a 

perceptual audio coding system. 

 

 
 

Figure 6 – General structure of a perceptual audio encoder 

 

The blocks of Figure 6 are described as follows: 

 

Time-frequency analysis: a frequency domain representation requires the 

use of a filter bank or a transform to decompose the time domain input au-

dio signal into spectral components. This decomposition allows to better 

isolate the frequency content over each sub-band, this is called energy 

compaction or energy concentration. Moreover, this time-frequency trans-

form decorrelates the sub-band signals and then eliminates some statistical 

redundancy. The main goal of this filter bank or transform is to divide the 

signal spectrum into frequency sub-bands or spectral coefficients which can 

then be conveniently exploited to shape the coding distortion according to 
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the auditory model. The main characteristics of a filter bank, which must be 

carefully evaluated during its design, are listed below: 

- Good energy concentration: the basic idea in a data reduction scheme is to 

filter the signal into various sub-band signals. Instead of quantizing the 

samples of the signal with desired number of bits per sample, the quantiza-

tion can be performed on the transform coefficients with a different number 

of bits for each. The total number of bits should be the same, but the mean 

square error is lower in the transform coding case compared to quantizing 

the samples in the time domain as the system can allocate the bits accord-

ing to the spectrum characteristics. 

- Signal adaptive time-frequency tiling: the audio signal is composed of 

stationary and transient parts. An audio coding scheme must adapt to the 

time- frequency content of the signal. 

- Perfect or near-perfect reconstruction: this characteristic is important in 

order to recover the original audio signal at the decoding stage, or at least 

to approach its reconstruction, this is important, especially for higher rates 

(any reconstruction quality can be achieved, and transparent coding quality 

obtained).  

- Critically sampled: each band-pass filter is sub-sampled by a factor corre-

sponding to the number of sub-bands. No increase in terms of components 

to be encoded is required for efficient compression applications. In these 

systems, the overall rate at the output of the analysis stage equals the over-

all rate at the input of the analysis stage. 

- Limited blocking artefacts: the audio signal is processed by blocks or 

frames. The reconstruction must ensure a smoothed transition from one 

block to the other. 

- Good sub-band separation and stop-band attenuation: This characteristic 

corresponds to the minimum attenuation which can be obtained with a fil-

ter. It ensures a good separation between the sub-band to reduce the redun-

dancy. 

 

Psychoacoustic model: it aims at representing the behaviour of the human 

auditory system. Based on the input signal, a perceptual model, also known 

as psychoacoustic model, is used to estimate the perceptual masking 

threshold based on the simultaneous masking and in quiet masking phe-

nomena [Zwicker 07]. Two slightly different effects are usually considered 

depending on the tonality characteristic of the masker. This model provides 

the necessary indication on how to inject quantization noise during the cod-

ing stage. This perceptual model relies on the time-frequency analysis of 

the audio signal if the frequency resolution is sufficient. Otherwise, a dedi-

cated Discrete Fourier Transform (DFT) is directly applied to the time do-

main input signal in order to obtain an adequate frequency representation.  
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Quantization and entropy coding: the quantization stage associated with 

an efficient coding scheme aims at reducing the bit rate required to repre-

sent the audio signal. The sub-band signal is approximated on a reduced 

number of levels (quantization levels) and an indication of the selected 

level is further compacted using an entropy-coding scheme. This quantiza-

tion step is applied in accordance with bit allocation based on the psycho-

acoustic masking properties. The spectral coefficients are then quantized 

with the objective of hiding the quantization noise just below the masking 

threshold, according to the decision performed during bit allocation. 

 

Bit allocation: this procedure distributes the available bit budget, driven by 

the coding bit rate, in all the frequency sub-bands. It determines the amount 

of bits that each sub-band must receive in order to shape the quantization 

noise according to the perceptual model. The bit allocation is carried out 

based on the masking curve obtained from the perceptual model. 

 

The basic components of an audio coding scheme are further described 

hereunder. 

2.2.1 Perceptual model 

In order to have a bit rate reduction guided by perception, transform coding 

is based on a perceptual model indicating how the spectrum of the quanti-

zation noise can be shaped. The main goal of the perceptual model is to de-

scribe as precisely as possible how the sound and the quantization noise 

might be perceived by the human auditory system. 

2.2.1.1 Absolute threshold of hearing 

Based on listening tests and experiments [Zwicker 07], it is considered that 

the human auditory system is able to perceive sound in the frequency range 

of 20 Hz – 20 kHz. However, the ear is not equally sensitive at all the fre-

quencies. The hearing area is the region in the Sound Pressure Level 

(SPL)/frequency plane in which the sound is audible. It is defined as the 

region in which listeners can perceive a stimulus made of a pure tone or a 

narrow band noise in a noiseless environment, and the lower energy level 

for which this stimulus can be heard defines the absolute threshold of hear-

ing. The threshold of hearing, also called the threshold in quiet, can be ap-

proximated by: 

 

( ) ( ) ( ) ( )
20.8 40.6 /1000 3.3 33.64 /1000 6.5 10 /1000   (dB )

f

qT f f e f SPL
− − − −= − +    (2.28) 

 

where f is the frequency in Hz and the absolute threshold of hearing in dB 

SPL. It is represented on Figure 8. It can be seen that the human auditory 

system has a maximum sensibility between 2 and 5 kHz. However, for 
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higher frequencies the curve increases exponentially and only a sound with 

a significant level of energy can be perceived. It is particularly difficult to 

hear sounds above 16 kHz where only sounds with energy levels higher 

than 60 dB SPL are perceived.  

2.2.1.2 Critical bands 

The concept of critical bands, introduced by Fletcher [Fletcher 40], is par-

ticularly important in psychoacoustic. The loudness perceived in a critical 

band corresponds to the integration of the loudness for all the frequency 

components of that band. When measuring the hearing threshold of a nar-

row band noise as a function of its bandwidth while keeping its overall 

pressure level constant, this threshold remains constant as long as the 

bandwidth does not exceed the critical bandwidth. When exceeding the 

critical bandwidth, the hearing threshold of the noise increases. 

Critical bands play a role in sound intensity perception and are also related 

to masking phenomena. If a sound is presented simultaneously with mask-

ers, the maximum masking contribution is obtained only when the masking 

components fall within the same critical band. The masking property is 

then constant over critical bandwidths and drop rapidly outside this band. 

Moreover, the perceived loudness of a sound is independent of its band-

width as long as it is smaller than the corresponding critical bandwidth. 

Zwicker and Fastl [Zwicker 07] have proposed an analytic expression of 

critical bandwidths as a function of their centre frequencies: 

 

( )
0.69

2
25 75 1 1.4 0.001 cf f ∆ = + +                                        (2.29) 

 

Table 1 lists the bands used to model the human ear in the form of a filter 

bank with 24 abutting critical bands. It is typically used for audio coding 

applications. A new frequency scale has been introduced, the Bark scale, 

which follows the critical band rate and has a unit “Bark”. According to 

this scale, 1 Bark defines the lower and upper limits of each critical band. 

The Bark scale is then a mapping of frequencies onto a relation Herz/Bark. 

This relation is almost linear up to 500 Hz and then becomes quasi loga-

rithmic. The critical band rate z(f) (expressed in Bark) can be approximated 

using the following expression from [Zwicker 07]: 

 

( ) ( )
2

13arctan 0.00076 3.5arctan
7500

f
z f f

  = +   
   

                (2.30) 

 

Several alternative methods have been used to simulate the hearing fre-

quency scale leading to alternative definitions. Moore and Glasberg [Moore 

03] have proposed to replace the Bark scale by what they call the Equiva-
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lent Rectangular Bandwidth (ERB) scale. The ERB scale is defined as the 

number of ERBs below each frequency: 

 

( ) 21.4 4.37 1
1000

f
ERBS f

  = +  
  

                                  (2.31) 

 

f is expressed in Hertz. And the critical bandwidth/ERB is given by: 

 

( ) 0.108 24.7ERB f f= +                                             (2.32) 

 

 
Table 1 – Critical bands 

2.2.1.3 Temporal and frequency masking 

Several perception criteria are used to reduce the quantity of data to be 

stored or transmitted without any degradation of the subjective audio qual-

ity. Two kinds of masking phenomena can be experienced and are pre-

sented in this section: frequency masking (also known as simultaneous 

masking) and temporal masking. 

Frequency masking is commonly used in audio coding schemes. The mask-

ing curves are used to distribute the quantization noise below the percep-

tual masking threshold. Temporal masking offers a more limited interest 

for the perceptual audio coding as it is more difficult to exploit. Masking 

models are usually not exploiting the temporal masking. However, the per-

ceptual audio coding models must ensure a sufficient temporal concentra-
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tion of the quantization noise and the filter banks are usually designed to 

provide this time-frequency resolution trade-off as it will be explained in 

section 3.2. 

  

Frequency masking 

The first phenomenon is defined as frequency masking or simultaneous 

masking. It occurs when a so-called masker masks simultaneous signals 

presented at the auditory system and more specifically when stimuli are 

present at nearby frequencies. The curve, represented in Figure 7 as mask-

ing threshold, describes the modified audibility threshold in presence of 

some masking signal. This curve is based on the absolute threshold of hear-

ing, on top of which, with the additional presence of the masker, the mask-

ing threshold is modified. Two kinds of maskers are commonly used to de-

rive the masking curve: maskers made of pure tones and of band limited 

noise. Both are studied to measure their capability at masking (quantiza-

tion) noise. 

 

 
Figure 7 – Frequency masking phenomena 

 

The first simultaneous masking phenomenon is defined as tone-masking-

noise. In this first category of frequency masking, a pure tone in a critical 

band masks a band limited noise as long as this noise belongs to the same 

critical band. The minimum signal-to-mask ratio (SMR), which represents 

the smallest difference between the intensity of the masking signal and the 

intensity of the masked signal, tends to lie between 21 and 28 dB. In the 

example provided in Figure 8, a noise of one Bark bandwidth centred on 

the central frequency of the critical band is masked by a pure tone of 80 dB 

at the same central frequency.  
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Figure 8 – Tone masking noise 

 

The second important masking phenomenon is called noise-masking-tone. 

In this scenario, a band limited noise masks a pure tone within the same 

critical band. This masking property occurs if the intensity of the tone is 

below a certain threshold which depends directly on the intensity. In that 

case, the range in which the SMR tends to lie is between -5 and +5 dB. 

Figure 9 illustrates this phenomenon for a pure tone with an intensity which 

is smaller than the intensity of the noise. 

 
Figure 9 – Noise masking tone 

 

It should be noted that the noise-masking-tone and tone-masking-noise are 

asymmetric in masking power between the noise masker and the tone 

masker.  

Finally, a third phenomenon can be defined as a band limited noise mask-

ing another band limited noise. This noise-masking-noise scenario is usu-

ally more difficult to characterize, but an intensity detection threshold is 

usually of 26 dB. The simultaneous masking effect is not limited within a 

single critical band. The masking effect of a pure tone signal positioned at 
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the boundaries of a critical band will spread over other critical bands. This 

effect is known as the spread of masking and is often modeled with a slope 

of +25 dB per Bark for frequency lower that the masker and with a slope of 

-10 dB per Bark for the higher frequencies as schematically illustrated on 

Figure 7. 

 

Temporal masking 

When the human auditory system has been excited by a pure tone, a loss of 

sensibility occurs around this frequency during few hundreds of millisec-

onds. This phenomenon is known as post-masking and is the most com-

monly used. The temporal masking is actually composed of two categories: 

pre-masking and post-masking. Pre-masking is effective a few milliseconds 

before the onset of the masker, it is usually considered to last only 1-2 ms. 

As stated above, post-masking is a stronger and longer phenomenon (last-

ing generally between 50 and 100 ms, but no longer than 150 ms) occurring 

after the masker offset and depending on the masker level, duration and 

relative frequency of masker and probe signals. Figure 10 illustrates the 

temporal masking phenomena. 

 

 
Figure 10 – Temporal masking phenomena 

2.2.2 Quantization and entropy coding 

In this paragraph, some quantization methods that are used to reduce the 

necessary bit rate to represent and transmit the audio signal are briefly in-

troduced. The quantization consists in limiting the number of states associ-

ated to a signal, i.e. a signal taking its value in ℝ is directly associated to a 

finite set of values ( C ). The quantization operation can be defined as: 

 

( )ˆ ix Q x c= =

               

                                             (2.33) 

 

where x∈ℝ and x̂ is the quantized value of x taken its value ci in the code-

book C. The quantization error is usually measured by the distortion meas-

ure which is commonly defined as the mean squared error (MSE): 
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( )22
d ix cσ  = Ε −

 
               

                                        (2.34) 

 

where 
2
dσ  is the variance of the distortion expressed as id x c= − . The MSE 

distortion is simple to use but it does not directly match the subjective per-

ception for audio signal. The signal to noise ratio (SNR) is also defined as 

a quality measure for a quantizer:  

 

2

2

x

d

SNR
σ
σ

=

               

                                             (2.35) 

 

In order to measure the bit rate associated with the quantizer, the associa-

tion of a unique codeword is used with each value of the quantizer. If the 

quantizer is composed of L codewords, in order to code each codeword 

with a fixed number of bits, the necessary number of bits R is defined as: 

 

2logR L≥
               

                                            (2.36) 

 

To measure the minimum necessary quantity of information to transmit L 

words, the first order entropy of the quantization indices is frequently used 

[Shannon 48] and defined by: 

 

( )2log
i ic cE p p= −∑

               

                                 (2.37) 

 

where 
icp is the probability to have the codeword ci ( ˆ

ix c= ). E is the en-

tropy given the theoretical limit of redundancy reduction for a memory-less 

discrete source and is expressed in bits/codeword. Hence, it is generally 

used as an estimation of the rate per sample. 

 

Quantization can be classified as scalar or vector quantization. In the next 

sections, the two main classes of quantizers and the principle of entropy 

coding are introduced. 

2.2.2.1 Scalar quantization 

In this section, we describe shortly the main scalar quantization schemes: 

uniform, non-uniform and differential scalar quantizers. 

 

Uniform scalar quantization 

A uniform scalar quantizer is a memory-less process that has a “cell” deci-

sion ci of regular size. The cell defines the interval in which the input sig-

nal will be associated with one of the quantized value. The quantized value 

is then obtained by rounding each sample to one of a set of discrete values 
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(C). The difference between the adjacent quantization levels is defined by 

the step size q. 

 

 
  

Figure 11 – Uniform scalar quantizer 

 

Assuming equiprobability of the signal in the quantization intervals, the 

variance of the quantization noise or average distortion of the uniform sca-

lar quantizer in case of uniform distribution of quantization error (or in 

case of high rate quantization) can be shown to be:  

 

2
2

12
d

q
σ =  .                                                             (2.38) 

 

For a uniform scalar quantization scheme followed by an entropy coder as 

described in section 2.2.2.3, the distortion can be expressed [Moreau 1995] 

as a function of the number of bits in the form:  

 

2 2 21
2 2

12

e b
dσ −=

               

                                        (2.39) 

 

where e represents the differential entropy of the input signal x, and b de-

notes the number of bits per symbol:  

 

( ) ( )( )2logx xe p x p x dx
+∞

−∞
= −∫

               

                            (2.40) 

 

px(x) is the probability density function of the input signal x. 

 

Non-uniform scalar quantization 

As opposed to uniform scalar quantizer, the non-uniform scalar quantizer 

uses non-uniform step sizes. The definition of the step sizes can be opti-
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mally derived from the probability density function of the input signal. 

This class of quantizer is more efficient in terms of MSE, if the step sizes 

and corresponding centroid are adapted to the signal statistics aiming to 

minimize the mean square quantization error.  

The centroid represents the quantized value associated to any value lying 

within an interval.  

Another commonly used non-uniform quantizer relies on the use of com-

pression and expansion functions respectively before and after a uniform 

scalar quantizer. This non-linear mapping function maps the non-uniform 

step sizes to the uniform step sizes. This permits the use of the simple uni-

form scalar quantization with a limited complexity. Some logarithmic com-

panding functions have been widely used in speech coding such as the A-

law and the µ-law. 

 

  
Figure 12 – Example of companding function 

 

Alternatively, the Lloyd algorithm can be used to design the quantizer as-

sociated with a signal depending on its statistics [Lloyd 57]. 

 

Differential scalar quantization 

The last class of scalar quantizer is based on the exploitation of the correla-

tion between consecutive values to be quantized. The differential scalar 

quantizer removes the temporal redundancy of the input signal based on a 

short-term prediction. Figure 13 provides the general scheme of a predic-

tive differential scalar quantizer. 
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Figure 13 – General scheme of predictive scalar quantizer 

 

The principle of differential quantizer is as follows. The estimation of the 

input signal ( )x nɶ  is obtained from the past samples ( ) ( )1 , ,x n x n L− −… . 

The prediction error e(n) is quantized and transmitted to the decoder. The 

quantized signal ( )x̂ n  is then obtained when the quantized prediction error 

( )ê n is added to the predicted signal ( )x nɶ  which is computed similarly at 

the encoder and decoder.  

2.2.2.2 Vector quantization 

As opposed to scalar quantization, vector quantization aims at jointly quan-

tizing a group of samples. The vector x is built from the consecutive sam-

ples x(n): 
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                                      (2.41) 

 

where M represents the vector dimension. The vector quantization maps the 

input vector x to a vector x̂  from a codebook of L code vectors. The quan-

tized vector x̂  is usually obtained based on the nearest neighbour algo-

rithm. The distortion measure is commonly defined with squared error as 

the L2 norm: 

 

( ) ( )( )
1

22

0

ˆ ˆ
M

n

d x n x n
−

=

= − = −∑x x

               

                     (2.42) 

 

Based on this distortion measure, the distance between the input vector and 

each code vector of the codebook is computed and the code vector mini-

mizing the distortion measure is selected. 
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In order to build the codebook, several algorithms have been developed. 

The Linde-Buzo-Gray (LBG) algorithm [Linde 80], which is an iterative 

codebook design algorithm defined as an extension of the Lloyd algorithm 

for scalar quantization, is one of the most commonly used codebook design 

algorithm. Figure 14 illustrates the partitioning of a 2D space (two dimen-

sions vector quantizer). The grey points represent the signal input, the 

black points give the graphical representation of the code vectors (code-

book with 24 code vectors) and the areas delimited by the black lines gives 

the corresponding Voronoi cells for the vector quantizer. 

 
Figure 14 – Partitioning based on vector quantization with 24 code vectors 

(black dots) 

 

The codebook can be structured in order to limit the required complexity 

by the search algorithm for the quantization. For instance, the k-nearest 

neighbour algorithm can be used to classify the components of a quantizer. 

The Tree Structured Vector Quantization [Gersho 92], which is usually or-

ganized as a binary tree structure where the code vectors lie on branches of 

a tree, allows to dramatically reduce the complexity if the codebook is well 

balanced. Indeed, the search is performed in stages. In each stage, a sub-

stantial subset of candidate vectors is eliminated from consideration. In a 

binary tree search, the input code vector is compared with two candidate 

vectors at each node of the tree. The nearest candidate vector determines 

which of the two paths through the tree must be selected in order to reach 

the next stage of the search. At each stage, the number of candidate vectors 

is reduced to roughly half the previous set of candidates. 
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The structured vector quantizations are also organized in several families 

of vector quantizer which are not detailed in this document. For instance, 

the following vector quantizers have been used in standardized speech and 

audio codecs: the Lattice Vector Quantization [Conway 93], where the 

codebook is a subset of regular lattice, the Multistage Vector Quantization 

[Gersho 92] which uses successive stages of vector quantization. It should 

be noted that several vector quantizations: Splits Vector Quantization 

[Paliwal 91], Conjugate Structure Vector Quantization [Kataoka 93] or the 

Gain-Shape Vector Quantization [Sabin 84] have also been widely pub-

lished and used in speech and audio coding schemes, such as for the Line 

Spectral Pairs (LSP) representing the Linear Prediction Coding (LPC) coef-

ficients in the Code Excited Linear Prediction Coding (CELP) [So 07] or 

for the quantization of the transform coefficients [Iwakami 96]. 

Vector quantization has led to a large number of methods with different ef-

ficiencies; the performance depends on the signal statistics and correlation. 

All these vector quantization methods have been used in different speech or 

audio coding schemes with various quality/complexity trade-offs. 

2.2.2.3 Entropy coding 

In order to reduce the bit rate, two solutions can be used. The quantization 

can be based on a limited size codebook which limits the associated bit 

rate, but at the cost of an increased distortion. The alternative and comple-

mentary solution efficiently encodes the quantization index taking into ac-

count the statistics of the quantized signal. 

Entropy coding is a lossless coding scheme which is used on top of a lossy 

quantization stage. The following paragraphs present Huffman Coding and 

Arithmetic Coding which are the most commonly used entropy coding 

schemes which are part of the large number of variable-size code variants: 

Huffman coding, Rice coding, Golomb coding and Arithmetic coding 

[Salomon 00]. 

 

Huffman coding 

Huffman coding [Huffman 52] defines a method to build variable-size 

codes aiming to approach the theoretical entropy limit. The principle of 

Huffman coding is to assign shorter code words to the quantization indices 

with highest probability and inversely longer code words to the indices 

with lowest probability. An example of quantization with 5 levels with the 

associated probability and corresponding Huffman code is given in Table 2. 

 

 

 

 

 



 

46 

 

Index Probability Huffman 

Code 

0 0.30 00 

1 0.25 01 

2 0.25 10 

3 0.10 110 

4 0.10 111 

R 3 2.20 

 

Table 2 – Huffman code example 

 

The entropy E of this source is equal to 2.19 and the Huffman coding 

which is provided in the third column obtains an average bit rate of 2.20 

bits per sample compared to the 3 bits which would be obtained without en-

tropy coding. In the most common usage of Huffman coding, the entropy 

coding table is built from a training database which is used to learn the sta-

tistics of the source. This table is then stored in memory on both encoder 

and decoder sides. 

 

Arithmetic coding 

In general, entropy coding based on Huffman coding does not remove all 

statistic redundancy. In order to exploit this remaining redundancy, several 

symbols can be combined during the coding stage. Arithmetic coding [Wit-

ten 87] is an entropy coding method which overcomes the limitation of in-

teger lengths of code words and then further improves the performance of 

the coding. This coding scheme is based on the coding of a sequence of in-

put symbols as a large fractional number. In each stage of an arithmetic en-

coding scheme, the current interval of values is divided into sub-intervals, 

each sub-interval representing a fraction of the current interval which is 

proportional to the symbol probability. The sub-interval, which represents 

the symbol to be coded, becomes the new interval for the next stage of the 

encoding process as illustrated on Figure 15.  

 
Figure 15 – Arithmetic coding (B-C-B are emitted) 
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When all symbols have been encoded, the resulting interval, represented in 

grey on Figure 15, unambiguously identifies the sequence of symbols. It is 

not necessary to transmit the corresponding interval but only a binary code 

which represents this interval.  

2.2.3 Bit allocation 

As explained previously, transform coding consists in quantizing the spec-

tral components so as to minimize the quantization error according to a cer-

tain criteria. The bit allocation plays an important role in the coding 

scheme as this module aims at distributing the bit budget among the spec-

tral components. As the spectrum evolves with time, the bit allocation is a 

dynamic process which is applied for each input frame. 

For transform coding, when the number of spectral component is relatively 

high, those spectral components are grouped per frequency band following 

a perceptual scale (critical bands, Bark scale, or equivalent rectangular 

bandwidth - ERB). In that case, the bit allocation is performed for each 

group of frequency bins. 

The first criterion which can be used for bit allocation is a Least Mean 

Square Error (LMSE). The resulting quantization noise is constant for all 

frequency components (i.e. white noise) as defined in [Jayant 84]. Percep-

tual audio coding allocates the bits per band in order to mask the quantiza-

tion noise when the bit rate is sufficient, or at least to minimize its audibil-

ity. The perceptual criterion takes into account the masking effect, calcu-

lated on the original signal, in order to minimize the audible quantization 

noise. The bit allocation spectrally shapes the noise to maintain it below 

the masking curve. First the Noise to Mask Ratio (NMR) is computed for 

each band k: 

 

( )
( )( )

( )

2

10

,
10 log

q k b k
NMR k

k

σ

τ
=                                                (2.43) 

 

where ( )( )2 ,q k b kσ is the power of the quantization noise with b(k) bits and 

( )kτ  is the masking threshold for the band k. The quantization noise is 

completely masked as long as the NMR (in dB) is negative for all the 

bands. However, for limited bit budgets, the masking of quantization noise 

cannot be completely achieved and the NMR is positive for some of the 

bands indicating that some degradation should be perceived.  

In order to solve the problem of the minimization of this distortion, the 

perceptual bit allocation is expressed as a constrained optimization prob-

lem. Thus, the problem consists in minimizing the total distortion which is 

e.g. defined as the sum of NMR given the bit budget B and the quantizers 

Q. Hence, the bit allocation algorithm can simply be described as the com-
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putation of the number of allocated bits per band (b(k) with 0 ≤ k ≤ Quan-

tizerBand – 1) which minimizes the total distortion: 

 

( )
1

0

QuantizerBand

k

NMR k
−

=
∑                                             (2.44) 

 

under the bit budget constraint: 

 

( ) ( )
1

0

,  and 
QuantizerBand

k

b k B b k Q
−

=

= ∈∑                                (2.45) 

 

where B is the total number of available bits (bit budget), Q represents the 

available quantizers and QuantizerBand is the number of bands. 

Here, high-resolution scalar quantization followed by an entropy coding is 

assumed. Under this hypothesis, the quantization noise power in the band k 

quantized with b(k) bits per sample is given by: 

 

( )( ) ( ) ( )22 2 2, 2
b k

q Xk b k kσ ε σ−=                                        (2.46) 

 

where ( )2
X kσ  is the sub-band signal power in band k and 

2ε  is a constant 

representing the performance of the quantizer (entropy coder pair). It 

should be noted that under the hypothesis of using an entropy coder, equa-

tion (2.39) can replace (2.46). Using the Lagrange multiplier, the optimal 

solution is written: 
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where SMR(k) is the Signal to Mask Ratio in decibels and the constant C is 

defined by: 
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From the equation (2.47) and (2.48), the power of the quantization noise is 

obtained using the following equation: 

 

( )( ) ( )2 2 2, 2 C
q optk b k kσ τ ε −=                                              (2.49) 

 

In that bit allocation scenario, the Noise to Mask Ratio is consequently 

constant over all the frequency bands. The quantization noise is then 

shaped such as to be parallel to the masking curve. Based on these results, 

most audio encoders proceed in an iterative fashion: the most demanding 
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sub-band in terms of NMR is given additional bits and the procedure is re-

peated until the bit budget is used. 

 

The main components of perceptual audio coding have been introduced. It 

has been shown that the transform coding relies on a frequency representa-

tion allowing a better energy concentration which is exploited to better al-

locate the bits where it is perceptually more important. The audio quality 

obtained with a perceptual audio coder is limited at low bit rate, due to the 

fact that the bit budget is not sufficient to correctly encode the complete 

spectrum. Hence, to overcome this problem, the audio bandwidth is usually 

limited to concentrate the bit rate in the low frequency range. 

 

2.3 Filter banks for parametric audio coding tools 

In this section, some “parametric tools” are presented. They have been in-

troduced to overcome the quality degradation which is usually experienced 

with perceptual audio codecs at low bit rates. These tools do not aim at 

achieving faithful reconstruction of the audio signal but they provide a per-

ceptually relevant synthesis of the audio content. Two types of parametric 

tools are presented. 

In section 2.3.1, we introduce the bandwidth extension tools. Classical au-

dio coding reduces the audio bandwidth to maintain a reasonable perceived 

quality and to limit degradations (at lower bit rates the quantization noise 

grows rapidly and some bands are not allocated). Hence, the input signal is 

low pass filtered to limit the audio bandwidth to be encoded. Bandwidth 

extension has been introduced to overcome this problem [Dietz 02]. It is 

based on the similarity of the frequency content between low and high fre-

quency parts of the audio spectrum. The method exploits signal redundancy 

in the spectral domain and uses the lower band components to synthesize 

the higher band components. 

A second type of parametric tool has been developed to transmit stereo or 

multichannel audio signals at low bit rates. It is presented in section 2.3.2. 

Classical speech or audio coding schemes require almost doubling the bit 

rate to encode a stereo signal. To achieve good performance with mul-

tichannel audio signals, the same rule applies and classical audio coders 

rely on an almost linear increase of the necessary bit rate with the number 

of channels. Indeed, each channel requires the same bit rate to be inde-

pendently encoded. To improve the compression efficiency, some tools 

have been proposed and used in the stereo and multichannel audio coding 

schemes [Herre 92][Johnston 92]. A well established stereo tool is the in-

tensity stereo method that merges the spectrum of the two channels in high 

frequency and transmits a small amount of side information on intensity in-

formation in the corresponding sub-bands to pan the stereo image [Herre 
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94]. However, those tools are really efficient for intermediate bit rates and 

offer only a limited efficiency improvement at low bit rates. 

In the last decade, parametric representations of stereo and multichannel 

audio signals have been investigated and efficient models have been devel-

oped. Those models rely on the spatial perception of the human auditory 

system and are based on the coding of spatial cues which are transmitted at 

a very limited bit rate together with a down-mix representation of the ste-

reo or multichannel audio signals [Faller 02, Breebaart 04]. Parametric ste-

reo coding can be seen as an extension of the Intensity Stereo method by 

taking into account the spatial perception more precisely. 

2.3.1 Bandwidth extension 

Several bandwidth extension solutions have been developed to address the 

problem of low bit rate speech and audio coding. By using those methods, 

one can reduce the frequency bandwidth which is encoded by a traditional 

audio encoder and then have a better quality/efficiency. Moreover, the high 

frequency components are encoded with a very small amount of informa-

tion leading to a larger bandwidth compared to traditional audio coder. In 

this paragraph, we present two solutions which have competed for the stan-

dardization of a bandwidth extension tool in MPEG-4. The PAT (Percep-

tual Audio Transposition) and SBR (Spectral Band Replication) are based 

on the same modules: extension of the spectral fine structure and coding of 

the high frequency spectral envelope. Both components represent the main 

contribution to the perceived audio quality improvement. However, some 

small differences between the bandwidth extension methods provide some 

further improvements with critical audio signals, such as non-harmonic 

high frequency tonal signals. 

2.3.1.1 Perceptual Audio Transposition 

The PAT codec has been associated with Code Excited Linear Prediction 

(CELP) speech codec and transform audio coding. It has been extensively 

tested with the ITU-T G.729 speech codec and the MPEG Advanced Audio 

Coding (AAC) as low band core coder [Philippe 01] in the MPEG stan-

dardization competition. The block diagram of the PAT encoder and de-

coder are described on Figure 16. 
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Figure 16 – Principle of the PAT codec 

 

At the encoder side, the audio signal is separated in the low frequency part, 

which is fed into the audio core encoder (ITU-T G.729 or MPEG AAC), 

and the high frequency part which is encoded by the bandwidth extension 

encoder. The PAT encoder uses the complete spectrum to efficiently detect 

the redundancy between the low and high frequency parts. As described in 

[Collen 02], a transient detection module is used to adapt and more pre-

cisely reduce the frequency analysis window length in case an attack is pre-

sent in the current frame. A second detection module is used to determine if 

the input signal is harmonic. The harmonic detection is based on a spectral 

analysis which consists in finding the peaks in the Discrete Fourier Trans-

form domain of the high frequency signal. It uses a similar method to the 

one used in the MPEG-1 psychoacoustic model 1 [ISO 92]. Depending on 

the detected input signal, the encoder estimates the necessary spectral 

transposition which has to be done and encodes the high frequency spectral 

envelope. 

 

The two main components of the bandwidth extension decoder are the 

spectral fine structure synthesis and the spectral envelope adjustment. The 

fine structure is generated by translation of the low frequency spectrum ob-

tained from the core decoder. The translation uses a frequency-reversed 

version of the low frequency spectrum in adjacent bands in order to ensure 

the continuity in the high frequency spectrum. The DFT of the decoded 

core signal is first computed and the spectral fine structure module operates 

in the DFT domain by the translation of DFT coefficients. For harmonic 

signals, it has been noticed that breaking the harmonicity at the translated 

band boundary generates some perceived dissonances. In order to avoid 

those artefacts, an attenuation of the transition frequency band (the first 

200 Hz) of the translated band in case of harmonic signal allows to attenu-
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ate the tonal components which generate the perceived buzzy noise. This 

buzzy noise is created by the introduction of one harmonic in the translated 

band near the last harmonic of the previous band. This effect breaks the 

harmonicity and is perceived as a very annoying artefact. In case of har-

monic signals, a whitening filter is also applied to the high frequency bands 

in order to control the tonal/noise ratio (which is higher in the lower fre-

quency range than in the higher frequencies). For instance, with speech 

signals, the whitening filter attenuates the harmonic components in high 

frequencies to avoid over-voicing effect. Finally, the spectral fine structure 

is adjusted using the decoded spectral envelope. Two methods have been 

investigated during the PAT development. The first one uses a Linear Pre-

dictive Coding (LPC) filter to represent the spectral envelope. This method 

is efficient for speech signals, but generates some artefacts for music sig-

nals, and more specifically for highly harmonic signals. The second 

method, which has been selected in the final version of the PAT, describes 

the spectral envelope with scale factors which are computed at the encoder 

and applied at the decoder on the DFT spectrum. The PAT has been suc-

cessfully tested with G.729 and AAC codec with a bit rate around 2 kbit/s 

for the bandwidth extension module [Philippe 01]. 

The PAT has demonstrated the benefit of an adaptive time-frequency repre-

sentation. Indeed, the PAT is based on a DFT with variable length depend-

ing on the audio input characteristic. Shorter DFT size is selected when a 

transient is detected.  

2.3.1.2 Spectral Band Replication 

The Spectral Band Replication (SBR) [Dietz 02] has been selected as 

bandwidth extension tool in the MPEG-4 audio standard [ISO 03]. The 

SBR is jointly used with a conventional audio codec. In MPEG-4, the asso-

ciation with the Advanced Audio Coding (AAC) has been extensively 

tested and finally standardized as High Efficiency AAC (HE-AAC). The 

block diagram of the initial SBR decoder is illustrated on Figure 17. The 

SBR usually operates at a bit rate of around 2 kbit/s. 

The SBR technique is based on a 64 sub-bands complex-exponential modu-

lated filter bank. The high frequency spectral fine structure is obtained in 

the HF Generator by the translation of low frequency sub-bands obtained 

by the core decoder. The low frequency sub-bands are eventually whitened 

using filters with a fixed order (2). The spectral envelope is transmitted in 

the form of scale factors, which are first calculated based on group of sub-

bands, and then quantized and Huffman coded. Multiple spectral envelopes 

can be encoded for shorter sub-frames within each frame in order to in-

crease the temporal resolution. At the decoder side, the generated high fre-

quency fine structure is then scaled in the envelope adjuster. In addition, 

the harmonic extension module allows to transmit and synthesize additional 
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tonal components in the filter bank. This feature is particularly useful when 

no tonal component is present in the low frequency spectrum of the core 

decoder (bell sounds for example exhibit a high tonal behaviour in the 

higher frequencies with no reference in the lower spectrum). A noise gen-

erator can correct the noise level in the high frequency sub-bands. 
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Figure 17 – HE-AAC decoder block diagram 

 

An enhanced version of the SBR (eSBR) has been more recently developed 

in the context of the Unified Speech and Audio Coding (USAC) standardi-

zation [Neuendorf 09]. Compared to the initial SBR, this enhanced version 

allows to have a more flexible cross-over frequency between the core and 

the extended high frequency bands. The new bandwidth extension module 

can operate with frequency ratio 1/4 or 3/8 in addition to the traditional ra-

tio 1/2 and 1/1 which were initially the only possibilities. Those ratios rep-

resent the sampling frequency ratio between the core encoder/decoder and 

the complete system with SBR. There is also the possibility to transmit 

more spectral envelopes per frame for a better temporal resolution. A pre-

dictive vector coding scheme of the spectral envelope [Chinen 11] has also 

been adopted for very low bit rates. The spectral envelope quantization 

uses a prediction of the high frequency spectral envelope using the low fre-

quency band transmitted with the core codec. It has been shown that this 

module improves the coding efficiency of the SBR for very low bit rate and 

has demonstrated a quality improvement for speech signals. Finally, an im-
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Figure 18 – BCC encoder block diagram 
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2.3.3 Complex filter bank for parametric audio coding tools 

As explained in the previous paragraphs, the parametric audio coding tools 

rely on complex transforms (DFT) or complex filter banks. Those tools can 

be seen as equalizers which control the spectral envelope. For this purpose, 

filter banks are the most relevant signal processing tool as fast algorithms 

are available for practical implementation. However, this specific equaliza-

tion application requires a limitation of the aliasing effect between sub-

bands and at the same time, there is no need to keep the critical sampling as 

the sub-band coefficients are not directly quantized and transmitted, but 

just locally processed, at the receiver. 

 

In this paragraph, the main advantages of the complex exponential modu-

lated filter banks are highlighted.  

The cosine modulated filter banks were introduced in section 2.1.3.4. The 

corresponding analysis filter bank produces real-value sub-band samples. 

The sub-band samples are then decimated by a factor equal to the number 

of sub-bands in order to obtain a critically sampled system. With traditional 

real valued filter bank, each filter has two pass-bands, one in the positive 

frequency range and the corresponding sub-band in the negative frequency 

range. With a maximally decimated filter bank, it can be shown that the 

main alias terms are generated by the overlap of the negative and positive 

frequency bands with their frequency modulated versions due to the deci-

mation. 

 

 
 

Figure 19 – Illustration of aliasing terms generated by negative and positive fre-

quency bands in real valued filter bank 

 

Figure 19 illustrates the aliasing between the positive and negative fre-

quency band corresponding to the first band-pass filter and their corre-

sponding frequency shifted versions. Indeed, at the boundary of each band, 

there is an overlapping region with the neighbouring bands (being the fre-

quency shifted bands). 

It has been shown that Perfect Reconstruction (PR) can be obtained at the 

cost of some constraints on the modulation function which ensure that the 

alias terms are cancelled. Even if the cosine modulated filter banks offer 

very effective implementation with fast algorithms, they are not completely 

suitable for the parametric audio coding tools due to the strong aliasing 

components in case of simple equalization processing. As shown in the 
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previous paragraphs, the parametric tools usually rely on spectral envelope 

adjuster which behaves like an equalizer. In this section, the complex-

exponential modulated filter bank is introduced. Then, the main differences 

to the cosine modulated filter bank are illustrated and the behaviour of the 

complex filter bank for equalization-like sub-band processing is presented. 

2.3.3.1 Complex-exponential modulated filter bank 

The complex-exponential modulated filter banks are defined by extending 

the cosine modulation to complex-exponential modulation. The analysis 

and synthesis filters can be expressed as: 
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where h(n) is the impulse response of a prototype filter of length L and 

0 1n L≤ ≤ − . In order to keep the PR property, the same constraints on θk 

can be applied separately on the cosine and sine modulated parts. 

As opposed to the cosine modulated filter bank, the complex-exponential 

modulated filter bank has only one pass-band in the positive frequency 

range as illustrated in Figure 20.  

 

 
 

Figure 20 – Illustration of frequency bands in cosine modulated filter bank (a), 

and complex modulated filter bank (b) 

 

Based on this feature, it can be shown that the complex-exponential modu-

lated filter banks are free of the main alias terms coming from the overlap 

of negative and positive bands with their shifted versions. Hence, the alias-

ing cancellation constraint described in [Vaidyanathan 93] is obsolete. 

Thus, the analysis and synthesis filters can be simplified and written as: 
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This gives an additional degree of freedom in the selection of the modula-

tion in the context of complex filter banks. Of course, different modula-

tions can be selected (different θk) without affecting the performance of 

the filter bank for its application in parametric tools as described in the 

previous sections. 

2.3.3.2 Characteristics of complex filter bank 

In order to illustrate the limitation of the alias components, a similar exam-

ple as the one shown in [Ekstrand 02] is presented. This example is based 

on the MPEG-1 Layer II filter bank, which is a 32-band cosine modulated 

filter bank. An input signal which is a harmonic series with a fundamental 

frequency of 1200 Hz is fed into the analysis filter banks (real cosine and 

complex-exponential modulated filter banks), the sub-band signals are then 

equalized using the equalizing curves (dash line) illustrated in Figures 21 

and 22. After equalization, the sub-band samples are fed into the synthesis 

filter banks to reconstruct the equalized signal. The equalized signal ob-

tained from the cosine modulated filter bank is shown on Figure 21, and the 

one from the complex-exponential modulated filter bank is illustrated on 

Figure 22. 

 
 

Figure 21 – Equalization using cosine modulated filter bank 

 

It can be seen that the aliasing components are seriously corrupting the 

spectrum of the equalized signal in case of cosine modulated filter bank. 

For instance, around 8.4 kHz, the generated aliasing component has the 
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same energy as the desired signal which will lead to audible artefacts. The 

position and energy of those aliasing components obviously depend on the 

fundamental frequency, the equalizing curve and the characteristics of the 

prototype filter (stop-band attenuation). 

 
 

Figure 22 – Equalization using complex-exponential modulated filter bank 

 

In the context of complex-exponential modulated filter bank, using exactly 

the same prototype filter and the same equalizing curve, the level of alias-

ing components become very low and does not harm the quality of the 

processed signal.  

To better illustrate graphically the effect of the alias terms, the composite 

alias component matrix (U(z)) as defined in equation (2.14) in section 

2.1.3.2 is represented. 

 
Figure 23 – Magnitude of composite alias component matrix for cosine mod-

ulated filter bank 

 

Figure 23 represents the matrix U(z) for the cosine modulated filter bank. 

The dominant terms are given by the first row, which represents the trans-
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fer function of the filter bank. The diagonals, which consist in the main 

alias terms representing the overlap of the filters with their closest fre-

quency shifted versions. Indeed, according to the matrix U(z), the synthesis 

filtering operation Fk(z) introduces some aliasing due to the aliasing be-

tween the current band of Fk(z) and the frequency shifted band of the 

analysis filter Hk(zW
l
). As illustrated in Figure 19, those main alias terms 

are generated from the overlap between a positive sub-band with the fre-

quency modulated version of the corresponding negative sub-band, and re-

ciprocally. It can be seen on Figure 19 that applying a synthesis filter, 

which would have the same frequency response as H0(z) to the decimated 

signal, would introduce some frequency aliasing coming from H0*(z) and 

H0*(zW). This can be extended to all the bands k leading to the two diago-

nals of Figure 23. 

 

As opposed to the real filter bank, using a complex-exponential modulated 

filter bank, the dominant terms of the composite alias component matrix lie 

only on the first row. The main alias terms are completely absent in that 

case as shown on Figure 24.  

 

 
Figure 24 – Magnitude of composite alias component matrix for complex-

exponential modulated filter bank 

 

This aliasing reduction can also be quantified using the estimation of the 

energy of the total aliasing ea which is defined as: 
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Based on this measure, the aliasing rejection of the filter banks illustrated 

at the beginning of this paragraph is estimated to 12.4 dB for the cosine 

modulated filter bank and to 97.4 dB for the complex modulated filter 

bank. 

In order to specifically design prototype adapted for the complex-

exponential modulated filter bank, it has been proposed in [Ekstrand 01] to 

define a prototype design algorithm based on the alias term minimization 

(ATM). This algorithm is adapted to design prototype for equalizer-like 

applications. During the optimization process, a random equalization curve 

is applied to the sub-bands. The energy of the total aliasing is then calcu-

lated based on equation (2.51) using the filters multiplied by the corre-

sponding gain of the equalization curve. The error energy of the transfer 

function is also calculated and the optimization is performed minimizing a 

composite objective function which is defined as a weighted sum of the er-

ror energy of the transfer function and the energy of the total aliasing. The 

author proposed to use the Downhill Simplex Method (also known as 

Nelder–Mead method). This standard non linear optimization algorithm 

demonstrated an improvement of the rejection of total aliasing by about 20 

dB in a 32 bands complex-exponential filter bank as the one used in the ex-

ample provided in Figures 22 and 24.  

 

2.4 Conclusion 

In this Chapter, the perceptual audio coding schemes were introduced with 

all the components which need to be taken into account in the development 

of such codec. The first goal of this thesis is to investigate potential opti-

mization of filter banks for low delay audio coding applications. It has been 

shown that the filter banks or transforms play an important role in the audio 

coding. The cosine and complex exponential modulated filter banks have 

been reviewed. The first one has been introduced for perceptual audio cod-

ing, first with PQMF and later with the perfect reconstruction which is a 

key element of a filter bank. The complex version has been studied for the 

parametric coding tool such as bandwidth extension or parametric stereo. It 

does not necessarily achieve the perfect reconstruction and it is not maxi-

mally decimated, but it offers the property of reducing the impact of alias-

ing for sub-band audio processing.  

Thus, the development of modern low delay perceptual audio coding 

schemes must carefully consider the transform design. This work focuses 
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on MDCT based transform for low delay applications, but it can be easily 

extended to complex transform to be used in low delay parametric audio 

coding tools. 
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Chapter 3  

 

Transform for audio coding 
 

In Chapter 2, the bases of perceptual audio coding have been introduced. 

The filter bank is one of the main components of this audio coding model 

and it has been widely studied. The main purpose of this thesis is to con-

tribute to the definition of transforms for low delay perceptual audio cod-

ing. This Chapter is composed of two parts: on one hand the introduction of 

block transforms for perceptual audio coding with the existing solutions for 

low delay audio coding and on the other hand the newly developed trans-

forms for low delay audio coding. 

In this Chapter, the block transforms which have demonstrated their effi-

ciency for perceptual audio coding are presented. They have led to the al-

ternative name: transform audio coding. This Chapter is organized as fol-

lows. First the Modified Discrete Cosine Transform (MDCT) is presented. 

It is probably the most widespread transform in nowadays audio codecs. 

Then, its generalization called Extended Lapped Transform (ELT) is pre-

sented. Subsequently, the low delay transform allowing to reduce the delay 

associated with the transform itself is presented. Finally, block switching, 

or window switching, is presented as it is an important component of trans-

form coding for the adaptation of the time/frequency resolution to the input 

signal characteristics. 

 

3.1 MDCT 

The block transforms are widely used for digital audio signal processing. 

The Discrete Fourier Transform (DFT) is commonly used in signal process-

ing as efficient implementations have been developed, i.e. Fast Fourier 

Transform (FFT), but is usually not convenient for coding applications. For 

an input block of N samples, the DFT generates N complex spectral values 

in the frequency range [0,2π[. For an input signal with real values, the 

spectral values follow the Hermitian symmetry allowing to reconstruct the 
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input signal with only half the spectral components. However, this trans-

form is critically sampled only when it is used without overlapping part of 

the input samples for consecutive transform blocks, leading to block arte-

facts during the decoding due to the discontinuities between blocks. 

Block transforms with overlapping have been used in the early ages of au-

dio coding, but suffered form the absence of critical sampling: there were 

more samples in the transformed domain than in the time domain.  

In order to overcome this drawback, several overlapping block transforms 

have been defined. Among them, the MDCT is certainly the most used in 

perceptual audio coding. 

3.1.1 MDCT definition 

The MDCT is a cosine modulated perfect reconstruction filter bank based 

on time domain aliasing cancellation (TDAC). Credit for this filter bank is 

often given to Princen and Bradley [Princen 86], where it is referred to as 

Time Domain Aliasing Cancellation (TDAC) filter banks. The oddly-

stacked TDAC was later recognized as a specific case of the more general 

class of Modulated Lapped Transforms (MLT) [Malvar 92b] and connected 

to the Perfect Reconstruction Modulated Filter bank theory (PRMF). The 

key argument for the MDCT is that it is a critically sampled and overlap-

ping transform. As introduced in 2.1.3, a transform, which is critically 

sampled, has an equivalent number of spectral coefficients and time-

domain samples, which is crucial for coding efficiency. Moreover, fast al-

gorithms have been developed and have proved to offer very efficient im-

plementation of such transform [Malvar 90, Duhamel 91]. Those fast algo-

rithms have also been one of the key factors of the success of the MDCT in 

audio coding. 

3.1.1.1 Definition 

The MDCT maps a discrete signal segment (or frame) xt,n= x(n+tM), 0 ≤ n 

≤ 2M-1 into M frequency components Xt,k at frame t using the following 

equation: 
2 1

,, ,

0

M

t nt k k n

n

X x p
−

=

= ∑                                                        (3.1) 

for 0 ≤ k ≤ M-1, with: 

 

( ), ,

,

,

2 1 1
cos ,

2 2

k n k n

k n

p w n c

M
c n k

M M

π   
       

=

+= + +
                                  (3.2) 

 

where pk,n are the basis functions for the direct and inverse transforms, and 

w(n) denotes a weighting function acting as the analysis and synthesis win-
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dow. This window is equivalent to the low pass prototype filter in the filter 

bank terminology.  

The MDCT considers overlapping frames composed of M past samples and 

M new incoming samples resulting in M frequency components; hence it 

corresponds to a maximally decimated filter bank.  

In order to recover the original sequence x, an inverse transform is applied 

according to: 

 
1

, , ,

0

M

t n t k k n

k

x X p
−

=

=∑ɶ                                                        (3.3) 

 

for 0 ≤ n ≤ 2M-1. The 2M terms of ,t nxɶ  are recovered using only M fre-

quency components of Xt,k, and hence cannot exactly represent the original 

xt,n signal. The samples ,t nxɶ  contain time aliasing terms, consisting particu-

larly in unwanted components reversed in time. These aliasing terms are 

cancelled in the time domain using a combination of two consecutives 

frames (overlapped and added) such that: 

 

, 1, ,t̂ n t n M t nx x x− += +ɶ ɶ                                                       (3.4) 

 

for 0 ≤ n ≤ M-1. This gives the origin of the name Time Domain Aliasing 

Cancellation (TDAC).  

To guarantee the perfect reconstruction (PR) property, as defined in [Prin-

cen 86], the window w(n), which must be used for the forward and inverse 

transform, needs to satisfy the following conditions such that the time 

aliasing is cancelled: 

 

( ) ( )
( ) ( )2 2

2 1
,  0 1

1

w n w M n
n M

w n w M n

 = − −
≤ ≤ −

+ + =
                             (3.5) 

 

Several windows have been defined in the literature; three common ones 

are given below. First, the sine window based on a sine arch is considered. 

This window satisfies the PR conditions and offers good frequency domain 

behaviour with good pass-band selectivity, characterized by a narrow main 

lobe for better discrimination of tonal components close to each other. The 

sine window is defined by: 

 

( ) 1
sin ,  0 2 1

2 2
w n n n M

M

π  = + ≤ ≤ −  
  

                                  (3.6) 
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The second widely used window for MDCT based audio coding is the Kai-

ser-Bessel derived (KBD) window [Fielder 96]. It is constructed using the 

following formula: 

 

( )

( )

( )

( )

( )

0

0

1

0

            , 0 1

       , 2 1

n

K

l

M
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M

K

l n M
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w n
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M n M

w l

=

=

= − +

=



 ≤ ≤ −
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


= 


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


∑

∑

∑

∑

                             (3.7) 

 

with wK(n) being the M+1 points Kaiser-Bessel window which is computed 

as: 

 

( )
( )

2

0

0

2
1 1

K

n
I

M
w n

I

πα

πα

   − −    =                                            (3.8) 

 

where I0(x) is the 0
th

 order modified Bessel function of the first kind given 

by: 

 

( )
( )

2

0 2
0

4

!

k

k

x

I x
k

∞

=

 
 
 =∑                                                          (3.9) 

 

α, in equation (3.8), is a control parameter that determines the shape of the 

window and thus influences the associated time-frequency behaviour. A 

larger value of α leads to a larger main lobe and a better stop-band attenua-

tion. 

 

A third window, used in Low Delay - Advanced Audio Coding (LD-AAC) 

[Allamanche 99] is now presented. This window is characterized by two 

parts at the beginning and at the end that are set to zero. Due to the PR 

conditions defined in equation (3.5), the parts equal to zero impose that the 

central part of the window is equal to one. The transition parts are defined 

by a shorter sine window (first half for the transition between 0 and 1, and 

second part for the transition between 1 and 0). This transition part can also 

be defined with a KBD window. In LD-AAC, the size of the shorter win-

dow used for the definition corresponds to the size of a long window di-
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vided by 8. The exact definition of the low overlap window is given in 

equation (3.10). It should be noted that the name “low overlap’ comes from 

the fact that the overlap region between two consecutive transforms is lim-

ited to a length Ms as opposed to the normal overlap size which is M. 
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 ≤ ≤ −

    (3.10) 

 

with e.g. Ms = M/8. 

In order to compare the time and frequency characteristics of each window, 

Figure 25 represents the impulse and magnitude responses. On the left side, 

the impulse responses show that the sine window offers rather low time se-

lectivity, but the right side which represents the magnitude response shows 

good pass-band selectivity. On the contrary, at the bottom, the low overlap 

window is defined with a reduced transition part which gives the highest 

temporal localization, but with very poor frequency selectivity and stop-

band attenuation. The KBD window, which is shown in the middle of Fig-

ure 25, presents a good trade-off with good time selectivity as the overlap 

is rather low and very good stop-band attenuation. However, the frequency 

selectivity is worse than the sine window as the main and second lobes are 

rather large. The trade-off between temporal and frequency performance 

can be adjusted with parameter α. The low overlap window, which is the 

last window on Figure 25, provides a better time selectivity, but the fre-

quency response offers poor performance in terms of selectivity and stop-

band attenuation. The use of the low overlap window is then restricted to 

applications which require a delay reduction of the transform. 

 

The delay associated with the MDCT can be defined as the number of sam-

ples between the first sample of the synthesis window and the last sample 

of the analysis window minus one. For symmetric window, the delay is 

simply defined by the number of non-zero coefficients minus one. For the 

window illustrated on Figure 25, the sine and KBD windows have an asso-

ciated delay of 2M-1 samples, whereas the delay of the low overlap win-

dow is only M+Ms. 
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Figure 25 – Impulse and magnitude response for 1) sine window, 2) Kaiser-

Bessel derived window and 3) low overlap window 

3.1.1.2 Matrix notation 

In this paragraph, the direct and inverse transforms of two consecutive 

frames are introduced using a matrix notation. This notation allows to eas-

ily represent the time aliasing introduced in the direct transform and spread 

in time with the inverse transform. The transform operation with a long 

window at time t-1 and t is presented to illustrate the reconstruction. Bold-

face letters indicate vectors and matrix with elements defined in 3.1.1.1. 

The symbols IM 

1 0 0

0 1

0

0 0 1

 
 
 =
 
 
 

⋯

⋱ ⋮

⋮ ⋱ ⋱

⋯

and JM 

0 0 1

0

0 1

1 0 0

 
 
 =
 
 
 

⋯

⋮ ⋰ ⋰

⋰ ⋮

⋯

denote the M × 

M identity and counter-identity (or anti-identity) matrixes. diag is an M × 

M diagonal matrix, and the operator 
T
 denotes the transpose operation. 

 

At instant t-1, similar to equation (3.1) the direct transform is expressed by: 

 
2

1 1 M M
t t− −=X P x                                                            (3.11) 

 

where: 

 

( ) ( ) ( )2 , 1 ,..., 2 1
TM

t x tM x tM x tM M = + + − x                                (3.12) 
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is the input buffer of length 2M, 1
M
t−X  is the vector of length M with trans-

form coefficients and the matrix P is the 2M × M transform matrix given by 

equation (3.13). 

 

( )
0,0 0,1 0,2 1

1,0 1,1

1,0 1,2 1

 

M

M M M

p p p

p p

p p

−

− − −

 
 
 
 
 
  

= =P C diag w

⋯

⋮

⋮ ⋱ ⋮

⋯ ⋯

                         (3.13) 

 

with w = [w(0), w(1), …, w(2M - 1)]
T
 being the window vector of length 

2M and C is the modulation matrix defined by: 

 

0,0 0,1 0,2 1

1,0 1,1

1,0 1,2 1

 

M

M M M

c c c

c c

c c

−

− − −
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 
 
  

=C

⋯

⋮

⋮ ⋱ ⋮

⋯ ⋯

                                      (3.14) 

 

where the components ck,n of the modulation matrix C are given in equation 

(3.2). The windowing matrix diag(w) is a 2M × 2M matrix containing zeros 

but on the main diagonal carrying the vector w: 

 

( )

( )
( )

( )

0 0

1

0 2 1

w

w

w M

 
 
 =
 
 

−  

diag w
⋱

                            (3.15) 

 

The corresponding inverse transform is defined by: 

 

2
1 1

T  M M
t t− −=x P Xɶ                                                         (3.16) 

 

The PR condition can be derived by cascading the direct and inverse trans-

forms: 

 

( ) ( )2 2 2
1 1 1

T T    M M M
t t t− − −= =x x xP P diag w C C diag wɶ                          (3.17) 

 

Using the cosine orthogonal properties, one notices that: 

 

T M M

M M
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−
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I J 0

C C
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                                             (3.18) 

 



 

69 

 

 

Hence, using this notation for the combination of the modulation functions, 

the time aliasing in the direct and inverse transforms are clearly identified 

through the JM matrixes.  

 

( ) ( )T

T

M M

M M

 
 
  

 
 
  

−
=

+

= 0

1

I J 0
P P diag w diag w

0 I J

U 0
P P

0 U

                       (3.19) 

 

with: 

 

( ) ( )0 0M M  = −0U diag w I J diag w                                   (3.20) 

and: 

( ) ( )M M M M  = +1U diag w I J diag w                                 (3.21) 

 

where w0 = [w(0), w(1), …, w(M - 1)]
T
 and wM = [w(M), …, w(2M - 1)]

T
 

are two portions of length M of the window w. It is reminded that the 

analysis and synthesis windows are identical and symmetric according to 

the Princen and Bradley definition [Princen 86] in equations (3.5). 

The reconstruction of the input signal is obtained through the identity part 

of the equation (3.19) and the time aliasing terms of MDCT are determined 

by the anti-identity part of the equation. Indeed, the anti-identity corre-

sponds to a time-reversed version of the input samples. 
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For illustrative purpose, a distinct notation for the analysis (wa) and synthesis (ws) windows is now introduced. The following ex-

ample presents the form of the matrix TP P for M=4 which can be expressed by: 

 

( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )

( ) ( ) ( ) ( )
( ) ( ) ( ) ( )

( ) ( ) ( ) ( )
( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

T

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 3 0

1 1 2 1

1 2 2 2

0 3 3 3

4 4 7 4

5 5 6 5

5 6 6 6

4 7 7 7

a s a s

a s a s

a s a s

a s a s

a s a s

a s a s

a s a s

a s a s

w w w w

w w w w

w w w w

w w w w

w w w w

w w w w

w w w w

w w w w

−

−

−

−

 
 
 
 
 
 =  
 
 
 
 
  

P P      (3.22) 

 

On next page, the matrix representation of the application of the block transform MDCT to an input signal x representing the time 

signal over several frames (m frames) is provided. This matrix notation expresses the use of multiple overlapping window/MDCT 

of size 2M as given in [Wang 03]. The matrix F represents the transform operation which is used to derive m × M spectral coeffi-

cients from the (m+1) × M input samples. m is the number of consecutive frames of the input signal x. (m+1) input frames are 

transformed to the frequency domain to generate m sets of spectral coefficients, which are then transformed back to the time do-

main to finally obtain (m-1) alias free time samples. This general transform matrix is composed of several transform sub-matrixes 

P which are applied with an overlap of M samples. The corresponding inverse transform matrix is defined by F
T
, and its size is 

(m+1) × mM. 
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( )mM m+1 M×

 
 
 
 =
 
 
  

P

P 0

F

0 P

P

⋱

                                                                                                

(3.23)

0,0 0, 1 0, 0,2 1

1,0
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⋮ ⋱

⋮ ⋱

⋮ ⋯ ⋯
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⋯ ⋯ ⋯ ⋯ ⋯ ⋮ ⋱ ⋮

⋯
( )1, 1,2 1 mM m+1 MM M M Mp− − − ×

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
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(3.24)
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The consecutive transformed input frames are then expressed as: 

 
( 1)

.
mM m M+=X Fx                                                       (3.25) 

 

where x
(m+1)M

 is the vector of input signal for m+1 frames. The consecutive 

application of the direct transform P is illustrated in Figure 26. Consecutive 

overlapping frames are windowed and then multiplied by the modulation 

matrix.  

 

  
Figure 26 – Direct MDCT of multiple consecutive frames of input signal x(n) 

 

The reconstructed signal, which is obtained after the direct and inverse 

transform operations, is then defined by: 

 
( 1) T T ( 1)ˆ . . .
m M mM m M+ += =x F X F Fx                                        (3.26) 

 

Figure 27 visualizes the inverse MDCT operation of multiple consecutive 

frames. The MDCT coefficients are first multiplied by the modulation ma-

trix C
T
, leading to the inverse transformed time domain which contains the 

time aliasing terms and the signal is then reconstructed after the application 

of the synthesis window and overlap-add of two consecutive blocks.  

 

The system satisfies the Perfect Reconstruction property if the matrix prod-

uct F
T
F equals the identity matrix I. As illustrated in Figures 26 and 27, the 

matrixing F
T
F can be decomposed in windowing operations, direct and in-

verse modulations C
T
C and finally overlap-add of consecutive blocks. The 

PR condition can be reduced to the reconstruction of a frame xt. Hence, the 

PR problem can be decomposed on a frame-by-frame basis and reduced to 

a simple constraint on the two parts of the TP P  matrix, noted as U0 and U1 

hereunder in equation (3.27). 
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By adding two consecutive frames, the reconstructed signal of length M is 

obtained by a simple overlap-add operation, the PR condition can then be 

reduced to the following equation: 

 

M+ =0 1U U I                                                             (3.27) 

 

By replacing U0 and U1 defined in equation (3.20) and (3.21) into (3.27), it 

comes that: 

 

( ) ( ) ( ) ( )0 0M M M M− =diag w J diag w diag w J diag w 0                   (3.28) 

and 

( ) ( ) ( ) ( )0 0 M M M+ =diag w diag w diag w diag w I                         (3.29) 

 

Equations (3.5) can then be derived from (3.28) and (3.29) for symmetric 

windows. 

 

  
Figure 27 – Inverse MDCT of multiple frames for reconstruction of x̂ (n) 

 

In order to develop fast algorithms for the implementation of direct and in-

verse MDCT, it has been shown that the MDCT can be decomposed by 

considering its polyphase representation [Malvar 92b]. As the MDCT is a 

cosine modulated filter bank, the polyphase decomposition as described in 

section 2.1.3.3 can be applied (See Annex A). Taking into account the 

definition of the Discrete Cosine Transform of type IV (DCTIV) as: 
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( )( )
1

0

2
cos 2 1 2 1 ,

4

M

k n

n

X x n k
M M

π−

=

 = + + 
 

∑                                   (3.30) 

 

for 0 ≤ k ≤ M-1. And the inverse DCTIV is defined identically by: 

 

( )( )
1

0

2
cos 2 1 2 1 ,

4

M

n k

k

x X n k
M M

π−

=

 = + + 
 

∑                                   (3.31) 

 

the MDCT can be decomposed in pre-processing time domain aliasing, fol-

lowed by a DCTIV of length M. Based on the symmetry of the cosine func-

tion and using the condition (3.5) which impose the symmetry of the win-

dow, the MDCT can then be defined as: 

 

[ ] ( )IVMDCT DCT
 

= ⋅ −  − 

M/2 M/2

2M

M/2 M/2

J I 0 0
J diag w

0 0 I J
              (3.32) 

 

With the components of the matrix IVDCT  defined by  
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. By combining the windowing 

and time domain aliasing operations and integrating the delay z
-1

 of one 

block of M samples, equation (3.32) results in: 
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           (3.33) 

 

In this polyphase decomposition of the MDCT, it appears clearly that con-

secutive frames can be first processed by the windowing and time domain 

aliasing operations before applying the DCTIV. The inverse MDCT can be 

defined similarly by using the operations in the reversed order. 

3.1.2 Extended Lapped Transform (ELT) 

The extended version of the modified discrete cosine transform (MDCT) is 

now reviewed. It gives more flexibility on transform prototype or window 

design at the cost of additional constraints for the perfect reconstruction. 

The Extended Lapped Transform (ELT) has been introduced and exten-

sively studied in [Malvar 91, Malvar 92a, Malvar 92b]. This increased 

flexibility on the design of filter prototype, allowing for better filtering per-

formance with longer windows and larger overlap region. In order to obtain 

better performance, the size of the prototype and basis functions of the 

transform is increased to a length L > 2M. Actually, the ELT uses a larger 
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Figure 28 – ELT 

 

Figure 28 illustrates the ELT prototypes 

m=1 corresponds to the case of the normal MDCT. The other values give an 

indication of the prototype shape when increasing the length. They tend to 
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block overlap of length L = KM, with the overlapping factor m
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1 and n = 0,.., M/2 - 1. It should be noted that when 

the ELT is reduced to a simple MDCT and the conditions on the window 

(3.5) can be deducted from equation (3.35). However, no simple analytic 

formulation of the ELT analysis and synthesis windows exists. In

has provided several optimization techniques in order to

design the appropriate windows.  
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reproduce a sinc function. However, the case m=2 (K=4) is limited and 

does not provide a significant improvement. 

3.1.3 Low Delay Transform 

In a normal MDCT processing with M frequency coefficients, the corre-

sponding algorithmic delay is defined as 2M - 1. This delay represents the 

algorithmic delay associated with a filtering operation for a filter of length 

2M. The ELT uses a longer window for better performance at the cost of an 

additional algorithmic delay that depends on the factor K. In order to re-

duce the overall delay while keeping the advantage of the ELT, bi-

orthogonal versions of the modulated filter banks have been considered. 

These filter banks are based on a decomposition of the filter bank structure 

into a discrete cosine transform of type IV (DCTIV) and a cascade of pre-

processing steps as described in equation (3.33). Based on a polyphase rep-

resentation of the filter bank, the pre-processing can be decomposed in sev-

eral basic matrices named maximum delay, zero delay and diagonal factor 

matrices. This general structure has been introduced in [Schuller 00].  

As an introduction to this generalization, the following notations are used. 

First, the following convention is used. The zero delay matrices are defined 

as: 

 

( ) ( ) 1
0 /2 1, , ,0, ,0i i

i Mz l l z−
−= +L J diag … …                                (3.36) 

 

where 0 /2 1, ,i i
Ml l −… are real coefficients. The inverse matrix is noted: 

 

( ) ( )1 1
/2 1 00, ,0, , ,i i

i Mz l l z− −
−= −L J diag … …                                (3.37) 

 

It must be noted that cascading the zero delay matrix with its inverse does 

not introduce any additional delay. Hence, the zero delay matrices can be 

used to increase the filter length without any impact on the system delay. 

The maximum delay matrix is defined by: 

 

( )1 1
i z z− −⋅L                                                                (3.38) 

 

and its inverse matrix is noted: 

 

( )1 1 1
i z z− − −⋅L                                                               (3.39) 

 

As opposed to the zero delay matrices, the cascade of the maximum delay 

matrix with its inverse introduces an additional delay of z
-2

. 

Finally, the diagonal matrix is defined by: 
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( )0 1, , Md d −=D diag …                                                       (3.40) 

 

with d0,…,dM-1 being real coefficients. Based on this notation, a general-

ized presentation of the filter banks using the windowing and time domain 

aliasing stages (3.33) has been proposed by [Schuller 00]. The windowing 

and time domain aliasing stages are defined by: 
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where ν is the number of zero delay matrices and µ is the number of maxi-

mum delay matrices. The inverse windowing and timed domain aliasing 

stage is then expressed by: 
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1 1 1 1 1 1
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µ

− −
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Based on this formulation of the windowing and time domain aliasing 

stages of the analysis and synthesis filter banks, [Schuller 00] has derived a 

wide range of low delay filter banks that are particularly relevant for low 

delay audio coding. 

A specific case of the low delay transform is now considered as defined by 

[Schuller 00], with a window length L=KM=4M. This case has been used as 

it gives a good trade-off between a longer window for improved perform-

ance and a reasonable size in terms of design and complexity. The case of 

an asymmetric window defined in [Schuller 00] for low delay filter banks 

is studied. It should be noted that the modulation in the literature is differ-

ent from the original MDCT basis functions and is defined by: 

 

,

1 1
cos

2 2 2k n

M
n k

M
c

π   = − + +   
   

                                      (3.43) 

 

Concretely, the function is simply time-reversed with opposite sign com-

pared to (3.34). The long asymmetric window is given for K=4, L=KM. An 

example of long window is given on Figure 29 with L=KM=4×512=2048. 

In this example, w(n) represents the synthesis window as used in the litera-

ture. 
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Figure 29 – Prototype of low delay synthesis window for L=KM=4×512=2048. 

 

The analysis filter bank or direct low delay transform corresponding to a 

long window can be written as: 
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for 0 ≤ k ≤ M-1. 

The synthesis filter bank or inverse low delay transform is then defined by: 
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for 0 ≤ n ≤ 4M-1. 

The reconstructed signal 
,

ˆ
t n

x is then obtained by overlap-add operation of 

the four elements coming from the three past blocks and the current block. 

Hence, the reconstructed signal can be expressed based the following equa-

tion: 

 

, , 1, 2, 2 3, 3
ˆ

t n t n t n M t n M t n Mx x x x x− + − + − += + + +ɶ ɶ ɶ ɶ                                    (3.46) 

 

for 0 ≤ n ≤ M-1. 

The analysis window is defined as the time reversed version of the synthe-

sis window w(n) for 0 ≤ n ≤ 4M-1.  
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Figure 30 – Comparison of the frequency response of the sine window for the 

length 2M = 1024 (blue) with the low delay window of length L = 4M = 2048 

(red) 

 

The comparison of the frequency responses of the traditional sine window 

of length 2M and the low delay new prototype window with length 4M is il-

lustrated in Figure 30. The main lobe is slightly larger for the low delay 

window and the attenuation of the second and third lobes is slightly de-

graded compared to the sine window. However, the stop-band attenuation 

of the low delay window is optimized to offer similar performance. 

It should be noted that the similarity in the construction of the low delay 

transform with MDCT allows using the same fast algorithms [Malvar 90, 

Duhamel 91]. Indeed, the longer prototype does not influence much the ef-

ficiency of those algorithms as the windowing operation is separated from 

the core transform which can use either an FFT or a DCTIV implementa-

tion. Only the complexity of the windowing operations is slightly increased 

by the length of the window but the core of the algorithm is unchanged. 

Malvar [Malvar 92b] estimates the complexity in terms of, respectively, 

number of additions and multiplications as: 

• Mul(M,K) = M/2 (2K + log2(M) + 3) 

• Add(M,K) = M/2 (2K + 3log2(M) + 1) 

Hence, increasing the prototype from 2M to 4M leads to M/2 additional ad-

ditions and multiplications. 

 

0 0.05 0.1 0.15
-40

-35

-30

-25

-20

-15

-10

-5

0

5



 

80 

 

3.2 Time Varying Transform 

As introduced in 2.2.1.3, the human auditory system is sensitive to rapid 

change of energy in the time envelope of a sound. In order to avoid tempo-

ral unmasking artefacts (e.g. pre-echo), the simplest solution consists in re-

ducing the transform size. For instance, one can choose a transform size of 

M=128 at 48 kHz. However, even if this reduces the problem introduced by 

the transient signals, it also dramatically reduces the efficiency of a coding 

system for stationary sounds. To overcome this problem, two main solu-

tions have been studied.  

• The first technique adapts the time/frequency resolution of the 

MDCT over time. It has been proposed in [Edler 89] to reduce the 

temporal support of the MDCT when a transient is detected. This 

technique requires an adaptation of the window length which is re-

ferred as block or window switching.  

• A second technique uses frequency domain linear prediction to de-

rive the time envelope in the frequency domain and is known as 

temporal noise shaping (TNS). 

Those two techniques are widely used in audio coding standards as they 

significantly contribute to the quality of such audio coding schemes for 

transient signals. This characteristic makes them particularly attractive for 

this thesis which targets to adapt high quality audio coding to low delay 

applications.  

3.2.1 Block switching for MDCT 

In order to change the temporal support of the MDCT, a shorter window is 

used. The number of frequency components is then reduced, and thus both 

time and frequency resolutions are adapted to the signal content. As the 

MDCT can switch between transform sizes over time, this technique is 

known as block switching or window switching [Edler 89] and is related to 

the time varying filter bank theory.  

Let us consider a transition from a MDCT of size M to a smaller size Ms. 

This configuration is widely used in MPEG audio coding such to isolate 

transients for signal exhibiting percussive sounds as shown in Figure 2. A 

long transform with M (i.e. M = 1024) is normally used for the audio signal 

which is considered as pseudo-stationary as illustrated in the first window 

(0,…,2M - 1) of Figure 31 and in Figure 32 (a). Transient sounds such as 

attacks (e.g. castanets, speech plosives) are processed with several succes-

sive short MDCT of smaller size Ms (i.e. eight short MDCT of size Ms 

=128, the AAC framing of 1024 is therefore kept) as is illustrated in Figure 

31 after 2M samples and in Figure 32 (d). 



 

81 

 

 

 
 

Figure 31 – Combination of windows: long window, transition window (dashed 

line), and eight short windows 

 

In order to maintain the PR property, care has to be taken when the MDCT 

size changes. In [Edler 89], the author proposes a solution for maintaining 

PR using transition windows. During those transition frames, in attack an-

ticipation, a transform of size M is performed with special asymmetric 

weighting windows. They are designed for the transition between long and 

short windows and vice versa. Those windows are illustrated on Figure 31, 

the window represented in dash line between samples M and 3M is the tran-

sition window from long to short size.  

Transition windows are made of four portions:  

1. In order to cancel the time domain aliasing with the preceding long 

window, the transition window uses the long weighting function in 

its first half.  

2. The second portion contains a flat portion, i.e. a constant gain. 

3. It is followed by the second half of the short weighting function.  

4. Finally a zero tail is added in the zone handled by the short window 

sequence.  

The first half of the short window is centred in the second half of the tran-

sition window to ensure that time aliasing components can be cancelled by 

the first short window. 

The two transition windows are also shown on Figure 32 (b) and (c), which 

represent the transition between a long window and the series of short win-

dows wLS and between the series of short windows and a long window wSL 

respectively. Using this simple construction method, the aliasing compo-

nents are cancelled. The equations corresponding to the transition windows 

are given in equations (3.47) and (3.48): 
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( ) ( )2 1SL LSw n w M n= − −                                                  (3.48) 

 
Figure 32 – Long window (a), Transition windows (b) and (c), and Short 

window 

The transition windows, which are represented in Figure 32 (b) and (c), of-

fer a lower stop-band attenuation compared to long window. However, it 

should be noted that the main purpose of those windows is to avoid tempo-

rally spreading of the quantization noise.  

3.2.2 Look ahead and time delay for transform 

Using such block switching method, transitions between long and short 

blocks have to be anticipated since transition windows need to be inserted 

prior to the series of short windows in order to keep the PR property. This 
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anticipation comes at the price of an additional delay due to the necessary 

look-ahead: in the example presented in Figure 31, the switching from long 

to short windows is based on the knowledge of M/2+Ms/2 samples ahead of 

the sample 3M.  

Suppose an attack is present just after sample 3M on Figure 31: this attack 

can be detected only when the frame containing the samples 3M to 4M is 

provided to the encoder. In order to have shorter windows in the sample 

range, a transition window in the 2M to 3M range is therefore required to 

ensure appropriate reconstruction. While this transient was unknown by the 

encoder, it is impossible to insert such transition window if the attack is not 

anticipated through a look-ahead buffer. 

  

The block switching technique inherently increases the coding delay. As 

described in this section, this technique requires an additional delay added 

to a system that would only operate with long block transform. Depending 

on the position of attacks (or transients) in the input segment, two different 

scenarios must be identified. The first one does not necessarily require the 

introduction of an additional delay, whereas in the second scenario this 

minimum additional M/2+Ms/2 samples delay is absolutely necessary in or-

der to obtain the best efficiency of the block switching technique. 

 

In Figures 33 and 34, the possible timing scenario for window transitions is 

illustrated. Five frames are shown, a long window is first selected between 

0 and 2M-1, and then a transition window (long to short) spanning from M 

to 3M-1, a short windows sequence and finally another transition window 

(short to long). A sharp attack is detected around sample tatt, as such it is 

processed by a short windows sequence to adapt to the signal transient na-

ture.  

In order to illustrate the two scenarios, the current frame is defined as the 

central frame on both Figures 33 and 34. In Figure 33, since the attack 

arises in the current frame (between samples 2M and 3M), it can be directly 

detected and the transition window (long to short window) can adequately 

be inserted to anticipate this window switching. In this case, no look-ahead 

is necessary. 
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Figure 33 – Timing for transition window insertion: the attack arises at the 

end of the current frame; transition window can be selected when samples 

2M to 3M are processed. 

 

As opposed to Figure 33, Figure 34 presents the case where an attack oc-

curs at the beginning of the next frame. In this second scenario, the proc-

essing algorithm must select the window which should be applied in the 

current frame, more precisely on the samples between M and 3M, due to the 

overlap of the MDCT. In order to process the attack with a short windows 

sequence, the processing algorithm must anticipate the transient, and a 

transition window needs to be selected in the current frame. This cannot be 

done without the knowledge of the audio content for the following samples 

that leads to an additional look-ahead buffer. This look ahead buffer for-

mally needs to be composed of at least (M+Ms)/2 samples. 

 

This paragraph has presented the necessity to use a look-ahead buffer in 

order to detect the transient part of the signal in advance and to allow the 

insertion of a transition window in the MDCT processing, prior to the at-

tack position tatt. This minimum look-ahead buffer is (M+Ms)/2 samples 

long in the optimum case when the attack detection algorithm can instanta-

neously detect a transient (in a sample by sample processing). This addi-

tional delay, which is due to the look-ahead, is not suitable for communica-

tion codecs where the overall delay is kept as low as possible to enhance 

the interactivity. Indeed, with such additional constraint of look-ahead, the 

total algorithmic delay of the system would be increase from 2M to 

(5M+Ms)/2, which is significant for low delay application. 

Consequently, block switching has not been used in low delay perceptual 

audio coder in order not to introduce this additional source of delay. This 
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limitation results in a suboptimal quality compared to a coding scheme that 

would have been allowed to adapt the time frequency resolution. 

 
Figure 34 – Timing for transition window insertion: the attack arises in the next 

frame; without look-ahead buffer the transition window cannot be anticipated. 

 

It should be noted that the transition from short to long windows does not 

introduce extra delay in the normal operating mode. Hence, only the transi-

tion from long to short window particularly needs to be adapted for low de-

lay applications. 

3.2.3 Temporal Noise Shaping 

An alternative approach can be used in order to overcome the problem of 

pre-echo in transform coder. In [Herre 96] and [Herre 97], a solution has 

been proposed to reduce pre-echo artefacts based on the application of lin-

ear prediction in the frequency domain. For a transient signal, the spectrum 

is relatively flat, which reduces the efficiency of entropy coding tech-

niques. In [Herre 96], the authors proposed to use the time-frequency dual-

ity of the linear prediction and to represent a time envelope adapted proc-

essing by applying a forward adaptive linear predictive coding (LPC) on 

the MDCT coefficient. This method is called Temporal Noise Shaping 

(TNS) as it allows a reshaping of the quantization noise in the time domain 

based on the linear prediction filter obtained in the frequency domain. The 

temporal structure of the quantization noise follows the signal more closely 

such that the quantization noise is shaped to lie in the most energetic part 

of the signal. 

The TNS typically uses a Levinson-Durbin algorithm to compute the linear 

prediction filter coefficients (LPC) based on the autocorrelation function of 

the spectral coefficients as presented in [Makhoul 75]. Makhoul has pre-
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sented the application of linear prediction to represent the spectral enve-

lope. He has also shown that the LPC can be directly computed based on 

the DFT spectrum. However, the purpose was always to define the fre-

quency envelope. 

The filter order typically ranges between 4 and 12 to obtain a sufficiently 

reliable temporal envelope. In audio coding schemes, the TNS is usually 

used in combination with MDCT. As opposed to the use of the DFT, the 

MDCT introduces time domain aliasing. The use of LPC in the MDCT do-

main leads to a shaped quantization noise which appears mirrored in both 

left and right window half. In order to reduce this effect, one can use the 

low-overlap window as introduced in 3.1.1.1 which limits the length of the 

overlap region and then the impact of the time domain aliasing on the tem-

poral envelope definition using a linear prediction filter. However, the low-

overlap window offers a lower selectivity and stop-band attenuation which 

reduces the performance of the coding scheme for stationary signals. 

In [Herre 97], the use of the TNS in combination with the MDCT is pre-

sented as a continuously signal-adaptive filter bank allowing to control the 

time and frequency structure of the quantization noise. 

 

3.3 Conclusion 

Chapter 3 has introduced the MDCT definition and its matrix notation. 

Moreover, the ELT and the low delay transform have been presented. They 

are based on longer prototypes and the latter one offers the possibility to 

reduce the algorithmic delay compared to the MDCT. The time-varying 

transforms have also been briefly described as they clearly contribute to the 

performance of audio coding in presence of transient signals. The block 

switching and TNS tools have been widely used in audio coding scheme to 

improve the quality of transient coding. The block switching offers a time-

frequency resolution adaptation, but has not been used for low delay appli-

cation as it requires an additional look-ahead to detect the attack and an-

ticipate the resolution change. Nevertheless, the block switching would 

definitely contribute to improve the quality if it could be adapted to low de-

lay audio coding. 
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Chapter 4  

 

Advanced transform for low delay au-

dio coding 
 

In Chapter 3, the bases of the transform for audio coding have been intro-

duced. The following sections present the main contributions of the thesis. 

The low delay block switching method is presented. It has been developed 

for improving transient signals in a low delay audio coding scheme. This 

method has then been extended to the low delay transform with a longer 

prototype.  

The method has been generalized to seamless reconstruction of the transi-

tions between all kinds of MDCT windows. This seamless reconstruction 

allows to change the transform window frame-by-frame without consider-

ing the previous or the following frame. This extension of the concept can 

be of course combined with the low delay block switching which is first in-

troduced.  

Finally, the relaxed definition of the perfect reconstruction property with 

MDCT led to the general definition of analysis and synthesis windows. 

From this general definition, the design of a new family of low delay win-

dows for MDCT transform has been derived. 

 

 

4.1 Low Delay Block Switching for MDCT 

A contribution of this thesis is now presented. An adaptation of the block 

switching method has been developed for its application to low delay trans-

form coding. This method is based on the traditional block switching that 

has been introduced in [Edler 89] and presented in 3.2.1. In order to over-

come the problem of additional delay which is required for the transient de-

tection, the proposed method uses a direct transition between long and 
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short windows for the direct MDCT and the perfect reconstruction is main-

tained in the inverse MDCT using a modified reconstruction method. 

Consequently, the best quality can be achieved through block switching 

without requiring additional delay. 

4.1.1 Low delay transition 

In order to avoid additional look-ahead that increases the codec algorithmic 

delay and then generally prevents the use of block switching for low delay 

processing, a specific transition scheme is necessary. A general solution al-

lowing the direct transition between two different MDCT sizes is pre-

sented. Using this method, the coding delay, introduced by the window 

switching method with the transient detection algorithm, is removed. This 

technique can be applied to low delay communication codecs such as 

MPEG-4 Low Delay AAC [Allamanche 99] or Enhanced Low Delay AAC 

[Schnell 08] as it will be described in Chapter 5. It is demonstrated that the 

additional look-ahead, which is usually required for the transient detection, 

can be avoided, as such permitting window switching even for low delay 

communication audio codecs. 

The solution can be expressed as a post-processing operation in the inverse 

MDCT, called compensation, while the direct transform directly switches 

from long to short resolution, i.e. without transition window. The inverse 

transform is followed by this specific post-processing operation that re-

moves the time aliasing components as shown in section 4.1.3. Conse-

quently, PR can still be achieved.  

The compensation windows, which replace the traditional synthesis win-

dow in the inverse MDCT to cancel the time domain aliasing terms is de-

scribed in section 4.1.4 and the associated compensation algorithm is pre-

sented in 4.1.5. Finally, the complexity of the proposed method is evalu-

ated in section 4.1.5. 

4.1.2 Equivalent long transform for the shorter MDCT 

Based on the MDCT matrix notation which has been introduced in 3.1.1.2, 

it is demonstrated that low delay block switching can be achieved. As given 

in equation (3.17), a frame t-1 is processed using a long window of size 

2M. The next frame (and the next transform), at frame t, is processed with 

eight short transforms of size Ms as done in the normal block-switching al-

gorithm. The only difference is that the transition window step is skipped. 

The direct and inverse MDCT with short windows is similar to the long 

window processing of equation (3.11) and (3.16) with a reduced number of 

sub-band called Ms and applied eight times for processing the 2M samples 

of the past and current frames. In order to represent the eight short win-

dows processing using a normal MDCT representation which is based on 

the M samples overlap between two consecutive windows, transform matrix 
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Ps is introduced. It is the equivalent M size matrix formulation for those 

eight short blocks. The transform matrix of eight short windows can be 

written in a P matrix fashion. 

 

2 2 M M
t tt = T

s sx P P xɶ                                                            (4.01) 

 

As defined in equation (3.19), the direct and inverse transform operations 

using the eight short windows can be written as: 

                   

      
 
 
  

= s0T
s s

s1

U 0
P P

0 U
                                                       (4.02) 

 

where the two sub-matrices Us0 and Us1 are defined in equations (4.03) and 

(4.04). It must be noted that in both matrixes, the time domain aliasing is 

limited to a size Ms in the central part of the matrix. On the other hand, the 

signal can be directly reconstructed by the direct and inverse transform 

without the need of overlap and add operation for (M-Ms)/2 samples. The 

two parts of the transform matrix are given by: 
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                         (4.03) 

 

and 

 

           ( )( ) ( )
2

, ,

2

s s

s

M Ms s

s

M M

M M

M M

−

−

 
 
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+ 
 
 
 

s ss1 I J

I 0 0

U = 0 diag w diag w 0

0 0 0

                      (4.04) 

 

Where ws is the short window used for the series of eight short MDCT 

transform and where ws,0 and ws,Ms represents the first half and the second 

half of the short window respectively. The eight short windows are repre-

sented by an equivalent long window, encompassing a 2M time-frame, 

given in Figure 35. It should be noted that this representation highlights the 

equivalence between the series of short windows and the low-overlap win-

dow which is defined in equation (3.10) if the overlap size is chosen to be 

identical Ms = M / 2. The direct transition between a long sine window and 

eight short windows can also be seen as a direct transition between a long 

sine window and the low-overlap window of the same size. 
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Figure 35 – Eight short windows, each of size 2Ms (dashed line), and the equiva-

lent 2M size window (solid line). 
 

4.1.3 Perfect reconstruction during resolution changes 

A demonstration that even during direct transition from long to short trans-

forms, the time aliasing can be suppressed using two appropriate weighting 

functions w1 and w2 applied after inverse transformation is now performed. 

This operation is called compensation. 

It can be seen from equations (4.03) and (4.04) that the central (M - Ms) 

samples of the input vector 
2M
tx  are directly recovered from the combined 

operation of direct and inverse transform: both Us0 and Us1 contain a por-

tion of identity matrix which provides this direct reconstruction of the input 

signal. Hence, only the (M + Ms)/2 first elements need a post-processing 

operation to ensure the perfect reconstruction through the time aliasing 

cancellation. Indeed, the overlap of the two consecutive blocks does not di-

rectly lead to the time aliasing cancellation since the direct transforms are 

not based on the same window and the time aliasing components are shaped 

differently. This mismatch between time aliasing components can be repre-

sented by: 

 

M≠s1 0
U +U I                                                       (4.05) 

 

However, if an appropriate set of weighting functions w1 and w2 is intro-

duced, along with an anti–aliasing matrix A, the PR can be obtained 

through: 

 

( ) ( ) Ms1 1 2 0
diag w U +diag w AU = I                                  (4.06) 

 

The M × M matrix A aims at cancelling the time aliasing terms: 
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Equation (4.06) can be rewritten in a similar way to equations (3.28) and 

(3.29) to define the new PR conditions. Those two new PR equations lead 

the definition of the new post-processing weighting functions: 

 

( ) ( ) ( )

( ) ( ) ( )

1

2 ,0 ,0

M M M

+

−

 
  =
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sM M

2
s s

diag w diag w J diag w

0 J
diag w diag w diag w 0

0 0

                          (4.08) 

and 
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M M

M
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  =
  

s

s s
M M

2

diag w diag w diag w

0 0
diag w diag w diag w I0 I

                       (4.09) 

 

This system is solved in w1 and w2 by a set of 2M linear equations with 2M 

unknown variables. As a result, the analytical expressions of w1 and w2 can 

be obtained as functions of w and ws and more specifically as a function of 

the second half of the long window wM and the first half of the short win-

dow ws,0. 

4.1.4 Compensation windows 

The two equations (4.08) and (4.09) are used to define the post-processing 

weighting functions performed after the inverse MDCT. This post-

processing operation is decomposed in three parts.  

The first part is used to cancel the aliasing generated by the long window 

and where there is no direct overlap with the short windows. In this region, 

the two weighting functions w1 and w2 are given by:  

 

( )
( )1 2

1
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w M n
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+
, ( )

( )
( )2 n
w n

w
w M n

= −
+

                                     (4.10) 

 

for 
( )

0 1
2

sM M
n

−
≤ ≤ − .  

As observed in (4.08), w2 is applied on the time-reversed synthesized signal 

coming from the sequence of short windows. 

The second part represents the direct overlap between the long and the first 

short window. Compensation is used to cancel the different weights which 

have been applied to the aliasing: 
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( ) ( )
( )2

1s sw M m
w n

d n

− −
=                                                     (4.11) 

 

for 1
2 2

s sM M M M
n −

− +≤ ≤ , with 

 

( ) ( ) ( ) ( )  1 1  1
2 2

s s
s s
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    

            

(4.12) 

 

Finally, in the last region, the reconstruction is directly obtained from the 

short windows only.  

It comes that w1(n)=0 and w2(n)=1 for ( ) 2 1sM M n M+ ≤ ≤ − . These com-

pensation windows can be directly integrated in the synthesis process in 

order to reduce the complexity. In that case, new synthesis windows are 

used in case of direct transition between long and short windows. 

 

4.1.5 Compensation algorithm 

Using the sample notation of the overlap and add as defined in (3.4), the 

compensation algorithm of equation (4.06) is split in two parts. The first 

part relates to the reconstruction of the samples in the interval 0 ≤ n < (M - 

Ms)/2 using the compensation windows as defined in (4.10), and is ex-

pressed by:  

 

, 1, 1, 2, , 1ˆ ˆt n n t n M n t M nx w x w x− + − −= +ɶ                                              (4.13) 

 

where 1,t n Mx − +ɶ are recovered from the previous long window transform, and 

, 1ˆt M nx − −  represents the reconstructed signal obtained from the eight overlap-

ping short windows. 

The second part of the algorithm deals with the samples (M - Ms)/2 ≤ n ≤ 

(M + Ms)/2 - 1. In this case, the reconstruction is based on the compensa-

tion windows defined in (4.11) and is given by: 

 

, 1, 1, 2 , ,ˆ s
t n n t n M n t nx w x w x− += +ɶ ɶ                                           (4.14) 

 

with ,
s
t nxɶ  representing the inverse transform of the first (over eight) short 

block. 

 

The new synthesis windows can be defined as the multiplication of the 

normal synthesis windows by the compensation windows. These new win-

dows allow to obtain a complexity similar to the normal synthesis. Figure 
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36 illustrates the different cases of transitions with the known windows (a) 

and (b), and the new synthesis windows with the compensation algorithm 

in (c). Figure 36 (a) represents the traditional block-switching configura-

tion with the transition window between the long and the short windows. 

Figure 36 (b) shows the direct transition between long and short windows 

which is applied in the direct transform whereas Figure 36 (c) shows the 

equivalent windows used for the inverse transform. These windows directly 

replace the traditional synthesis windows in the inverse transform step and 

directly integrate the compensation windows.  

It can be seen from equations (4.10) and (4.11), that the post processing in-

tegrates the cancellation of the windows which are normally used for the 

inverse transform. Hence, combining the inverse transform and the post 

processing is simple. These combined weighting functions lead to a com-

plexity decrease compared to a separate post processing application. The 

computational complexity of the low delay block switching becomes iden-

tical to the normal block-switching which does not lead to complexity in-

crease compared to long window synthesis. 

 
Figure 36 – Illustration of various window transitions. (a) Traditional window 

sequence: long window, long-short transition window (dashed line), eight short 

windows. (b) Direct transition between long (dashed line) and short (solid line) 

windows for the direct transform. (c) Compensation scheme for the inverse 

transform: in dashed line, the modified part of the long and first short window. 
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As described above, the proposed low delay block switching essentially re-

lies on a compensation scheme in the inverse transform. Hence, the com-

pensation scheme acts as the traditional window weighting and just re-

places the original synthesis windows by the new weighting functions. It 

should be noted that no special care has to be taken to the analysis (encod-

ing) stage, only the synthesis (decoding) side is affected by the proposed 

method. The encoder can select for the current block the most appropriate 

window (long or short) without the introduction of the transition window in 

between.  

 

4.1.6 Low delay block switching behavior in audio coding 

Some objective results of the performance of the low delay block switching 

are now presented. First, Figure 37 shows the window shape for the normal 

long window, the traditional transition window as introduced in 3.2.1 and 

finally the newly introduced synthesis window for the low delay block 

switching method are plotted on the left side. The corresponding frequency 

responses are represented on the right side. It can be seen from Figure 37 

that the main difference between the transition window (b) and the low de-

lay block switching synthesis window (c) lies between the samples M and 

(3M+Ms)/2. The peak, which is introduced in (c), results in a slightly worse 

frequency response of the synthesis window. Note that this frequency 

spreading only appears at the synthesis stage, it only affects the noise 

smearing and not the energy compaction at the encoder side. 

 

The frequency responses of the transition window and the low delay block 

switching synthesis window are further superimposed in Figures 38 and 39. 

The second lobe attenuation is reduced by 2 dB for the new synthesis win-

dow. However, Figure 39 indicates that there is no strong performance dif-

ference between the two windows in the stop-band attenuation. It should be 

noted that one additional advantage of the low delay block switching is that 

the direct transform uses a normal sine window. Hence, the coding stage is 

performed based on a more accurate frequency representation of the audio 

signal. Indeed the sine window offers a better selectivity and a better stop-

band attenuation which is particularly important for the allocation step 

where the perceptual relevance of each sub-band is used. 
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Figure 37 – Long sine window (a), Transition window (b) and Low delay 

block switching synthesis window (c) 

 

 
Figure 38 – Frequency responses (between the normalized frequencies 0 

and 0.1) of transition window (in black) and low delay block switching 

synthesis window (in red) 
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Figure 39 – Frequency responses (between the normalized frequencies 0 

and 0.5) of transition window (in black) and low delay block switching 

synthesis window (in red) 

 

In order to evaluate the influence of the quantization stage in the recon-

struction of the audio signal using the low delay block switching, an ex-

periment is conducted consisting in the superposition of white quantization 

noise to the transform coefficients and in performing the inverse transform 

followed by the overlap and add operation. 

Figures 40 and 41 illustrate the results of this experiment for the long and 

the short windows respectively. It can be seen on Figure 40, that the tempo-

ral noise profile follows the synthesis window shape as shown on Figure 37 

(c). In this experiment, no quantization noise has been introduced in the 

short windows, so we can then see the quantization noise brought by the 

long window shape after reconstruction. Figures 40 and 41 have been ob-

tained by averaging the error after reconstruction over a large number of 

simulations with the injected quantization noise being a random noise. 
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Figure 40 – Illustration of noise injection in long window for low delay block 

switching.  

 

Figure 41 illustrates the noise profile for the short windows after recon-

struction. The quantization noise introduced by each window is represented 

with a different colour. It can be seen that the fifth short window (labelled 

slot 4) is the first window to introduce some noise during the reconstruc-

tion. It is followed by the fourth (slot 3), the third (slot2), the second (slot 

1) and finally the first short window. The noise energy increases with time 

to reach the maximum energy for the first window (slot 0).  

It should be noted that the noise introduced by the short windows four and 

five have a very limited energy in the overlapping region which leads to 

very small perceptual quality impact. Only the three first windows have 

significant energy to potentially introduce some artefacts. However, the 

quantization noise of the first short windows will influence the audio qual-

ity and generate some pre-echo only if the transient lies in one of them. In 

that case, the transient being sufficiently early in the first part of block, a 

good block switching algorithm would avoid the use of the low delay block 

switching and introduce a transition window as traditionally used in block 

switching without the need of additional look-ahead. In case the transient is 

positioned in one of the window from 4 to 8, the low delay block switching 

is particularly adapted and the quantization noise which is introduced ahead 

of the transient is very limited, reducing the risk of perceived pre-echo ar-

tefacts. 
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Figure 41 – Illustration of noise injection in short windows for low delay block 

switching. 

 

4.2 Low Delay Block Switching for Low Delay 
Transform 

The low delay block switching can also be adapted to the low delay trans-

form and furthermore for switching between transform families. In this sec-

tion, a possible transition between long and short window is presented, 

where the long window is defined as a low delay transform according to the 

design method introduced in 3.1.3. The size of the long window is defined 

as L=KM=4M and the size of the short window is defined as Ls=KsMs with 

Ks=2. 

It can be noticed that the overlap factor K is different for the two block 

sizes. There is no particular interest to keep the same low delay transform 

prototype and overlap factor for the short block. The shorter length aims at 

providing a better time localization. Hence, improving the frequency reso-

lution at the cost of this longer prototype would introduce the risk to spread 

the quantization noise on a longer temporal support in the transient region 

with the risk of unmasking this noise. As the main objective is to obtain a 

better temporal resolution, a different shape is selected. Hence our choice is 

a traditional symmetric short window with for instance Ks=2, Ls=KsMs. Fol-

lowing the example introduced in 3.1.3, the size of long prototype window 

is KM=4×512 and the short window is KsMs=2×64. The transition consists 

then in a direct transition between a long extended MDCT window and a 

traditional symmetric short MDCT window. 

4.2.1 Short transform definition                                    

The short window transform is defined based on the same modulation as 

the low delay transform, allowing to obtain compatible time aliasing. This 

change corresponds to a time-reverse modulation compared to the MDCT 
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modulation. The transform coefficients for the short blocks are then given 

by: 
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∑   (4.15) 

 

for 0 ≤ k ≤ Ms-1 and with ( )sw n  being the short symmetric analysis win-

dow. m represents the index of the short window in the group of eight short 

windows [ ]0, 7m ∈  as defined in the normal block switching 3.2.1.  

The corresponding inverse transform is given for each short block by: 
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for 0 ≤ n ≤ 2Ms-1. 

The reconstructed signal xt,n is obtained by the overlap and add operation of 

two elements coming from two short inverse transforms (Ks=2). The recon-

structed signal obtained by the overlap of two consecutive short blocks is 

given by the following equation: 

 

( ), , , 1
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s s s

M M M M M M
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x xx + + −
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= +ɶ ɶ                                (4.17) 

 

for 0 ≤ n ≤ Ms-1. 

In this specific combination of short and long windows, the short window 

is defined as symmetric, which means that both analysis and synthesis win-

dows are identical. Moreover the selected short window shape must satisfy 

the Perfect Reconstruction property. The usual sine window is then se-

lected, and its definition is given by: 

 

( ) ( )sin 0.5
2

s

S

w n n
M

π 
= + 

 
                                                 (4.18) 

 

for 0 ≤ n ≤ 2Ms-1. 

All the standard symmetric window shapes presented in 3.1.1 can of course 

be substituted to the sine window. The more accurate temporal resolution is 

obtained by the reduction of the block size. In order to still preserve the 

frequency selectivity of the short block transform, a sine or KBD windows 

should be used as short window. 
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4.2.2 Low delay transition with different overlap ratio                

In this paragraph, the procedure used to determine the shape of the long 

and short synthesis windows in case of low delay transition between long 

and short windows is presented. This procedure is an extension of the pre-

viously presented transition between symmetric long and short windows. It 

leads to the insertion of transition windows.  

Based on the low delay synthesis window w, the transition windows 

(LONG_START synthesis window wsynSTART and LONG_STOP synthesis 

window wsynSTOP) are defined as: 
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The corresponding transition synthesis windows are presented in Figure 42. 

The transition analysis window are defined as wsynSTART = wanaSTOP and wsyn-

STOP  = wanaSTART. 
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Figure 42 – LONG_START synthesis window wsynSTART (a), LONG_STOP syn-

thesis window wsynSTOP (b) 

 

In the following, the matrix notation is used as it represents the overlap op-

eration in a compact fashion. Based on the previous definition of the direct 

transform in 3.1.3, the 4M × M modulation matrix for the long transform is 

defined as: 
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− − − −

 
 
 =
 
 
 

T

⋯

⋮

⋮ ⋱ ⋮

⋯ ⋯

                                        (4.21) 

 

with the modulation function being defined as: 

 

,

1 1
2 cos

2 2 2
k n

M
t n k

M

π   = − ⋅ − + +   
   

                                      (4.22) 

 

for 0 ≤ k ≤ M-1 and -2M ≤ n ≤ 2M-1. 

The corresponding modulation matrix for the long inverse transform is then 

given by: 

 

0,0 0,1 0, 1

1,0 1,1

4 1,0 4 1, 1

inv inv inv

M

inv inv

inv

inv inv

M M M

t t t

t t

t t

−

− − −

 
 
 =
 
 
  

T

⋯

⋮

⋮ ⋱ ⋮

⋯ ⋯

                                             (4.23) 

 

0 M-1 2M-1 3M-1 4M-1

0

0.5

1

(a)

0 M-1 2M-1 3M-1 4M-1

0

0.5

1

(b)



 

103 

 

 

with the modulation function for this inverse transform being defined as: 

 

,

,

,

1 1 1
cos

2 2 2

2

inv

n k

k ninv

n k

M
t n k

M M

t
t

M

π   = − ⋅ − + +   
   

=

                                    (4.24) 

 

for 0 ≤ n ≤ 4M-1 and 0 ≤ k ≤ M-1. 

 

Following the convention as previously introduced in section 3.1.1.2, the 

notation of the input time signal of the direct transform is noted: 

 

( ) ( ) ( ), 1 ,..., 1
TKM

t
x tM x tM x tM KM= + + −  x                             (4.25) 

 

The reconstructed signal obtained after the consecutive direct and inverse 

transform operations without overlap and add is given by: 

 

( ) ( )4 4

2. . . . .M inv M

t t−=x diag w T T diag J w xɶ                                       (4.26) 

 

J.w represents the time-reversed version of the window w as expressed in 

the equations (3.44) and (3.45). 

The matrix representing the combination of direct and inverse modulation 

is given by the product T
inv

.T which can be rewritten using the cosine func-

tions orthogonality: 

 

.

M M

M

M M

M Minv

M M M M

M M M M

M

− − 
 − + =
 + − −
 

− − + 

+

−

I J 0 0

0 I J 0
T T

I J 0 I J 0

0 I J 0

I J

I J

I J
                       (4.27) 

 

Using the same example as previously used in equation (3.18) with M=4 

and K=4, the matrix T
inv

.T takes the form given below. The two sub-

matrixes identified in red are the components which represent the perfect 

reconstruction of the low delay transform. When (4.27) is used in equation 

(4.26) and after overlap and add of the four consecutive frames, all the sub-

matrixes in black are cancelled and the components in red become equal to 

the identity matrix. 
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1 0 0 1 0 0 0 0 1 0 0 1 0 0 0 0

0 1 1 0 0 0 0 0 0 1 1 0 0 0 0 0

0 1 1 0 0 0 0 0 0 1 1 0 0 0 0 0

1 0 0 1 0 0 0 0 1 0 0 1 0 0 0 0

0 0 0 0 1 0 0 1 0 0 0 0 1 0 0 1

0 0 0 0 0 1 1 0 0 0 0 0 0 1 1 0

0 0 0 0 0 1 1 0 0 0 0 0 0 1 1 0

0 0 0 0 1 0 0 1 0 0 0 0 1 0 0 1

1 0 0 1 0 0 0 0 1 0 0 1 0 0 0 0

0 1 1 0 0 0 0 0 0 1 1 0 0 0 0 0

0 1 1 0 0 0 0 0 0 1 1

.inv

− −

− −

− −

− −

− −

− −

− −

− −

− −

− −

− −

=T T

0 0 0 0 0

1 0 0 1 0 0 0 0 1 0 0 1 0 0 0 0

0 0 0 0 1 0 0 1 0 0 0 0 1 0 0 1

0 0 0 0 0 1 1 0 0 0 0 0 0 1 1 0

0 0 0 0 0 1 1 0 0 0 0 0 0 1 1 0

0 0 0 0 1 0 0 1 0 0 0 0 1 0 0 1

− −

− −

− −

− −

− −

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 (4.28) 

 

This example is used to illustrate the more complex time aliasing generated 

by the low delay transform. Equation (3.22) shows the time aliasing of the 

MDCT where the time aliasing is introduced based on only one frame for 

the first and second part of the window. It can be seen that due to the long 

prototype, the time aliasing terms of two frames are combined together, 

leading to a more complex aliasing cancellation operation. Based on these 

definitions, the low delay transition between a long asymmetric window for 

the low delay transform of size M with K > 2 and a short symmetric win-

dow for MDCT transform of size Ms with Ks = 2 can be derived. 

 

In the normal case, the reconstructed signal obtained after the direct and 

inverse transform operation as well as overlap and add ˆ M

tx can be expressed 

as the sum of K components coming for the K consecutive inverse trans-

forms and leading to the following equation: 

 

( )
1

0

ˆ 1 1
K

M KM

t t l

l

lM l M
−

−
=

= + −  ∑x xɶ …                                         (4.29) 

 
KM

txɶ  is a vector with KM scalars as shown in (3.71). The values between [] 

indicate the first and the last scalar index in the vector. If ˆ M

tx  is decom-

posed, it comes:  
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( ) ( )
[ ]

1

2

0 1

ˆ . . . . .
K

M inv KM

t t l

l lM lM M

−

− −
= + −

 =  ∑x diag w T T diag J w x
…

                  (4.30) 

 

Now, considering a direct transition between long and short transforms, the 

reconstructed signal ˆ M

tx  is expressed as follows: 

 

( ) ( )
[ ]

( ) ( )
[ ]

( )
[ ]

1

2 1
2

1 3 2 1

2 2 2
0 1

ˆ . . . . .

             . . . . .

             . . .

K
M inv KM

t t l lM lM M
l

inv KM

t M M

KM

M s s t
M

−

− − + −
=

− −

−
−

 = + 

  + 

    +   

∑

T

x diag w T T diag J w x

diag w T T diag J w x

diag w 0 P P C x

…

…

…

             (4.31) 

 

with .s s

T
P P  being defined as previously written in (3.50). In equation 

(3.77), the addition of K terms obtained from the K consecutive direct and 

inverse transform steps is still present. It should be noted that in that case 

the size of the matrix .s s
 + 

T
P P C  corresponding to the modification of the 

inverse transform step of the short windows is 2M × 2M, similarly to the 

normal low delay block switching. 

 

Hence, in case of direct transition between different window sizes, the Per-

fect Reconstruction property is obtained if the following identity is veri-

fied: 

 

( ) ( )
[ ]

( ) ( )
[ ]

( )
[ ]

1

1 0 4 1
2

1 2 1 0 4 1

2 2
0 1 0 4 1

. . . .

    . . . .

    . .

K
inv

lM lM M M
l

inv

M M M

M s s
M M

M M M M

−

+ − × −
=

− × −

− × −

  + 

  + 

    +   

=   

∑

T

diag w T T diag J w

diag w T T diag J w

diag w 0 P P C

0 0 I 0

… …

… …

… …

                (4.32) 

 

The modified long synthesis window 1w  and long synthesis window 2w , as 

well as the time inversion matrix C are then defined as a function of the 

modulations  .inv
T T   and .s s

T
P P , and the analysis window w. 

 

The modified long synthesis window w1 and first short synthesis window 

w2s  are given in Figures 43 and 44 respectively. It should be noted that the 

synthesis windows have very similar shapes to the normal low delay block 

switching compensation windows. 
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Figure 43 – Long synthesis window in normal operation (blue) and in case of 

low delay block switching 1w (red). 

 

 
Figure 44 – Short synthesis window in normal operation (blue) and in case of 

low delay block switching 2sw  (red). 

4.2.3 Application of low delay block switching 

Similarly to the low delay block switching illustrations presented in 4.1.6, 

this paragraph presents the window shapes and associated frequency re-

sponses in the context of low delay transform.  
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Figure 45 – Low delay synthesis window (a), Low delay synthesis window 

for normal transition between low delay and short sine window (b) and 

Low delay block switching synthesis window (c) 

 

Figure 45 shows the low delay synthesis window (a), the synthesis window 

for the transition with short sine windows in case of traditional block 

switching (b), and finally the synthesis window obtained for the low delay 

block switching using low delay transform (c). 

 

Figure 46 shows a comparison of the frequency responses between the 

three windows of Figure 45. Both transition windows offer lower perform-

ance in terms of stop-band attenuation compared to the low delay window. 

However, the performance of the traditional transition window is similar to 

the low delay block switching synthesis window with a second lobe at-

tenuation which is reduced by 2 dB for the new synthesis window. As for 

the low delay block switching in MDCT case, it should be noted that the 

analysis is performed with the normal low delay window. As such the cod-

ing performance of the system is not degraded compared to the traditional 

block switching system. Actually, the fact that the analysis is done with the 

normal low delay window with better selectivity improves the coding stage. 
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Figure 46 – Frequency responses (between 0 and 0.5) of low delay window 

(in black) low delay synthesis window for normal transition between low 

delay and short sine window (in blue) and low delay block switching syn-

thesis window (in red) 

 

4.3 Seamless reconstruction in MDCT 

It has been seen in the previous sections that MDCT can be adapted to 

resolution changes with low delay block switching tool and perfect recon-

struction can still be obtained even if non matching windows and transform 

types are used for transitions between two different frequency resolutions. 

In addition, the low delay transform and its application to low delay block 

switching has been introduced. The low delay window which is shown in 

Figure 31 has been extracted from an application to low delay audio cod-

ing. As explained in 3.1.3, it aims at solving the delay problem which was 

considered as inherent to the MDCT transform. In [Schnell 07], the authors 

justify the introduction of a new low delay filter banks by the unsolved 

problem of delay reduction with MDCT. According to the authors, the per-

fect reconstruction property cannot be achieved with traditional filter 

banks, like TDAC filter banks such as the MDCT, when trying to reduce 

their reconstruction delay. This is due to the fact that so far, the so-called 

paraunitary or orthogonal filter banks employ symmetric window functions 

and thus have a system delay identical to the window length minus one. 

 

The purpose of this section is to introduce a new concept of MDCT trans-

form and window design. This new MDCT window design method allows 

to obtain the perfect reconstruction even with non-matching windows and 

to design new low delay window compatible with the MDCT while main-

taining the perfect reconstruction. A generalization of the concept, together 

with the low delay block switching algorithm presented in section 4.1, de-
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fine a new framework for applications of MDCT transform in signal proc-

essing. In this section the focus is first set on the seamless reconstruction of 

the MDCT using non-matching windows and then in section 4.4, the delay 

reduction using some relaxation on the analysis and synthesis windows is 

introduced. It is shown that those relaxations lead to better low delay win-

dow prototypes and offer more flexibility in the design of MDCT window 

and MDCT processing system. 

 

The MDCT definition provided in section 3.1.1 gives the most usual way to 

present the transform (see equation (3.1, 3.2)). The basis functions of the 

transform pk,n are defined as the multiplication of two components. The 

first one w(n) is the window, also called filter bank prototype. And the sec-

ond one ck,n represents the modulation functions. In the state of the art, only 

identical analysis and synthesis windows have been considered. This choice 

imposes the symmetry of the prototype as it will be described in this para-

graph. 

The conditions which have to be fulfilled by the window to achieve the 

Perfect Reconstruction have been reduced to the definition given in equa-

tion (3.5) and reminded below: 

 

( ) ( )
( ) ( )2 2

2 1

1

w n w M n

w n w M n







= − −

+ + =
                                                     (4.33) 

 

This set of equation leads to symmetric windows which are identical on 

both analysis and synthesis side as shown in Figure 47. It can be seen from 

this equation and the KBD example window provided in Figure 47 that any 

insertion of zeros in the first half of the synthesis window will automati-

cally involve the insertion of the same number of zeros in the second half. 

Hence, reducing the delay implied the introduction of some zeros at both 

sides of the window and will automatically reduce dramatically the fre-

quency resolution of the transform. 

This set of constraints can however be relaxed to allow more flexibility on 

the window or filter bank prototype design. We will see in this section that 

this can be achieved by a redefinition of the Perfect Reconstruction equa-

tions.  
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Figure 47 – Symmetric window for direct and inverse MDCT, the sine window 

(blue) and the Kaiser-Bessel derived (pink) windows are drawn 

 

4.3.1 Relaxed Perfect Reconstruction equations 

The MDCT transform is based on identical windows for the direct and the 

inverse transform. This constraint can be expressed by the following equa-

tion between the analysis wana (n) and synthesis wsyn (n) windows: 

 

( ) ( ) ( )ana synw n w n w n= =                                                       (4.34) 

4.3.2 Relaxation on the analysis window 

The first relaxation consists in allowing the use of different analysis win-

dows for two consecutive frames as introduced in 3.2.1. Hence the first and 

second halves of a window do not have to fulfil the symmetry constraint 

and are defined independently: 

 

( ) ( )2 1ana anaw n w M n≠ − −                                               (4.35) 

 

where 2M is the size of the analysis window. Following this relaxation, the 

definition of the two halves of the consecutive analysis and synthesis win-

dows will now be separated in two parts: the second half of the first analy-

sis window wana1(n+M) and the first half of the second analysis window 

wana2(n). Following the same logic, the synthesis windows are defined in 

two parts: the second half of the first synthesis window wsyn1(n+M) and the 

first half of the second synthesis window wsyn2(n). However, we still have 

the constraint of equality between the half analysis window and its corre-

0

0.2

0.4

0.6

0.8

1

1.2

0 M 2M



 

111 

 

 

sponding half synthesis window (wsyn1(n) = wana1(n) and wsyn2(n) = 

wana2(n)). 

The rationale behind this separation between the two halves is that the time 

aliasing terms, which are introduced by the direct MDCT, are cancelled af-

ter inverse MDCT in the overlap-add over an M samples time frame (only 

one half of the corresponding windows) independently from the other 

halves of the two overlapping windows. The direct relation and constraint 

between the two halves of the legacy analysis window does not exist any-

more if different windows can be used for consecutive frames. 

 

This new window definition allows to define a set of windows that can be 

used with direct switching between different window shapes at the analysis 

side (direct transform).  

Hence, at the encoding stage, the system can adapt the window shape to the 

audio input characteristics such to optimize a certain criterion depending 

on the input signal (e.g. maximization of the energy concentration or cod-

ing gain). The constraint on the first half of the analysis and synthesis win-

dow is imposed by the previous window and the selection of the best shape 

for the current frame imposes the window shape for the next window. 

 

The relaxed Perfect Reconstruction equations define the relation between 

the second half of the first window and the first half of the following win-

dow. The relation between consecutive windows is now considered and the 

complete window is not defined directly. The new PR equations are then 

given by:  

 

( ) ( )
( ) ( ) ( ) ( )

2 2
1 2

1 1 2 2

1

2 1 1 0

ana ana

ana ana ana ana

w n M w n

w M n w n M w M n w n

 + + =


− − + + − − =
          (4.36) 

 

with 0 1n M≤ ≤ − . 

 

If we consider the traditional solution which consists in imposing 

wana1(n+M)=wana2(M-1-n) with  0 1n M≤ ≤ − , the solution which satisfies 

the PR equations will impose the symmetry of the windows as defined in 

the state of the art. However, in the normal operating mode of those perfect 

reconstruction conditions, one can select a set of windows allowing to 

modify windows over time. The simple example is the transition between a 

low overlap window and a long sine window as illustrated in Figure 48. 

The transition window is designed with two independent halves such to ob-

tain the perfect reconstruction with previous and following windows.  
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Figure 48 – Example of changing window shapes for two consecutive frames 

 

Figure 48 illustrates this concept of independent definition of each half of a 

window in consecutive frames processing. The first and second halves of a 

window can be defined independently. This method is used in AAC for 

switching from sine windows to KBD shapes and vice versa. 

4.3.3 Relaxation on the analysis/synthesis windows relationship 

In order to really improve flexibility in the choice of the complete analysis 

window for each processed frame we introduce a second relaxation step 

corresponding to the biorthogonality introduced in [Cheung 95]. We pro-

pose to use a relaxation of both analysis and synthesis windows in the PR 

definition. This approach provides similar results to the polyphase ap-

proach introduced in [Schuller 00] while being based on a different repre-

sentation. The proposed approach relies on the MDCT transform using a 

window representation, while [Schuller 00] uses a filter bank representation 

based the polyphase decomposition. However, as already stated, both ap-

proaches are equivalent. Here, following our window based representation, 

the analysis window will not have to be identical to the synthesis window. 

This relaxation can be expressed by:  

 

( ) ( )ana synw n w n≠                                                        (4.37) 

 

Hence, the new Perfect Reconstruction must be written based on two halves 

analysis window definitions and two halves synthesis window definitions. 

Those equations are derived from equation (3.20) and (3.21) considering 

independent definitions of analysis and synthesis windows for the two parts 

of the reconstruction matrix. The PR equations are now defined by: 

 

( ) ( ) ( ) ( )
( ) ( ) ( ) ( )

1 1 2 2

1 1 2 2

1

2 1 1 0

ana syn ana syn

ana syn ana syn

w n M w n M w n w n

w M n w n M w M n w n

 +


+

+ + =

− − + − − =
                  (4.38) 

 

with 0 1n M≤ ≤ − . 
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From equation (4.38), the relation existing between the analysis and the 

synthesis windows is deduced. Using a matrix notation:  

 

( ) ( )
( ) ( )

( )
( )

1 2 1

1 2 2

1

2 1 1 0

ana ana syn

ana ana syn

w n M w n w n M

w M n w M n w n

   + +  
=     − − − −        

                  (4.39) 

 

If the matrix determinant is not equal to zero for all n, which is expressed 

by: 

 

( ) ( ) ( ) ( ) ( )1 2 2 11 2 1 0ana ana ana anaD n w n M w M n w n w M n= + − − + − − ≠       (4.40) 

 

The system of (4.39) can be inversed and leads to:  

 

( )
( ) ( )

( ) ( )
( ) ( )

1 2 2

2 1 1

1 11

2 1 0

syn ana ana

syn ana ana

w n M w M n w n

w n w M n w n MD n

   + − −  
=     − − +     

            (4.41) 

 

The two halves of the consecutive synthesis windows are then defined by: 

 

( ) ( )
( )

( ) ( )
( )

2

1

1

2

1

2 1

ana

syn

ana

syn

w M n
w n M

D n

w M n
w n

D n

 − −
+ =




− − =


                                                 (4.42) 

 

with 0 1n M≤ ≤ − . Thus this definition of wsyn1(n+M) and wsyn2(n) will sat-

isfy the PR conditions. It can be noticed that the two halves of the synthesis 

windows are simply obtained from the time-reversed version of the two 

halves of the analysis windows. The correction function D(n) ensures that 

the complete system satisfies the PR conditions. It should be noted that 

D(n) is a symmetric function as D(n) = D(M-1-n). This limited number of 

correction coefficients shall be computed or stored for all possible transi-

tions between non-matching analysis windows. Hence, only the synthesis 

windows are corrected to achieve the perfect reconstruction, the analysis 

system can independently select different window shapes for consecutive 

frames. 

Figure 49 illustrates the use of two consecutive analysis windows which are 

not identical for the frame which is defined between samples M and 2M. In 

Figure 49 (b), the corresponding synthesis windows are given. 
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Figure 49 – Example of changing window shapes for two consecutive frames: (a) 

analysis windows – (b) synthesis windows 

 

Based on the new definition of the Perfect Reconstruction conditions de-

fined in this section, a transform coding algorithm with more flexibility can 

be designed. Indeed, each analysis window can be selected independently 

of the neighbour frames. 

In addition, this new set of PR equations can be used to design a new fam-

ily of asymmetric low delay windows which is described in 4.4.   

 

4.4 Low delay MDCT window 

In this section, a new method to define low delay windows based on the 

perfect reconstruction constraints is introduced using the seamless recon-

struction method described in section 4.3.3. In order to reduce the delay as-

sociated with MDCT transform, one can use low overlap windows as de-

fined in equation (3.10) and shown in Figure 25. This symmetric window is 

characterised by Mz coefficients at the beginning and at the end which are 

equal to zero. Thus, the combination of identical analysis and synthesis low 

overlap windows allows to reduce the total delay by 2Mz such that it is then 

defined by 2M – 2Mz – 1. However, due to the reduced size of the window, 

the associated frequency selectivity is widely reduced. Overall, the per-

formance of a system using the low overlap window is degraded compared 

to the sine window. Based on the newly introduced PR conditions, we pro-

pose a low delay window design algorithm. 
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4.4.1 Low delay window design 

The solution which is defined in this section is based on the same relaxed 

PR conditions as described in equation (4.38). Hence the second halves of 

the analysis and synthesis windows are not constrained to be the time-

reversed version of the first half. This is explicitly defined by wana1(n+M) ≠ 

wana2(M-1-n). As for the low overlap window, the reduction of delay is ob-

tained by zeroing a portion of the analysis and synthesis windows. More 

specifically, wana1(n+M), which is the second half of the analysis window, 

will contain Mz zeros in the range 1zM M n M− ≤ ≤ − . As expressed before, 

D(n) shall then be non zero and this condition is verified with / 2zM M< . 

Following the definition of the synthesis window according to equation 

(4.42), the first Mz coefficients of the derived synthesis window are conse-

quently equal to zero. It should be noted that this definition of the low de-

lay window will advantageously limit the zeroed portion to the beginning 

of the synthesis window and to the end of the analysis window. However, 

using directly the equation (4.42) will not ensure that the analysis and syn-

thesis windows are the time-reversed version of each other. Hence, the 

analysis and synthesis windows offer different frequency selectivity and 

noise shaping characteristics which give more flexibility in the system de-

sign but might not be suitable for an audio coding algorithm. Indeed, the 

time-reversed relation between analysis and synthesis windows allows to 

reduce the memory requirement of a communication codec. 

In order to limit this effect and to be able to define a single prototype win-

dow that can be used for direct and inverse MDCT transform, we introduce 

a simple procedure which defines a new family of low delay windows. This 

second constraint is important for conversational applications as the en-

coder and decoder are both used in a terminal and using a single prototype 

for the analysis and synthesis windows allows to reduce the required mem-

ory to store the prototype. For instance, with large sampling frequency, the 

window size is usually selected between 640 and 1024 samples. A different 

window for encoder and decoder would lead to a significant memory in-

crease. 

 

First, the analysis window is chosen with the corresponding region with 

coefficients equal to zero according to the definition given above. Then, 

this initial analysis window is normalized by the squared root of the correc-

tion function D(n). 

 

A simple example of the design algorithm is provided below. This can be 

applied to generate the analysis or synthesis window. It should be noticed 

that the other window (synthesis and analysis respectively) is straightfor-

wardly obtained as the time-reversed version of the initial one. This exam-

ple is given starting with the design of a synthesis window. 
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As explained above, in an initialization step, a pre-synthesis window is de-

fined with Mz zeros at the beginning. The general definition of the initiali-

zation window is given by: 

 

( )
( )2     , 0 2 1

0                   , 2 2 1

zM M z

z

h n n M M
w n

M M n M

− ≤ ≤ − −
= 

− ≤ ≤ −
                       (4.43) 

 

with h2M-Mz being a shorter window of size 2M – Mz. This window can be 

selected arbitrarily, and the sine, KBD or hanning windows are suitable. 

The initialization window can for instance be based on a reduced sine win-

dow with: 

 

( )
1

sin     , 0 2 1
2 2

0                                        , 2 2 1

z

z

z

n n M M
w n M M

M M n M

π   + ≤ ≤ − −   = −    
 − ≤ ≤ −

                 (4.44) 

 

This initial synthesis window is shown in blue on the Figure 50. The cor-

rection factors are then applied to this initialization. The correction func-

tion is defined by: 

 

( ) ( ) ( ) ( ) ( )2 1 1 0w w wn n M n w n M M n∆ = − − + + − − ≠                    (4.45) 

 

with 0 1n M≤ ≤ − . And the final synthesis window is obtained by: 

 

( ) ( )
( )

( ) ( )
( )

1

2

syn

syn

w n M
w n M

n

w n
w n

n

 +
+ =

∆

 = ∆

                                                 (4.46) 

 

with 0 1n M≤ ≤ − . This final low delay synthesis window is shown in pink 

on Figures 50 and 51. It should be noticed that this synthesis window will 

generate a correction function D(n) = 1 for all n. Hence, the analysis win-

dow is directly obtained as the time-reversed version of the synthesis win-

dow. Figure 51 illustrates the analysis and synthesis windows obtained by 

the proposed low delay window design algorithm. We called this window 

the Asymmetric Low Delay (ALD) window. 

It should be noted that in the original window definition given in equation 

(3.5), the number of degrees of freedom is limited to M due to the symme-

try. However, with the ALD, the number of degrees of freedom is increased 

to 2M-2Mz.  
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Figure 50 – Synthesis window initialization (blue) and final synthesis window 

after correction (pink) 

 

 

Figure 51 – Low delay analysis (blue) and synthesis (pink) windows 

4.4.2 Discussion on the low delay MDCT window  

In this section, we provide the results of the evaluation of the objective per-

formance for the proposed low delay MDCT window. Two main measures 

are used for this purpose: the coding gain and time-frequency localization. 

The coding gain is defined in [Malvar 92b] as:  
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The numerator corresponds to the average energy, which is identical to the 

input signal variance due to the energy conservation of an orthogonal trans-

form. The coding gain is usually given for an AR(1) signal with ρ = 0.95. 

In order to compute the coding gain of such signal, we fix σx
2
 = 1. Then, 

based on the autocorrelation matrix which is given by: 
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1

1
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ρ ρ
ρ

ρ
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⋯

⋮
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⋯

                                                 (4.48) 

 

The sub-band signal variance is derived by:  

 
2

k

T
x k xx kσ = h R h                                                             (4.49) 

 

For biorthogonal transform, the adaptation of the coding gain computation 

is given in Annex D. The second measure is the time-frequency localiza-

tion. Several definitions of the time-frequency localization measures have 

been proposed in the literature. All time-frequency localization measures 

are used to quantify the dispersion in time and frequency of a discrete time 

sequence or a continuous time function. Whatever the measure being used, 

concentrating the energy around the function or sequence centre increases 

the Time Frequency Localization. Temporal resolution (respectively fre-

quency resolution) represents the time localization accuracy (respectively 

frequency localization) of the coefficients. These localizations are quite 

important in coding to shape the coding noise according to frequency 

masking for stationary signals or according to temporal masking for tran-

sient sounds. One commonly used definition of the Time-Frequency Local-

ization for the filter design is given by: 

 

2 2

1

4 t f

ξ
π σ σ

=                                                         (4.50) 

 

where σt
2
 and σf

2
 are the second order moments in time and frequency re-

spectively. 

Table 3 gives the comparison of the coding gain and time-frequency local-

ization for several windows and transforms. For all the windows, the trans-
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form size is M = 512. The best coding gains are obtained for the symmetric 

windows (Sine, ELT). It should be noted that the difference in performance 

between sine and ELT is not so significant. The two asymmetric windows 

offer lower performance in coding gain for AR(1) signal, this can be ex-

plained as illustrated in Annex B by the fact that the zeros introduced in the 

prototype desynchronize the analysis and synthesis band-pass filters. For 

the first sub-band, which are the most important for an AR(1) signal, this 

de-synchronization is particularly significant. In terms of time-frequency 

localization, the sine window offers the best performance, the two low de-

lay windows providing different time/frequency resolution trade-off. The 

ELT is significantly worse due to the time spreading coming from the win-

dow length.  

 

Window type 
Coding 

Gain: G (dB) 

TF localization 

ξ 

Sine window 10.1095 1.102078264 

ELT window 

(K=4) 

10.1063 15.62724071 

Low Delay 

Transform win-

dow (K=4) 

9.4350 1.492345173 

ALD window 9.2282 1.636096578 

 

Table 3  – Comparison of the performance of the MDCT Sine window, MDCT 

ALD window, ELT and Low Delay Transform with M=512 

 

Tables 4 and 5 compare the coding gains of different transform sizes with 

the theoretical maximum (defined for brick wall band pass filters). It can be 

seen that the sine window achieves almost the maximum coding gain for all 

sizes. As explained above, the coding gain performance of the ALD win-

dow is limited for the AR(1) signal and this is illustrated in Table 5. G Max 

corresponds to the theoretical maximum coding gain as given in [Malvar 

92b]. 

M G sine G Max 

32 10.0261 10.0279 

64 10.0869 10.0872 

128 10.1040 10.1040 

256 10.1085 10.1085 

320 10.1090 10.1090 

512 10.1095 10.1095 

Table 4  – Comparison of the performance of the MDCT sine window with the 

maximum theoretical coding gain 
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M G ALD G Max 

32 9.1605 10.0015 

64 9.2124 10.0678 

128 9.2252 10.0985 

256 9.2279 10.1079 

320 9.2281 10.1086 

512 9.2282 10.1091 

 

Table 5  – Comparison of the performance of the MDCT ALD window with the 

maximum theoretical coding gain with Mz = M/4 

 

The last experiment consists in evaluating the Segmental SNR of the data-

base described in section 5.2 based on an optimal SNR allocation. Four 

window types have been compared and the results are given in Table 6. 

From those results, it can be seen that apart from the sine window which 

achieves the best Segmental SNR reconstruction, the Low Overlap and 

ALD windows offer similar results with a different trade-off between time 

and frequency resolution. The Low Overlap window being slightly shorter 

offers better performance for transient signals like found in speech, mixed 

content and some music signals. On the contrary, the ALD provides better 

frequency resolution which can be seen in the Stationary signal category. 

Finally, the low delay transform does not provide any improvement and 

gives even slightly worse results which are mainly due to the long proto-

type which strongly reduces the time resolution. 

 

Category Low Overlap 

Window 

Sine Win-

dow 

ALD Win-

dow 

Low delay 

transform 

Mixed 

Speech 
61.34 62.02 60.97 58.41 

Mostly Sta-

tionary 
56.85 59.26 57.68 56.88 

Music 55.34 55.67 54.66 54.29 

Speech 53.06 53.28 52.13 51.98 

Total 55.95 57.12 55.84 55.14 

 

Table 6  – Comparison of the Segmental SNR (dB) performance of the MDCT 

ALD window with the maximum theoretical coding gain with M=512 and M/4 

zeroes 

 

Finally, Figure 52 provides the evolution of the coding gain for the ALD 

window which is designed based on the sine window as given in equations 

(4.44) and (4.46). Hence, for no delay reduction, the coding gain is equal to 

the 2M sine window performance. The performance is then degraded expo-

nentially with the delay reduction. Hence, the selection of the adapted Mz 

for the ALD window depends on the required delay. M and Mz can allow to 

obtain the desired trade-off between the performance and delay reduction. 
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Figure 52 – Coding gain evolution with the delay reduction in ms (Mz) 

 

4.5 Conclusion 

In this chapter, the theoretical basis of the new low delay transform tools 

has been introduced. First, the low delay block switching allows a direct 

transition between long and short transform size without the introduction of 

transition windows. This tool has been adapted to the MDCT and the low 

delay transform defined in [Schuller 00]. This adaptation of the reconstruc-

tion process in time-varying transform has then been extended to cover all 

MDCT window transitions. By combining the relaxation of [Edler 89] and 

[Cheung 95], a new perfect reconstruction framework has been derived, 

leading to the introduction of more flexibility in a system based on the 

MDCT. This method is called seamless reconstruction. Finally, based on 

this method a new low delay window design procedure has been defined. 

Those new tools offer more flexibility in the selection and adaptation of the 

transform for low delay audio coding. It is expected that a significant qual-

ity improvement can be obtained when using those methods in a real sys-

tem, leading to approaching the quality of well established audio coding 

standards while adding the low delay constraint.  
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Chapter 5  

 

Application of the proposed filter bank 

design in low delay audio coding 
 

In order to evaluate the proposed method for low delay block switching in 

real life low delay audio coding, several experiments based on Low Delay 

AAC (LD-AAC) and Enhanced Low Delay AAC (ELD-AAC) were con-

ducted and are presented in the first part of this Chapter. The LD-AAC [Al-

lamanche 99] is the initial low delay version of the AAC [ISO 09]. This ex-

tension of AAC has been standardized in 2000 with the goal to reduce the 

source of delay. For this purpose, the block switching has been removed 

and the frame length has been reduced to 512 or 480 samples. For a 48 kHz 

input signal, the minimum total algorithmic delay of the LD-AAC is then 

20 ms if the bit reservoir is not used. The bit reservoir allows to hold part 

of the next frame's audio data in order to temporary change the effective bit 

rate. It is usually not used in low delay applications as it implicitly intro-

duces an additional delay. The Enhanced Low Delay AAC (ELD-AAC) is 

the last evolution of the low delay version of the MPEG-4 Audio toolbox 

[ISO 09]. The ELD-AAC is based on the LD-AAC codec with the addition 

of the SBR module allowing to achieve a better quality for low bit rate and 

with the replacement of the MDCT by the Low Delay Transform as de-

scribed in section 3.1.3 [Schnell 08]. The minimum total algorithmic delay 

of the ELD-AAC is 15 ms and is obtained when the SBR tool is not used at 

48 kHz sampling frequency. With SBR, the algorithmic delay is increased 

to 31.3 ms, the SBR tool operating at this initial sampling frequency and 

the AAC core at half the sampling frequency. 

The second part reports some experiments which have been conducted in 

order to evaluate the impact of the seamless reconstruction method when 

no delay constraint is specified. It means that only the ability to directly 

switch from one window to another window without transition is tested. 
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In the third part of the Chapter, the low delay window, which has been de-

signed according to the proposed seamless reconstruction method, has been 

evaluated in the context of a scalable speech and audio coder standardized 

in ITU-T [ITU-T G.718 08][Vaillancourt 08]. In this coder, the ALD 

MDCT window has been evaluated compared to the normal sine window 

with subjective testing. 

 

This work has been conducted in the course of MPEG standardization. In 

such a work, the encoder is not available and needs to be designed to dem-

onstrate the performance of a proposed tool. Consequently, an extensive 

development work has been carried out in order to achieve a state-of-the-

art quality for the MPEG AAC encoders which have been used for testing 

the proposed method. Besides the development of a high quality Low Delay 

AAC encoder which was the minimum requirement in order to start this 

evaluation, the new tools, which have been added for the validation of the 

low delay block switching, have been extensively tuned in this new con-

text. For instance, the number and size of short windows have been investi-

gated and the grouping algorithm for the short transform coefficients quan-

tization has been adapted in the LD-AAC and ELD-AAC. But many tools 

have required a specific tuning for the low delay codecs. 

 

5.1 Low delay block switching in MPEG low delay 
audio coding 

In order to validate the proposed low delay block switching scheme in a 

real environment, it has been integrated in the low delay MPEG audio cod-

ing standards and several subjective listening tests have been carried out. In 

the following sections, the context of those experiments is presented before 

the quality assessment of the proposed approach with subjective listening 

tests. 

5.1.1 A rationale for block switching in low delay audio coding 

It is widely acknowledged that care has to be taken in order to deal with 

non stationary sounds in a transform audio coding scheme. For this pur-

pose, two techniques have been standardized in MPEG-4: the Temporal 

Noise Shaping (TNS) as briefly introduced in 3.2.3 and the Block Switch-

ing as described in 3.2.1. These techniques are complementary and TNS 

can be used along with short windows in order to further improve the effi-

ciency and quality.  

TNS has the advantage of perceptually shaping the quantization noise in 

time in order to avoid pre-echoes.  

The effect of block switching is to increase the time resolution. Conse-

quently, a better quantization noise spreading with respect to temporal 
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masking effects can be achieved. Finally, block switching has the other ad-

vantage to increase the transform energy concentration property when deal-

ing with transients.  

Both tools are already part of the MPEG Advanced Audio Coding toolbox 

(AAC Main, and AAC Low Complexity) [ISO 09]. It has been shown that 

they were particularly suited when combined with Spectral Band Replica-

tion (SBR) in MPEG-4 High Efficiency-AAC, and especially in the case of 

transients [ISO 03]. These tools become particularly important in that con-

text: when HE-AAC operates in a dual rate fashion, the internal sampling 

frequency for AAC becomes lower, 24 kHz being a widely used value. 

When lower rates are desired, the sampling rate can decrease down to 16 

kHz.  

In terms of temporal resolution, as the frame length for Low Delay (LD) 

AAC is  480 (or 512) samples, the quantization noise will be spread over 

the synthesis window support, that is 2×480/24000 = 40 ms. 

Since block switching is not allowed for legacy LD AAC objects [Alla-

manche 99], it means that the transients are handled only by the TNS tool. 

The quantization noise spreading is too important especially for sounds that 

exhibit stationary periods of less than 10 ms, which is frequent, e.g. for 

speech signals. 

All these arguments are in favour of reintroducing shorter windows, associ-

ated with the block switching technology in the Low Delay AAC and En-

hanced Low delay AAC codecs such to improve the quality for non station-

ary sound items.  

5.1.2 Application to MPEG-4 Low Delay AAC 

MPEG-4 Low Delay AAC was standardized in 1999. This communication 

codec is generic in the sense that it is not specialized with respect to the 

audio content. Low Delay AAC retains the structure of standard AAC, with 

the two modifications being: 

A shorter frame size: reduced from 1024 to 512 (respectively reduced from 

960 to 480) samples resulting in a delay reduction by a factor of two. 

Block switching is not retained for this scheme in order to avoid look-

ahead buffers as illustrated in 3.2.2. This additional source of coding delay 

was consequently removed. 

 

Reducing the frame size and removing the adaptive time frequency trans-

form obviously lowers the audio quality. The experiment reported in sec-

tion 5.2.2 gives an indication on how to quantify this degradation. This is 

the price to pay for having a codec applicable to conversational application. 

It was reported in [N3075 99] that an 8 kbit/s bit rate increase is necessary 

for LD-AAC to obtain the same quality as AAC. This was demonstrated at 
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32 and 64 kbit/s mono for LD-AAC which was compared to AAC operating 

at 24 and 56 kbit/s. 

 

This thesis proposes to improve the Low Delay AAC quality using the low 

delay block switching tool. In order to do so, the standard AAC block 

switching procedure is reused: when a transient occurs, the transform size 

is divided by 8. Here the MDCT transform is reduced from 512 frequency 

components to 64. As such, higher temporal accuracy is ensured for non-

stationary sounds (the quantization noise spreading is restrained to 5 ms).  

In order to check whether block switching can improve LD-AAC with the 

same operating delay, the proposed compensation method for allowing di-

rect switching without transition windows is applied. As mentioned before, 

doing so removes the look-ahead buffer which is essential for transform 

size decision. 

Note that the necessary look-ahead is not negligible for communication co-

decs: for instance in LD-AAC, for a 24 kHz sampling frequency, the look-

ahead would represent an addition of around 10 ms to the original algo-

rithmic delay of 40 ms (for M=480).  

5.1.3 Introduction to the low delay block switching in LD-AAC 

In section 3.2.2, two examples where non-stationary sounds need special 

processing were discussed. In these two examples the encoder receives a 

new frame (called current frame) and has to transmit it instantaneously in 

order to minimize the delay. This means that the signal is considered as un-

known after the current frame, that is, no look-ahead buffer can be used for 

shorter delays. 

In the first example illustrated in Figure 33, an attack arising in the second 

half of the current frame (last quarter of the window) is considered. In this 

configuration, the encoder can switch to a transition window, the aim being 

to better concentrate the transient noise spreading in the second half, where 

the attack lies. Having used a long window at the previous frame, the en-

coder can select a long-short window for the current frame, anticipating 

that the next one would be processed using eight short windows.  

In this first example, block switching can be used without any additional 

delay or look-ahead buffer. 

 

In the second example given in Figure 34, the attack arises in the first half 

of the current frame (between 3M and 4M). With a look-ahead buffer, an 

encoder would have anticipated this attack and would have switched to a 

transition window as soon as the previous frame. This way, the current 

frame would have been encoded using short windows. 

Without look-ahead buffer, the current frame cannot be encoded using 

short windows in traditional block switching tool. The best that the block 
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switching tool can do is to introduce a transition window as illustrated in 

Figure 53.  

However, as it has been demonstrated in 4.1, the perfect reconstruction can 

still be kept using the proposed low delay block switching method: a direct 

transition between a long window and eight short windows is permitted as 

illustrated on Figure 54. 

 

 
 

Figure 53 – Attack arising in the first half of the current frame 
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Figure 54 – Direct transition between long window and the eight short windows 

in low delay block switching 

 

If short windows are directly used in the current frame, pre-echoes are 

avoided. Nevertheless that direct use of short windows means that transi-

tion windows cannot be inserted since the encoder could not anticipate the 

attack in the previous frame: the previous frame has already been emitted. 

It is worth noting that direct switching from long to short is only needed for 

cases as illustrated in Figure 54. For the configuration described on Figure 

33, the attack being detected in the current frame, the transition window 

can be used without additional delay.  

Albeit theoretically feasible, direct switching from short to long windows 

without proper transition windows is not necessary for low delay audio 

coding as the look-ahead problem is not meaningful in that case. Table 7 

lists the supported transition between windows. The transition noted in 

bold red indicates the new transition introduced by the low delay block 

switching. 
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Previous block Current Block 

LONG  

 

LONG 

 
LONG 

 

LONG_START 

 
LONG 

 

EIGHT_SHORT 

 
LONG_START 

 

EIGHT_SHORT 

 
LONG_START 

 

LONG_STOP 

 
EIGHT_SHORT 

 

EIGHT_SHORT 

 
EIGHT_SHORT 

 

LONG_STOP 
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LONG_STOP 

 

LONG 

 
LONG_STOP 

 

LONG_START 

 
LONG_STOP 

 

EIGHT_SHORT 

 
 

Table 7  – Supported transition between AAC window sequences 

5.1.4 Quality assessment of the proposed low delay block 

switching 

Formal subjective listening tests were organized in France Telecom R&D 

listening labs in order to assess the quality improvement obtained with the 

proposed approach. The MUSHRA methodology (ITU-R BS 1534-1 [ITU-

R BS.1534-1 03]) was selected, since it is an appropriate subjective as-

sessment method for that quality range. MUSHRA imposes the presence of 

anchors which are the original hidden signal and two band limited anchors. 

The original item is rated along with two low pass filtered versions with 

audio bandwidths of 3.5 kHz and 7 kHz respectively. The listeners were 

asked to grade the presented items according to their quality, ranking from 

bad to excellent. A total of 12 listeners performed the listening test. All lis-

teners were experienced in MUSHRA listening test and some of them were 

experts in speech and audio coding or audio signal processing. The listen-

ing environment was as follows: Digigram VX222 sound card, 3Dlab DA 

converter and Stax headphones. 

The experiment was based on the twelve traditional MPEG items that in-

clude critical material for speech, music, single and multiple instruments.  
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Item Description  

es01 vocal (Suzanne Vega) Singing Voice 

es02 German speech Male speaker 

es03 English speech Female speaker 

si01 Harpsichord Single instrument 

si02 Castanets Single instrument 

si03 Pitch pipe removed 

sm01 Bagpipes removed 

sm02 Glockenspiel Sur imposed bell sounds 

sm03 Plucked strings Sur imposed plucked strings 

sc01 Trumpet solo and orchestra removed 

sc02 Orchestral piece removed 

sc03 Contemporary pop music removed 

 

Table 8  – Test items 

 

Since the experiment deals with handling of transient part of the audio sig-

nal, only seven non-stationary items were retained from the test set. These 

items are described in Table 8 (items in grey represent the stationary items 

not used in the subjective evaluation). It has been verified that identical bit-

streams were produces by the two codecs under test for the signals without 

detected transient. 

The experiment was conducted at 32 kbit/s mono. The Low Delay AAC op-

erates with the sampling frequency of 24 kHz in this mode. TNS was also 

activated for the sake of coding efficiency. The proposed method was com-

pared to the reference quality MPEG-4 Low Delay AAC coder operating 

with the same configuration as France Telecom's encoder. The encoder un-

der test was considered with and without low delay block switching. The 

purpose of incorporating the reference MPEG quality encoder was to en-

sure that the outcome of this experiment is reliable with respect to quality. 

The systems under test are given in Table 9 below. 

Codec Description 

ori Hidden Reference 

bw 3,5 3.5 kHz lowpass filtered anchor 

bw 7.0 7 kHz lowpass filtered anchor 

fhg Reference Quality implementation (Fraunhofer) of LD-

AAC at 32 kbit/s 

ft France Telecom implementation of LD-AAC at 32 

kbit/s 

ft prop France Telecom implementation of LD-AAC at 32 

kbit/s with the proposed low delay block switching 

scheme 

 

Table 9  – Codecs under test for the LD-AAC with low delay block switching 

listening test 
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Figure 55 reports the outcome of the listening test. Mean and 95 % confi-

dence intervals are reported in Table 10.  

 

Conditions Lower Mean Upper 

ori 100.0 100.0 100.0 

bw 3,5 11.7 14.0 16.4 

bw 7.0 33.2 35.9 38.5 

fhg 47.5 51.1 54.7 

ft 48.3 51.5 54.7 

ft prop 53.6 57.0 60.5 

 

Table 10  – MUSHRA listening test scores for the assessment of LD-AAC with 

low delay block switching   

 

An average improvement of more than 5 points on the MUSHRA scale is 

noticed: from 51.1 and 51.5 with AAC legacy systems, the grades become 

on average 57.0 with the proposed method. This test reveals that both im-

plementations of the LD-AAC perform equally. We can therefore conclude 

that the improvement brought to our own implementation of the basic LD-

AAC is meaningful. Figure 55 shows the listening test results on a per item 

basis: one can notice that the main source of improvement is for the casta-

net items (around 10 point of improvement) but also for some speech items 

such that es03 (also improved by about 10 Mushra points). 

 
Figure 55 – MUSHRA listening test results for the assessment of LD-AAC with 

low delay block switching 
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Based on a per item analysis and on the average, the subjective listening 

test results demonstrate the benefit of having a block switching tool intro-

duced in Low Delay AAC. None of the items is degraded when comparing 

the versions with and without the proposed low delay block switching tool. 

 

When comparing France Telecom legacy AAC LD (ft) with the proposed 

enhancement using instantaneous block switching (ft prop), an improve-

ment on average is indicated, though not statistically significant. This can 

be explained by two reasons: MUSHRA methodology tends to smear the 

difference in comparison with CMOS methodology. “ft” and “ft prop” sys-

tems are very similar: the only change is on the few attacks which are pre-

sent in the audio signal, it means that around 90% of the signal is identical. 

This is the reason why listeners usually notice little difference between the 

two schemes. Here again, a CMOS methodology would have probably lead 

to a better discrimination of the differences. 

 

In order to directly compare the systems with and without the proposed 

method, a differential MUSHRA analysis is used. The difference score be-

tween the proposed LD-AAC with low delay block switching and the initial 

LD-AAC (ft prop - ft) is computed per item and over all items. The 95% 

confidence interval is then computed per item as well as the mean differ-

ence score. The mean difference score and the associated 95% confidence 

intervals are given per item in Table 11. The rows highlighted in green rep-

resent the items for which a significant improvement has been observed. 

 

Items Lower Mean Upper 

es01 -4.82 3.17 11.15 

es02 -9.59 -2.83 3.92 

es03 1.79 10.67 19.54 

si01 0.53 4.67 8.80 

si02 3.12 10.00 16.88 

sm02 -3.98 5.25 14.48 

sm03 0.81 7.58 14.36 

Total 2.65 5.50 8.35 

 

Table 11  – Differential MUSHRA listening test scores for the assessment of 

LD-AAC with low delay block switching   

 

Figure 56 shows the corresponding graphical illustration of the listening 

test results using the differential MUSHRA scores. 
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Figure 56 – Differential MUSHRA listening test results for the assessment of 

LD-AAC with low delay block switching 

 

This leads to the conclusion that the low delay block switching tool associ-

ated with low delay AAC codec can improve the subjective quality even for 

a transform audio coder based on a reduced size MDCT. Additionally, this 

listening test validated the proposed implementation of the compensation 

algorithm since the subjects have not reported any specific artefacts. 

5.1.5 Application to MPEG-4 Enhanced Low Delay AAC 

The low delay block switching tool has been adapted to MPEG-4 Enhanced 

Low Delay AAC (ELD-AAC) as described in section 4.2. The main differ-

ence with the standard MPEG-4 LD-AAC comes from the filter bank which 

is based on a modified MDCT. This low delay transform is based on the 

transform described in section 3.1.3 [Schuller 00]. This section describes 

the integration of the low delay block switching into the MPEG-4 En-

hanced Low Delay AAC and gives the performance assessment of the com-

plete system with various signals.  

 

The ELD-AAC is based on the low delay transform using a prototype 

length of 4M with M being equal to 480 or 512 (the prototype for M=512 is 

given on Figure 29). The number of zeroes introduced in the prototype is 

Mz = M/4, leading to a total delay reduction of 256 samples. The total delay 

of the low delay transform in ELD-AAC is then 2M – 2Mz =  3M/2. 

 

As described for the LD-AAC, the use of block switching algorithms would 

introduce additional algorithmic delay. This additional delay comes from 

the necessary look-ahead to detect the presence of a transient in the first 

half of the next frame. Based on this required look-ahead, the total algo-
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rithmic delay of the low delay transform with block switching would be 

3M/2 + Mz + M/2 + Ms/2 = (9M + 2Ms)/4.  

 

In order to avoid this delay increase, the low delay block switching tool has 

been integrated in the ELD-AAC codec. Based on the position of the at-

tack, the encoder and decoder can use the normal transition window be-

tween a long window and short windows sequence. The two possible con-

figurations of synthesis windows at the decoder with the presence of non-

stationary sounds are presented in Figures 57 and 58. 

In this first example, an attack arising in the second half of the current 

frame is considered. In this configuration, the encoder and decoder can 

switch to a transition window (see figure 57), the aim being to concentrate 

the transient noise spreading in the short window sequence in the second 

half of the frame. 

Having used a long window at the previous frame, the encoder can select a 

long-short window for the current frame, the next ones being processed us-

ing the traditional eight short windows as for Low Complexity AAC. 

 

 
 

Figure 57 – First synthesis window sequence for low delay block switching in 

ELD-AAC 

 

In this example, block switching can be used without any additional delay 

or look-ahead buffer.  

In the second example, presented on Figure 58, the attack arises in the first 

half of the next frame. Without a look-ahead buffer, the transient can only 

be detected with the next frame and the current frame is processed with the 

long window. With the proposed low delay block switching, the window 
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sequence is shown in Figure 58. The short windows are directly used in the 

next frame and pre-echoes are avoided. 

  

 
 

Figure 58 – Second synthesis window sequence for low delay block switching 

in ELD-AAC 

 

Avoiding transition windows implies a priori that the time alias compo-

nents cannot be suppressed. However, as demonstrated in section 4.2, the 

perfect reconstruction property of the complete system can still be pre-

served.  

5.1.6 Implementation of perfect reconstruction with aliasing 

cancellation 

The perfect reconstruction timing is somewhat different with low delay 

windows. Different portions of the frame need a particular processing. This 

is studied now. 

Transition windows can be avoided at the encoder, which means that a di-

rect switching from long to short windows can be decided when a transient 

is detected, without sacrificing the signal reconstruction. As it was men-

tioned previously, a different processing is made at the encoder and the de-

coder.  

At the encoding side, short windows are applied directly after the long 

windows. At the decoder, short windows are applied without any special 

care just after the long windows, but a post processing has to be inserted in 

order to properly cancel the time aliasing and reconstruct the signal. 
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Figure 59 illustrates the zones which can be directly reconstructed from the 

two consecutive windows. When a long window is received (in dash line on 

Figure 59), the first Mz samples are set to zero due to the specific shape of 

the window. Using a similar framing as for LD-AAC, one can notice that, 

only a small portion of the frame cannot be directly reconstructed between 

sample Mz = M/4 (sample 1024 + 128 on Figure 59) and sample (M+Ms)/2 

(1024 + 256 + 32). 

 

 
 

Figure 59 – Time alias free zones in low delay block switching reconstruction 

 

The signal cannot be completely decoded since aliasing cancellation is not 

guaranteed due to the window mismatch between the two consecutive 

frames for both the encoder and the decoder. It can be noticed that the sec-

ond half of the window is alias free if we consider more specifically the 

sample range going from 2M + (M +Ms)/2 = 1024 + 288 to 3M – 1 = 1535: 

the short windows properly reconstruct this portion of signal.  

As a consequence, the time aliasing components, from the second half of 

the window that affects the first half, are perfectly known after the decod-

ing of the short windows sequence. Therefore they can easily be removed 

from the first half. Moreover, some additional aliasing components are in-

troduced at the analysis stage, due to the overlap factor of the low delay 

window. These components shall be removed to achieve a proper recon-

struction. Hence, the aliasing suppression algorithm combines three com-

ponents: alias components due to the longer windows, alias or recon-

structed components coming from the short windows sequence, and finally 

some past samples that are time-aliased in the section to be reconstructed. 
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Figure 60 gives an overview of the components taken into account for the 

time aliasing cancellation. It is shown how the reconstruction algorithm is 

implemented in the MPEG-4 Enhanced Low Delay AAC context. The three 

temporal components are weighted and combined to achieve the perfect re-

construction. 

 

 
Figure 60 – Time components used for perfect reconstruction in ELD-AAC with 

low delay block switching 

 
The time aliasing cancellation is obtained through the addition of several 

components as illustrated on Figure 60 with the use of compensation 

weighting functions (see section 4.2). Four weighting functions are defined. 

w1 corresponds to the compensation of the long window synthesis. w2 is the 

weight applied to the short window sequence compensation. w3 and w4 are 

the weighting functions applied to the past synthesized signal (two frames 

before). w3 is applied to the decoded signal from the frame t-2 in the inter-

val ( )/ 4 / 2 1sM n M M≤ ≤ + −  in the direct order. w4 is applied to the de-

coded signal from the frame t-2 in the interval ( ) / 2 3 / 4 1sM M n M− ≤ ≤ −  

in the time-reversed order. This part of the past signal can be obtained from 

the decoded signal of the past frames. 

The weighting functions are defined in two parts. The first part corresponds 

to the non-overlapping zone between the long window and the sequence of 

short windows. For ( )/ 4 / 2 1sM n M M≤ ≤ − − , the weighting functions are 

defined by: 
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where w2 is applied to the time-reversed synthesized signal coming from 

the sequence of short windows.  

 

For ( ) ( )/ 2 / 2 1s sM M n M M− ≤ ≤ + − and ( ) / 2sm n M M= − − , the weight-

ing functions are given by: 
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(5.2) 

 

The compensation weighting functions are plotted on Figures 61 and 62 for 

M = 512. One can notice that compensation is applied only for 

( )/ 4 2 160SM M M M− − − = samples of a 512 samples frame. 

 



 

139 

 

 

 
 

Figure 61 – Compensation weighting functions w1 and w2 for M = 512 

 

 
 

Figure 62 – Compensation weighting functions w3 and w4 for M = 512 
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5.1.7 Subjective evaluation of low delay block switching in 

ELD-AAC 

Several listening tests have been conducted in order to evaluate the subjec-

tive quality impact of the proposed low delay block switching scheme in 

the context of MPEG-4 ELD-AAC for critical transient items, as well as for 

speech items. 

5.1.8 Quality assessment with critical items 

A first set of listening tests was performed using the MUSHRA methodol-

ogy (as defined in the recommendation [ITU-R BS.1534-1 03]) in order to 

assess the performance of the proposed low delay block switching in the 

context of MPEG-4 Enhanced Low Delay AAC standardization. A total of 

15 listeners were used. 

 

Table 8 gives the list of 12 critical MPEG items used for the test. As ex-

plained previously, after verification, only 7 out of 12 items contain some 

transient parts, for which the low delay block switching tool can be acti-

vated. 

 

The systems under test are given below: 

 

Codec Description 

Ref Hidden Reference 

3,5 

kHz 

3.5 kHz lowpass filtered anchor 

7 kHz 7 kHz lowpass filtered anchor 

RM Reference Quality implementation (Fraunhofer) of ELD-

AAC at 32 kbit/s 

FT France Telecom implementation of ELD-AAC at 32 kbit/s 

FT 

BS 

France Telecom implementation of ELD-AAC at 32 kbit/s 

with the proposed low delay block switching scheme 

 

Table 12  – Codecs under test for the ELD-AAC with low delay block switching 

listening test 

 

Numerical and graphical results for the test showing the mean values and 

95% confidence intervals are given on Figure 63 and Table 13. All the sub-

jects were found reliable using the usual post screening procedure (3.5kHz, 

7 kHz anchors and hidden reference being rated in ascending order and the 

hidden reference being graded above 90). 
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Figure 63 – Results over all items for the ELD-AAC with low delay block 

switching listening test 

 

Condition Lower Mean Upper 

Ref 99.81 99.92 100.04 

3.5 kHz 12.84 14.44 16.04 

7.0 kHz 31.88 34.48 37.08 

RM 66.65 69.28 71.91 

FT 65.27 67.91 70.55 

FT BS 69.38 71.64 73.91 

 

Table 13  – Mean scores and 95% confidence intervals over all items for the 

ELD-AAC with low delay block switching listening test 

 

The three systems under test present no statistical difference with overlap-

ping confidence interval. However, the basic ELD-AAC implementation 

developed by France Telecom obtains a slightly lower average score over 

all items. On the contrary, the proposed system with low delay block 

switching tool obtains the best average score over all the tested systems. In 

order to have a better estimation of the benefit of the tool, Figures 64 and 

65 show the MUSHRA scores per item. Figure 64 shows the results for the 

audio items containing transients and Figure 65 presents the results for the 

other audio items. 
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Figure 64 – Results for each of the 7 items with attacks 

 

 
 

Figure 65 – Results for each of the 5 items without attacks 

 

It can be seen on Figure 65 that for items without detected attacks or tran-

sients, there is no impact on the quality. As expected, the low delay block 

switching is not activated and systems FT and FT BS are identical. How-

ever, for items with transients, as shown on Figure 64, and especially for 

castanets (si02), the quality improvement is statistically significant. In or-

der to better differentiate the systems, a Comparison Mean Opinion Score 

(CMOS) test has been conducted. This Reference/A/B scoring with the 7 
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points ITU comparison scale (“A is much better than B”, better, slightly 

better, equal, slightly worse, worse, much worse are associated with scores 

from +3 down to -3) has bee carried out with a total of 8 expert listeners 

participating in this test. The 12 usual Core Experiments items of Table 12 

were also used. Figure 66 shows the results for the audio items containing 

transients and Figure 67 presents the results for the other audio items. 

 

 
Figure 66 – CMOS listening test results for the 7 items with block switching 

 

 
Figure 67 – CMOS listening test results for the 5 items without block switching 
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Figure 67 confirms that no difference can be perceived for audio items 

without transients. However, as shown on Figure 66 and in Table 14, with 

the proposed low delay block switching, the MPEG-4 ELD-AAC is signifi-

cantly improved for 4 over 7 critical items, as well as on average over all 

items. 

 

Items lower mean upper 

es01 0.06 0.50 0.94 

es02 0.53 1.00 1.47 

es03 0.19 0.63 1.06 

sc01 -0.23 0.13 0.48 

sc02 -0.34 -0.06 0.22 

sc03 -0.13 0.19 0.51 

si01 -0.27 0.13 0.52 

si02 1.25 1.50 1.75 

si03 -0.18 0.00 0.18 

sm01 -0.36 0.00 0.36 

sm02 -0.52 -0.06 0.39 

sm03 -0.44 0.13 0.69 

Total 0.21 0.34 0.47 

 

Table 14  – Mean score with 95% confidence interval 

 

The proposed low delay block switching adapted to MPEG-4 ELD-AAC 

offers good improvement for the twelve MPEG critical items. However, for 

the standardization process, it was requested to conduct one further listen-

ing test based on a speech database in order to demonstrate that for the tar-

geted application which is audio communication and then with mainly 

speech content, the proposed technology could bring some value to the 

complete codec. Those results are introduced in the next section.  

5.1.9 Quality assessment with speech items 

In this third listening test, speech items have been used with a CMOS 

methodology. Table 15 gives the description of this speech database which 

was composed of several languages. Again, only two systems were tested 

in this experiment, the France Telecom implementation of the ELD-AAC 

(noted FT) which was shown to perform as good as the MPEG reference 

quality encoder provided by Fraunhofer IIS and the same codec with the 

addition of the low delay block switching tool (noted FT BS). The two co-

decs use the same SBR bitstreams provided by Fraunhofer IIS, only the 

core bitstream (AAC part) is modified. The bit rate is fixed (bit reservoir 

lower than 128 bits) at 32 kbit/s, with a frame length of 512 samples and 

48/24 kHz sampling rates. 
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Title Description 

es04 male English  

es05 Female German  

nadib07 male Japanese 

nadib08 male Tajik 

nadib13 female French 

nadib17 female German and background music 

nadib20 female English and background music 

nadib28 male French and background music 

nadib39 male Japanese and guitar 

 

Table 15  – Speech items test set 

 

Figure 68 shows the results obtained in the CMOS test with the two sys-

tems. Positive scores indicate that the proposed low delay block switching 

can improve the quality. It can be seen that for 4 over 9 speech items, the 

quality is significantly improved and no degradations were observed. 

Moreover, on average over all speech items, the proposed technology also 

brings some value compared to the initial system. 

 

 
 

Figure 68 – CMOS listening test results for the 9 speech items with low delay 

block switching 

 

Table 16 provides the mean scores and associated 95% confidence interval 

for the speech items and over all items. The rows highlighted in green show 

the speech items for which significant statistical improvements have been 

observed. 
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item lower mean upper 

es04 0.06 0.50 0.94 

es05 0.46 0.79 1.12 

nadib07 -0.16 0.17 0.49 

nadib08 -0.04 0.42 0.87 

nadib13 0.51 0.92 1.32 

nadib17 -0.34 0.08 0.51 

nadib20 0.21 0.58 0.95 

nadib28 -0.50 0.00 0.50 

nadib39 -0.03 0.38 0.78 

Total 0.29 0.43 0.57 

 

Table 16  – CMOS listening test scores for the 9 speech items with low de-

lay block switching 

 

5.1.10 Conclusion on low delay block switching in MPEG 

codecs 

In 5.1, several listening tests which have been performed in the context of 

the MPEG standardization were presented. First, our adaptation of the low 

delay block switching tool to the MPEG-4 LD-AAC has shown very prom-

ising improvement for critical items with transients. Hence, it has been 

naturally adapted to the new codec ELD-AAC with the low delay trans-

form. For both critical items and speech content, this modified version of 

the ELD-AAC has demonstrated a significant quality improvement. Even 

though the complexity of the proposed method is low (only 4 Multiplica-

tion-Addition over 160 samples per frame for M = 512), the low delay 

block switching tool has not been integrated in the MPEG-4 ELD-AAC 

standard. 

 

5.2 Discussion on seamless reconstruction in MDCT 

Based on the new framework offered by the seamless reconstruction tech-

nique described in 4.3, the impact on the overall performance of a coding 

scheme has been evaluated. Indeed, it was shown in 4.3.3 that both the 

length and shape of the MDCT analysis and synthesis windows can be 

adapted in time while allowing perfect reconstruction in the absence of 

quantization.  In practical transform coding applications however, quantiza-

tion plays a fundamental role in data compression, and hence some recon-

struction error will inevitably be introduced. The seamless reconstruction 

method aims at allowing more flexibility in the selection of the optimal 

MDCT window sequence in order to minimize the effect of this error. In 

this paragraph, we present an experiment which has been conducted to 
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evaluate the benefit of the flexibility by comparing the performance based 

on an objective criterion. For this purpose, the segmental SNR was used. It 

is defined as: 
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d tt
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                                      (5.3) 

 

with t being the index of the frame and N the number of frames. The seg-

mental SNR computes the mean of the local SNRs over several segments of 

equal size N.  In this way, any fluctuation in the instantaneous SNR values 

will be reflected in the final segmental SNR. It gives a more perceptually 

relevant measurement of the quality compared to the normal SNR and par-

ticularly exhibits the temporal performance if N is chosen sufficiently 

small. For this experiment, the quantization and bit allocation process are 

described in Annex C. 

5.2.1 Experimental results 

In order to evaluate the relevance of the seamless reconstruction, an ex-

periment was conducted with the aim of achieving the best possible coding 

performance for a particular input signal. For this experiment, several sets 

of windows have been tested. For all test sets, based on the bit allocation 

presented in the previous section, the sequence of MDCT windows was de-

termined. The results presented in this section provide a measure of the 

performance of various MDCT combinations in the form of segmental SNR 

values (in dB) taken over the complete reconstructed files following the se-

lection and coding process.  All tests were carried out at a bit rate of R = 2 

bits per sample in order to keep the “high rate” assumption. It corresponds 

to a bit rate of 192 kbit/s in stereo for 48 kHz sources. 

Practical audio coding systems must maintain a high level of performance 

over a wide variety of input signals. For this reason, the experiments were 

carried out on an extended set of 50 different audio files from the standard 

MPEG test set. These files were sampled at 48 kHz and were each around 

15 seconds in length. To assist in the analysis of the results obtained, the 

files can be divided into the following distinct classes: 

• Speech: 13 files 

• Mixed Speech: 5 files 

• Music: 12 files 

• Mostly Stationary sounds: 20 files 

The “Speech” category consists of clean speech signals (i.e. no other 

sounds present) and is therefore the most transient of the four groups. Con-

versely, “Mixed Speech” is composed of files featuring some background 

sounds in addition to voices, such as radio advertisement or an interview in 
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a busy street. These sounds introduce some more stationary regions to the 

largely transient speech signals. 

As could be expected, the “Music” files contain a complex mixture of tran-

sient and stationary phenomena, making a priori prediction of the perform-

ance of a particular transform more difficult than for the other categories. 

The remaining signals (including great highland bagpipes and glockenspiel 

for example) are classified as “Mostly Stationary”. 

The first step of this experiment consists in verifying that the segmental 

SNR measure was reliable in that context. For this purpose, the results ob-

tained for a simple case using fixed size MDCTs were obtained in order to 

verify that the segmental SNR method operates as expected.  

In the second part of this experiment, the comparison of the performance 

obtained with several windows sets was performed. One of the windows 

sets introduces the seamless reconstruction. This windows set has been de-

termined with the main objective to develop the best possible set of MDCT 

windows for a given number of combinations.   

5.2.2 Validation of segmental SNR method  

Table 17 displays the results obtained from a preliminary experiment using 

fixed length MDCTs with sine analysis and synthesis windows as defined 

in equation (3.6).  For every transform size (where M is the number of 

transform coefficients) the mean of all the segmental SNR values in each 

category is shown.  All values are in decibels (dB). 

 

Category M = 128 M = 256 M = 512 M =1024 M = 2048 

Speech 52.48 54.03 54.90 54.41 51.53 

Mixed Speech 58.39 61.32 63.06 63.83 62.97 

Mostly Stationary 52.37 56.26 59.82 62.90 65.07 

Music 52.82 55.46 56.47 56.40 54.39 

All Files 53.11 55.99 58.06 59.23 58.78 

 

Table 17  – Segmental SNR (dB) achieved using fixed length sine windows  

 

It can be seen that for the “Mostly Stationary” signals, the performance in-

creases quite steadily with transform size, with the fixed MDCT of length 

M = 2048 yielding the highest segmental SNR. In contrast, the best result 

for the “Speech” class is achieved using a shorter transform where M = 
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512. Furthermore, the intermediate “Mixed Speech” files are best coded us-

ing MDCTs of length M = 1024, while for the complex “Music” category, 

very little difference in performance can be noted between M = 512 and M 

= 1024. 

Indirectly it is found that the best transform size, for a fixed MDCT is 

around 1024: it is the choice made in audio coding for AAC for example. 

Clearly these results also agree with the assumption that the adaptation of 

the window to the audio content would lead to improvement. This indicates 

that the segmental SNR method operates as expected, and can thus be used 

to provide meaningful comparisons when averaging the results of segmen-

tal SNR over a sufficiently large database. 

5.2.3 Time segmentations using low overlap windows 

Based on the assumption that the segmental SNR provides a good measure 

of the performance of the coding stage with a given window, a second set 

of windows has been introduced. This windows set is based on low overlap 

windows defined in equation (3.10) with window length between M = 128 

and M = 2048. This particular set has been selected in order to avoid any 

mismatch between two consecutive transforms with different size. The low 

overlap windows set is defined based on the same size of overlapping re-

gion whatever the transform size. The window length range has been de-

fined according to the Advanced Audio Coding (AAC) standard [Branden-

burg 99] with the addition of length M = 2048 as it has been shown that a 

significantly higher segmental SNR can be achieved for stationary signals. 

Using this complete initial set, there are 5272 different ways to divide an 

input frame of 2048 samples using low overlap windows alone.  In order to 

achieve practical windows set with a limited number of combinations, the 

combinations, which are employed most frequently, are finally selected in 

the windows set. This test was carried out for all 5272 combinations over a 

long “learning sequence” audio file of around 7200 frames.  This learning 

sequence was created by concatenating 25 files taken from the four differ-

ent categories so as to cover as wide variety of input signals as possible.   
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Figure 69 – Low overlap window combinations selected from 5272 set over 

learning sequence 

 

The results of this experiment are presented in Figure 69, where the x axis 

displays the combinations numbered from 0 to 5271 and the y axis the 

number of frames for which each combination has been selected, represent-

ing the histogram of combinations. From this graph, it can be seen that 

some combinations are chosen far more frequently than others. To keep a 

windows set with a reasonable size, 12 combinations have been finally se-

lected as shown on Figure 70. Those 12 combinations are by far the most 

frequent combinations used on figure 69 (more than 80% of the total 

frames). 

 

Category Best sine window 
Best low overlap win-

dow 

Adaptive (12 combina-

tions of low overlap 

windows) 

Speech 54.93 (M = 512) 54.56 (M = 1024) 58.08 

Mixed Speech 64.06 (M = 1024) 62.92 (M = 1024) 65.40 

Mostly Stationary 65.09 (M = 2048) 61.29 (M = 2048) 62.11 

Music 57.56 (M = 512) 56.25 (M = 1024) 59.26 

All Files 60.54 60.38 60.71 

 

Table 18  – Segmental SNR (dB) for adaptive system using 12 combinations of 

low overlap windows  
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Figure 70 – The 12 selected low overlap window combinations  

 

It has been observed that the mean segmental SNR of 62.92 dB can be 

achieved by coding the learning sequence with only these twelve combina-

tions of the limited sub-set, only 0.19 dB less than the 63.11 dB attained 

using the full set of 5272 combinations.   

Table 18 shows the performance of this sub-set compared to the best result 

attainable using a fixed size window (where the length of the highest per-

forming transform is given in parenthesis) on the test database described in 

5.2.1. This provides further evidence that significant improvements can be 

achieved through the application of this adaptive process using the combi-

nation set shown in Figure 70. This increase in performance is particularly 

noticeable between the fixed size low overlap window and the subset of 

low overlap window combinations in the more transient categories such as 

Speech or Music, for which more than 3 dB in average can be gained. 

 However, when compared to the best results which can be achieved using 

a fixed length sine window fixed size as represented in the first column of 

Table 18, different conclusion can be drawn. In the Speech category, a no-

table increase in performance (3.15 dB) can again be achieved with the low 

overlap combinations set due to the ability of the adaptive system to code 

the frequent speech transient sections with the shortest MDCT, whilst using 

longer transforms for the more stationary regions of the file, e.g. for voiced 

sounds. On the contrary, for the Mostly Stationary category, it can be seen 

that the use of a fixed size sine window of M = 2048 still provides an im-

provement of 2.98 dB over the adaptive low overlap system.   
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5.2.4 Definition and evaluation of the final windows set 

Based on those preliminary results, sine windows are subsequently in-

cluded to the combination set. By using the seamless reconstruction method 

discussed in 4.1 and 4.3.3, these additional windows can be incorporated 

without the need to design specific transition windows. Indeed the direct 

transition between long low overlap window and long sine window is al-

lowed without having the corresponding transition window in the windows 

set. The final set which was used to evaluate the performance of the seam-

less reconstruction is presented in Figure 71. It should be noted that intro-

ducing all the necessary transition windows in the set would have first in-

creased significantly the number of combinations in set and then the system 

complexity, given the closed loop window selection. Moreover, in order to 

anticipate the necessary inclusion of a transition in the window sequence, a 

huge look-ahead would have been necessary and the selection system 

would have necessarily been more complex as for each processed frame, 

several combinations of the current and future frame should be considered. 

 

Category 
Best Low 

Overlap 
Best Sine 

12 Low Overlap 

Combinations 
Final Set  

Speech 54.56 54.93 58.08 58.67 

Mixed Speech 62.92 64.06 65.40 66.37 

Mostly Stationary 61.29 65.09 62.11 66.32 

Music 56.25 57.56 59.26 60.15 

All Files 60.38 60.54 60.71 62.85 

 

Table 19  – Segmental SNR (dB) for final windows set  

 

Table 19 shows the results obtained using the final windows set, which in-

cludes both sine and low overlap windows.  In can be seen that for the 

Speech category, this new set gives a further increase of 0.59 dB compared 

to the value obtained using the previous set.  

However, it is in the Mostly Stationary category that this set proves most 

beneficial, providing a substantial increase of 4.21 dB in comparison to the 

low overlap windows set (1.23 dB higher than the fixed M = 2048 sine con-

figuration.)  This leads to an average improvement of 2.14 dB over all 50 

test files. Hence, the seamless reconstruction MDCT method has shown a 

great potential in improving the flexibility of the MDCT window selection. 
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Over all categories, the final set has proven to offer the best performance in 

terms of segmental SNR over all other window combinations. 

 

 
Figure 71 – Final experimental windows set  

 

5.2.5 Comparison of final window combination set to AAC 

Finally, the final set of window combinations, which has been evaluated in 

the previous section, has been compared to the current state-of-the-art AAC 

windows set (where the KBD window has been omitted) in order to deter-

mine the level of improvement. This windows set is shown in Figure 72. It 

basically consists in the long window M = 1024, the sequence of eight short 

windows with Ms = 128 and the associated transition windows, both with M 

= 1024. This windows set represents the necessary set for the block switch-

ing method described in section 3.2.1. 

 

 
Figure 72 – Windows set used in MPEG 2/4 AAC 

 

In addition to the standard AAC windows set and the final experimental 

set, an intermediate system has been tested. This system is also based on 

the AAC windows set. However in this case the seamless reconstruction 
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method was used to allow for non-standard transitions, such as those de-

picted in Figure 73. In that specific case, we can directly compare the bene-

fit of the seamless reconstruction method with the state-of-the-art method 

using the same windows set.  

 

 
Figure 73 – Representation of non-standard AAC window transitions 

 

The results obtained with these three configurations are displayed in Table 

20. The first column in the table gives the segmental SNR values achieved 

by employing the AAC set using only standard window transmissions (i.e. 

the expected performance of a current AAC system).  The results in the 

second column were also obtained using the AAC windows set, but this 

time allowing non-standard transitions and using the seamless reconstruc-

tion method. The last column gives the segmental SNR for the final ex-

perimental set which has been determined in 5.2.4. 

 

Category AAC Seamless AAC Final Set  

Speech 57.48 58.09 58.67 

Mixed Speech 65.16 65.57 66.37 

Mostly Stationary 63.43 63.59 66.32 

Music 58.82 59.24 60.15 

All Files 60.95 61.31 62.85 

 

Table 20  – Segmental SNR (dB) for final windows set compared to AAC 

 

It is interesting to note that by permitting non-standard transitions an im-

provement can be achieved compared to the performance of the same win-

dows set using standard TDAC reconstruction. This is most significant in 

the more transient category, with 0.61 dB being gained for the Speech class 

(the increase of 0.16 dB for stationary sounds is almost negligible). As ex-
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pected, the final windows set provides a substantial improvement (2.73 dB) 

over the seamless AAC system for the Mostly Stationary signals, largely 

due to the inclusion of the M = 2048 transform.  However in the Speech 

category, a more moderate but still noticeable increase of 0.58 dB was 

achieved as a result of the new windows combinations. Taking the mean 

value of all the results obtained for the 50 test files, the combination set 

proposed in this work can be said to provide an average increase of 1.9 dB 

over standard AAC, or 1.54 dB when the performance of the AAC windows 

set is enhanced using seamless reconstruction. 

5.2.6 Summary 

In this section, series of results were presented, leading to the development 

of a new MDCT windows set. This was shown to compare favourably with 

the set used in MPEG-2/4 AAC, especially for stationary signals. More-

over, it was shown that the performance of a particular windows set (in our 

case AAC windows set) can be improved by using the seamless reconstruc-

tion method to allow non-standard transitions between consecutive win-

dows. 

 

Taking the mean segmental SNR difference between the systems, a bit rate 

reduction can be estimated. Thus, considering the results of the comparison 

between the final windows set and that used in AAC, which were presented 

in Table 20, for the Mostly Stationary category, an improvement of 2.73 dB 

was noted. This implies a substantial reduction in bit rate of around 22 

kbit/s representing around 11% reduction. 

As mentioned before, while the increase in SNR using the new windows set 

is not as large for Speech signals, a gain of 0.58 dB was achieved.  In a 

practical system, this would allow the bit rate to be reduced by approxi-

mately 5 kbit/s without sacrificing the quality of the reconstructed signal. 

Again taking the mean of the SNR improvements for all 50 input files, a 

value of 1.54 dB was observed. The proposed windows set can thus be said 

to provide an equal level of signal quality to that attained by the AAC set 

whilst saving an average of 12 kbit/s in bit rate. From this it can be con-

cluded that an efficient transform combination set has indeed been success-

fully developed based on the seamless reconstruction method. 

 

5.3 Asymmetric Low Delay (ALD) window for ITU-T 
G.718 

This section describes the subjective evaluation which was performed dur-

ing the ITU-T G.718 development. This codec provides an embedded scal-

able solution for compression of 16 kHz sampled speech and audio signals 

at rates between 8 and 32 kbit/s. It has been designed to be robust to sig-
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nificant rates of frame erasures or packet losses. It is composed of five lay-

ers. The two lower layers are based on Code Excited Linear Prediction 

(CELP) coding taking advantage of signal classification to use optimized 

coding modes. The higher layers encode the perceptually weighted error 

signal from lower layers using MDCT transform coding. Several vector 

quantization schemes are used to encode the MDCT coefficients to maxi-

mize the performance for both speech and music. The codec operates on 20 

ms frames. During the ITU-T G.EV-VBR development phase, several in-

vestigations have been carried out in order to reduce the delay of the 

MDCT transform coding part. Some attempts were based on the division by 

two of the transform size. This first solution offered good performance for 

transient signal as it was just based on the use of shorter block size, but did 

not offer satisfactory quality for music in stationary parts or for voiced 

speech. The development of low delay MDCT window as described in 4.4 

has been done to reduce the delay without sacrificing the efficiency and 

quality of the MDCT layers. 

5.3.1 Introduction to ITU-T G.718 

Figure 74 shows the structural block diagram of the encoder for wideband 

input (16 kHz sampling frequency).  

)(ˆ
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Figure 74 – Block diagram of the G.718 encoder 

 

From Figure 74, it can be seen that while the two lower layers are pre-

emphasized at 12.8 kHz, the three upper layers operate at the input sam-

pling rate of 16 kHz. The core layers 1 and 2 use a classification based core 

layer with following modes: Unvoiced coding (UC), Voiced coding (VC), 

Transition coding (TC) and Generic coding (GC). The audio signal is mod-

elled, using a CELP-based paradigm, by an excitation signal passing 
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through a linear prediction (LP) synthesis filter representing the spectral 

envelope. The excitation is adapted depending on the selected mode.  

The codec has been designed with emphasis on performance in frame era-

sure conditions and several techniques limiting frame error propagation 

have been implemented. To further enhance the performance in frame era-

sure conditions, side information is sent in layer 3. This side information 

consists of class information for all coding modes. Previous frame spectral 

envelope information is also transmitted if the TC mode is used in the core-

layer. For other core layer coding modes, phase information and the pitch-

synchronous energy of the synthesized signal are sent. This allows better 

recovery of the excitation when a frame is lost. 

Finally, the error resulting from the two first layers is further quantized in 

three transform coding layers.  

The transform coding is based on the MDCT and performed at 16 kHz 

sampling frequency. As can be seen from Figure 74, the de-emphasized 

synthesis from core layers is resampled at 16 kHz. The resulting signal is 

then subtracted from the high-pass filtered input signal to obtain the error 

signal which is perceptually weighted and encoded every 20 ms in the 

transform domain.  An asymmetric window, as shown in Figure 51, is used 

to reduce the delay associated to the transform coding stage from 20 to 10 

ms while keeping the same number of frequency coefficients. Indeed, the 

delay associated with the framing (20 ms) is already taken into account by 

the core layers. Hence, only the additional delay due to the transform look-

ahead is added to the core delay. The window is defined according to equa-

tions (4.44, 4.45 and 4.46) with M = 320 and the number of zero being Mz = 

M/4. 

 

 
Figure 75 – Encoding and decoding timing with ALD window 
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Figure 75 shows the timing of the analysis and synthesis using the ALD 

window. Figure 76 illustrates the frequency response of the initial sine 

window with M = 320, the first low delay version which was based on two 

sine windows with M = 160 and finally the ALD window with M = 320. It 

can be seen that with the same delay reduction, the ALD offers better fre-

quency performance than the M = 160 sine window. The first lobe provides 

a better selectivity than shorter window as well as better stop-band attenua-

tion. 

 

 
Figure 76 – Frequency responses of candidates MDCT windows for G.718 

 

The MDCT coefficients are then quantized differently for speech and music 

dominant audio contents. The discrimination between speech and music 

contents is based on an assessment of the CELP model efficiency. More de-

tailed descriptions of the codec can be found in [ITU-T G.718 08] and 

[Vaillancourt 08]. 

5.3.2 Evaluation of ALD window in G.718 

In order to evaluate the benefit of the ALD window in the context of 

G.718, several listening tests have been carried out. The test methodology 

was an AB test without references, using the 7- points ITU scale (-3;+3). 

The tested database was composed of 6 clean speech items, 4 speech items 

with background noise (one item per background noise type: interfering 

talker, street, car, office) and 5 music items. 

Figure 77 shows the results obtained at 16 kbit/s while comparing the ALD 

and sine window with M = 320 for both systems. While the ALD window 

offers 10 ms delay reduction, the performance over this database was very 

similar. No statistical differences can be observed. The same conclusion 
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can be drawn from Figure 78 which gives the results of the corresponding 

experiment when the codec operates at 32 kbit/s. 

 

  

Figure 77 – AB listening test results for G.718 with ALD and Sine windows at 

16 kbit/s 

 

  

Figure 78 – AB listening test results for G.718 with ALD and Sine windows at 

32 kbit/s  
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Finally, Figures 79 and 80 show the AB listening test results with frame 

erasure conditions. Figure 79 gives the results for G.718 operating at 16 

kbit/s with 8% of frame loss rate, which is a quite important packet loss 

rate. Figure 80 gives the results for G.718 operating at 32 kbit/s with 5% of 

frame loss rate 

 

  

Figure 79 – AB listening test results for G.718 with ALD and Sine windows at 

16 kbit/s with 8% packet loss 
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Figure 80 – AB listening test results for G.718 with ALD and Sine windows at 

32 kbit/s with 5% packet loss 

 

It can be seen that the frame error does not affect the quality of the codec 

even with the 10 ms delay reduction. 

5.3.3 Conclusion on ALD window in G.718 

The listening tests have demonstrated that the ALD window can dramati-

cally reduce the delay of transform coding without degrading the quality 

with various audio signals. The delay reduction, which can be obtained 

with ALD window, provides more flexibility in the selection of the trans-

form size for low delay application. Indeed, the ALD design method allows 

to reduce the total transform delay from 0 to theoretically M while keeping 

the perfect reconstruction. In practice, it has been seen that the initializa-

tion of M/4 zeros provides a good trade-off, ensuring a total delay reduc-

tion of M/2 without any significant performance degradation. 
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Chapter 6  

 

Conclusion 
 

In this work, an extension of the transform stage used for perceptual audio 

coding has been developed with a particular interest for the low delay ap-

plication scenario. The low delay block switching and the low delay win-

dow design for MDCT are two components that have successfully been 

tested in low delay audio coding schemes. 

 

6.1 Overview 

The basic components of transform audio coding have been presented to 

give an overview of the main tools and the necessary techniques that are 

required such to develop a competitive audio coding scheme. The MDCT 

and related lapped transform (like ELT) are of course one of the main com-

ponents as they are used in all the recent audio coding algorithms. The 

definition of the MDCT/ELT and its block size adaptation to the audio sig-

nal characteristics has been presented. The block switching tool has proven 

its benefit for transient sound coding, but was so far limited to coding 

schemes with less severe delay constraint.  

The main contributions of this work have then been presented. It has been 

shown that the perfect reconstruction conditions of the MDCT can be re-

laxed and the obtained conditions provide more flexibility in the selection 

of the transform window, leading to the new framework called seamless re-

construction. Indeed, the low delay block switching and seamless recon-

struction scheme offer the possibility to achieve the perfect reconstruction 

when switching between different MDCT resolutions or between non-

matching windows.  

Finally, the proposed MDCT extension has been implemented in a percep-

tual audio coder to evaluate the real improvement in terms of subjective 

and objective quality. 
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6.2 Thesis achievement 

The proposed low delay block switching tool has been adapted to the 

MDCT and the low delay transform. This proposal gives the possibility to 

improve significantly the subjective quality of low delay perceptual audio 

coders for transient signals, such as speech signals. This low delay block 

switching has been successfully integrated in the MPEG low delay audio 

coding algorithms: LD-AAC and ELD-AAC. A significant improvement of 

the quality for transient signals has been demonstrated. Several listening 

tests have been performed during the standardization process of the ELD-

AAC. All of them have demonstrated a significant quality improvement for 

transient sounds and speech content, while keeping the same maximum 

complexity for the decoder. This improvement has been acknowledged by 

most of the experts in the MPEG Audio Group. However, it has been con-

sidered as not sufficient to adopt the tool in the MPEG-4 ELD-AAC stan-

dard. 

 

The seamless reconstruction method has been used to build a simple audio 

coding system with an extended MDCT windows set and the ability to keep 

the perfect reconstruction whatever window sequence is selected. This sys-

tem has demonstrated a good improvement compared to a normal AAC 

windows set. Moreover, this experiment has combined the seamless recon-

struction and the arbitrary switching among transform sizes. It was shown 

that a significant quality improvement can be expected by defining a new 

audio coding scheme based on this new extended MDCT toolbox. 

Finally, the seamless reconstruction has been exploited to define a new 

family of MDCT windows ensuring low delay. The proposed procedure of-

fers a simple definition of an Asymmetric Low Delay window which can 

significantly reduce the algorithmic delay associated with the transform 

while keeping the performance close the widely used sine window. This 

ALD window design has been used to reduce the delay of the transform 

coding layers in ITU-T G.EV-VBR leading to the standardization of a new 

scalable speech and audio codec ITU-T G.718. In this context, the ALD has 

demonstrated its ability to preserve most of the attractive properties of the 

MDCT. Indeed, the ALD provides perfect reconstruction, overlapping of 

blocks, critical sampling, good frequency selectivity and retain standard 

fast implementations. 

 

This work has been conducted with a close relation to the ITU-T and 

MPEG standardization development. Several MPEG contributions have 

been produced to present the proposed low delay block switching tool 

[MPEG 07a,b,c,d,e] and the proposed solution has been described in 

[Virette 08] and [Philippe 08]. The low delay window design method has 
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successfully been adopted by ITU-T for the G.718 [ITU-T 08] [Vaillan-

court 08]. 

6.3 Perspective 

In this work, the low delay block switching and the ALD window have 

been developed to improve the audio quality while targeting a low algo-

rithmic delay. They have been successfully adapted to low delay audio 

coders and demonstrated a significant improvement. The low delay block 

switching is obviously efficient for transient signals, while the ALD win-

dow offers good performance as a particularly interesting trade-off between 

frequency selectivity and temporal resolution. However, more work would 

be necessary to exhibit the window design criterion/perceptual quality rela-

tionship. 

The seamless reconstruction from which the ALD window family has been 

derived is not necessarily limited to low delay applications. The first objec-

tive evaluation of this method has shown the potential improvement that 

can be obtained by extending the windows set of a coding scheme such as 

the one used in AAC. It is expected that this method implemented in a real 

transform audio coding scheme would definitely contribute to increase the 

flexibility of the window selection process. Increasing the transform length 

and permitting more signal dependent transform selection would certainly 

improve the quality if adapted to a coding scheme such as AAC. 

Overall, the proposed MDCT toolbox extends the audio transform coding 

framework, with an increased flexibility in the selection of the transform in 

the delay-quality space. 
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Annex A 
 

In this Annex, we present the polyphase decomposition of the MDCT ac-

cording to the definition of the polyphase representation given in 2.1.3.3 

and the MDCT definition introduced in 3.1.1. This polyphase representa-

tion of the MDCT can be used to define the perfect reconstruction con-

straint. 

  

A.1 Polyphase decomposition of MDCT 

 

As introduced in 2.1.3.3, the analysis filter bank, Hk(z) can be written into a 

sum of M terms, known as polyphase decomposition: 
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Where Ek,l(z) are the terms of the polyphase component matrix. The poly-

phase components are expressed with the analysis filter impulse responses 

ha,k,n for sub-band k k and coefficient n. For the MDCT, taking into account 

a transform of size M with impulse response of size 2M, the polyphase 

component matrix is written:  
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Based on the impulse response, this matrix can be expressed by: 
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which leads to the following definition which separates the contribution of 

the two frames: 
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Using the definition of the basis functions ck,n given in equation (3.2): 
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with 0 2 1n M≤ ≤ − , 0 1k M≤ ≤ −  and the prototype (or window) for the 

analysis filters of length 2M, we have: 
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We introduce the notation: 
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⋯
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for the two parts of the modulation matrix. The window parts of the poly-

phase definition are given by: 
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                                               (A.9) 
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⋯

                                         (A.10) 

 

Hence, we obtain: 

 

( ) 1z z −= 0 a,0 1 a,1E C h + C h                                                  (A.11) 

 

Based on the same notation, for the synthesis filter bank, we have the fol-

lowing definition of the polyphase representation: 

 

( ) 1z z −= T T

s,0 1 s,1 0R h C + h C                                               (A.12) 

 

where hs,n is the synthesis prototype filter (or window) with length 2M. 

 

A.2 Perfect reconstruction with MDCT 

 

The perfect reconstruction of the MDCT is ensured if the complete system 

defined by the analysis and synthesis filter bank verifies the following con-

ditions: 

 

( ) ( ) ( )( )1 1

1 2

z z z z

z z

− −

− −

=

 = + + 

T T

s,0 1 s,1 0 0 a,0 1 a,1

T T T T

s,0 1 0 a,0 s,0 1 1 a,1 s,1 0 0 a,0 s,1 0 1 a,1

R E h C + h C C h + C h

h C C h + h C C h h C C h h C C h
   

(A.13) 

 

with 

 

1= =T T

1 0 0C C C C 0                                                       (A.14) 

 

and 

 



 

177 

 

 

+ =T T

s,0 1 1 a,1 s,1 0 0 a,0 Mh C C h h C C h Ι                                           (A.15) 

 

Those two equations represent the polyphase notation of equations (3.28) 

and (3.29). If the conditions are verified, the application of analysis and 

synthesis filter banks lead to the prefect reconstruction of the input signal: 

 

( ) ( ) 1

Mz z z −=R E I                                                (A.16) 

 

The MDCT is then a perfect reconstruction system introducing one frame 

delay (M samples). 

Based on this condition for perfect reconstruction, one can write the syn-

thesis filter bank as a function of the analysis filter bank. This is obtained 

using the following equation: 

 

( ) ( ) ( ) ( )1 1 1z z z z z− − −=R R E R                                    (A.17) 

 

which results in the direct relation between analysis and synthesis: 

 

( ) ( )1 z z z− =R E                                                    (A.18) 
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Annex B 
 

 

B.1 Low delay transition window 

 

Figures 81 and 82 show the comparison between the low delay prototypes 

used in the MPEG-4 ELD-AAC and the transition windows 

(LONG_START and LONG_STOP synthesis windows) as represented on 

Figure 42. 

 
Figure 81 – ELD-AAC prototype (blue), LONG_START synthesis window (red) 
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Figure 82 – ELD-AAC prototype (blue), LONG_STOP synthesis window (red) 

 

For reference, we draw the comparison between start window based on sine 

long window and eld window (red). Their responses are very similar. 

 
Figure 83 – LONG_START sine window (blue), LONG_START ELD-AAC 

synthesis window (red) 
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B.2 Frequency response of ALD window 

 

Figures 84 and 85 represent the frequency response of the first four bands 

for the analysis and synthesis transform respectively. All the figures of sec-

tion B.2 are obtained with M=64.  

 
Figure 84 – First 4 sub-band filters of the analysis ALD transform 

 

 
Figure 85 – First 4 sub-band filters of the synthesis ALD transform 
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Figure 86 shows the same four bands of the MDCT transform with sine 

window. 

 
Figure 86 – First 4 sub-band filters of the MDCT transform with sine window 

 

 
Figure 87 – First band filter for analysis ALD transform (blue), synthesiss ALD trans-

form (green), MDCT transform with sine window (red) 
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Figures 88 to 91 represent the impulse responses of the sub-band filter cor-

responding to the ALD window MDCT transform. It can be seen that the 

asymmetric property of the window introduces more significant differences 

for low frequency band where the asymmetric window will strongly mod-

ified the modulation. This characteristic is important as it affect the theo-

retical coding gain which relies on a AR process of first order which has 

strong low frequency components. 

 

 
Figure 88 – Analysis (blue) and synthesis (pink) ALD transform (band 0) 

 

 
Figure 89 – Analysis (blue) and synthesis (pink) ALD transform (band 1) 

 

-1.2

-1

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0 20 40 60 80 100 120 140

h_0

g_0

-1.5

-1

-0.5

0

0.5

1

1.5

0 20 40 60 80 100 120 140

h_1

g_1



 

183 

 

 

 

 
Figure 90 – Analysis (blue) and synthesis (pink) ALD transform (band 8) 

 

 
Figure 91 – Analysis (blue) and synthesis (pink) ALD transform (band 16) 
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Annex C 
 

C.1 Rate-distortion cost function for quantization error 

 

In order to model the effect of a scalar quantizer according to 2.2.2.1 in an 

audio coding system, the rate-distortion function must be defined.  The 

quantization error is usually expressed by the MSE as given in equation 

(2.33). It can be rewritten as: 

 

[ ]( ) ( ) ( )
222 ˆE E

k

d k x

k I

x x x x P x dxσ  = − = −   ∑∫
               

       (C.1) 

 

where Px(x) is the probability density function (PDF) of the quantizer input 

x and Ik denotes the k
th

 quantization interval.  For the mid-tread staircase 

quantisation characteristic illustrated in Figure 12, this is given by: 

 

:
2 2

k

q q
I kq x kq

 − < ≤ + 
 

               

                               (C.2) 

 

leading to a quantizer output of ˆ
kx kq= . The bit rate R is then approximated 

by the entropy E as given in equation (2.36) and can then be written: 

 

2logk k

k

R E P P= =∑
               

                                   (C.3) 

 

where Pk is the probability of an occurrence of output ˆ
kx .  In practice the 

input PDF will generally be unknown.  It can however be approximated as 

a generalised Gaussian distribution as shown in Figure 83, which for a 

normalisation factor c is given by: 

 

( )
2
X

x

xP x ce

γ

σ

 
 
 =

               

                                      (C.4) 
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with 
2
Xσ  denoting the frequency domain signal variance of the input frame, 

given by: 

 
1

2 2

0

1 N

X i

i

X
N

σ
−

=

= ∑
               

                                      (C.5) 

 

This representation of the input PDF assumes a mean of zero, and requires 

an estimation of the exponent γ which describes the steepness of the gener-

alised Gaussian curve. 

   

 
Figure 92 – Generalized Gaussian probability density function Px(x) 

 

If q is assumed to be sufficiently small (or conversely R sufficiently high) 

such that the probability is constant over each step, equation (C.1) can be 

approximated by equation (2.37) and the rate R becomes: 

 

( ) 2logR E e x q= = −

               

                               (C.6) 

 

where e(x) is the differential entropy given by: 

 

( )
( )

( )
( )2

31 1
log

ln 2 2 1 1X

e x
γγ

γ γ σ γ

 Γ
 = − ⋅
 Γ Γ         

                  (C.7) 

 

As shown in section 2.2.2.1, the quantization error can be expressed as a 

function of the differential entropy and the rate, (2.38) can be written as: 
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( )22 21
2 2

12

e x R
dσ −=

               

                                      (C.8) 

 

In order to express the quantisation error as a function of R and 
2
Xσ , the 

quantizer performance factor 
2ε can be defined such that the final RD func-

tion is given by: 

 
2 2 2 22 R
d Xσ ε σ−=

               

                                      (C.9) 

 

This uses the following expression which is dependent on the signal vari-

ance 
2
Xσ : 

 

( )2
2

2

2

12

e x

X

ε
σ

=

               

                                          (C.10) 

 

However, it can be shown that 
2ε depends only on the exponent γ, and is 

given by: 

 

( )( )
( )

3 2

2

2

1

3 3

e γγ
ε

γ γ

Γ
=

Γ
               

                               (C.11) 

 

Thus by approximating the input PDF as a generalised Gaussian distribu-

tion, the cost function (C.9) relating the reconstruction error 2
dσ  and the 

rate R can be obtained. 

 

C.2 Optimal Bit Allocation and Error Variance 

 

This section examines the theory required to determine the optimal alloca-

tion of the average bit rate R, both in time (i.e. Rt) and in the sub-band do-

main (RSB).  Firstly, in order to establish which sub-bands should be allo-

cated the highest number of bits, the signal variance of each sub-band must 

be computed as follows:  

 

2 21 SB

SB

j K

X k

SB k j

X
K

σ
+

=

= ∑
               

                                      (C.12) 

 

where j is the index of the first element in the sub-band SB, and KSB de-

notes the sub-band width. It has been shown in (C.9) that for sufficiently 

high R, the quantization error introduced in each sub-band can be approxi-

mated by the equation: 
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2 2 2 22 SB

SB SB

R
d Xσ ε σ−=

               

                                 (C.13) 

 

with a constant quantizer performance factor 
2ε . The number of bits RSB 

allocated to a particular sub-band is given by the optimal allocation para-

digm: 

 

2

2 2

1
log

2

SBX
SB t

GMt

R R
σ
σ

= +

               

                                (C.14) 

 

where Rt denotes the bit rate allocated to each time segment .The quantity 
2
GMtσ  is the weighted geometric mean of all sub-band variances in trans-

form block, given by: 

 

1

0

1
1

2 2

0

N

SBSB
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N
KK

GMt X
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σ σ
−

=

−

=

  ∑=  
 
∏

               

                                (C.15) 

 

As a consequence of the optimal allocation equation (C.14) the error vari-

ance will be constant over all sub-bands, thus the actual noise to be injected 

in each transform is: 

 
2 2 2 22 tR
qt GMtσ ε σ−=

               

                                      (C.16) 

 

giving a total error variance for each combination of: 

 
1

2 2

0

1 T

qc t qt

t

M
M

σ σ
−

=

= ∑
               

                                      (C.17) 

 

where Mt is the transform length. To determine Rt, the Lagrange multiplier 

method can be used to minimise: 

 

( )
1

2 2

0

T

qc qc t t

t

J MR M Rλ σ λ σ λ
−

=

= + = + ∑
               

                   (C.18) 

 

which leads to the following results: 
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1
log
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M
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 
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                                 (C.19) 

 

and 
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∑

=

               

                                 (C.20) 

 

Then in order to provide the optimal allocation in situations where one or 

more time segments contain no information, and hence require no bits to be 

allocated, the λ factor can be adjusted as follows: 
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∑
=

               

                                 (C.21) 

 

summing over transforms where 2
GMtσ  ≠ 0.  In this way the average bit rate 

R can be variably distributed between each Rt and RSB so as to minimize the 

quantization error for each input frame. 
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Annex D 
 

2

,x kσ  Signal variance in sub-band k 

2

,q kσ  
Quantization noise variance in 

sub-band k 

2

,r kσ  
Quantization noise variance in 

sub-band k after synthesis filter k 

2

*ε  
Constant representing quantizer 

characteristics 

k
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⇌ vector kh  Analysis filter impulse response k 
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With the assumption that the quantization noise is a white noise in the related 

sub-band: 
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The total quantization noise is expressed by 
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The problem of optimal bit allocation can be defined with a lagrangian: 
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Using the derivative: 
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The number of bits per sub-band is expressed by 
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And the number of bits per sub-band becomes: 
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The distortion after reconstruction is expressed by: 
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The coding gain in case of biorthogonal transform is then given by: 
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Abstract: In recent years there has been a phenomenal increase in the 

number of products and applications which make use of audio coding for-

mats. Among the most successful audio coding schemes, the MPEG-1 

Layer III (mp3), the MPEG-2 Advanced Audio Coding (AAC) or its evolu-

tion MPEG-4 High Efficiency-Advanced Audio Coding (HE-AAC) can be 

cited. 

More recently, perceptual audio coding has been adapted to achieve coding 

at low-delay such to become suitable for conversational applications. Tra-

ditionally, the use of filter bank such as the Modified Discrete Cosine 

Transform (MDCT) is a central component of perceptual audio coding and 

its adaptation to low delay audio coding has become an important research 

topic. Low delay transforms have been developed in order to retain the per-

formance of standard audio coding while reducing dramatically the associ-

ated algorithmic delay. 

This work presents some elements allowing to better accommodate the de-

lay reduction constraint. Among the contributions, a low delay block 

switching tool which allows the direct transition between long transform 

and short transform without the insertion of transition window. The same 

principle has been extended to define new perfect reconstruction conditions 

for the MDCT with relaxed constraints compared to the original definition. 

As a consequence, a seamless reconstruction method has been derived to 

increase the flexibility of transform coding schemes with the possibility to 

select a transform for a frame independently from its neighbouring frames. 

Finally, based on this new approach, a new low delay window design pro-

cedure has been derived to obtain an analytic definition for a new family of 

transforms, permitting high quality with a substantial coding delay reduc-

tion. 

The performance of the proposed transforms has been thoroughly evalu-

ated, an evaluation framework involving an objective measurement of the 

optimal transform sequence is proposed. It confirms the relevance of the 

proposed transforms used for audio coding. In addition, the new approaches 

have been successfully applied to the recent standardisation work items, 

such as the low delay audio coding developed at MPEG (LD-AAC and 

ELD-AAC) and they have been evaluated with numerous subjective testing, 

showing a significant improvement of the quality for transient signals. The 

new low delay window design has been adopted in G.718, a scalable speech 

and audio codec standardized in ITU-T and has demonstrated its benefit in 

terms of delay reduction while maintaining the audio quality of a tradi-

tional MDCT. 
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