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Resumen

Para sistemas que proveen algun tipo de servicio mienttas eperativos y dejan
de proveerlo cuando fallan, es de interés determinar pardsneomo, por ejemplo,
la probabilidad de encontrar el sistema en falla en un itstamalquiera, el tiempo
medio transcurrido entre fallas, o cualquier medida capazfiejar la capacidad del
sistema para proveer servicio. Las determinaciones de sstdidas de seguridad
de funcionamiento se ven afectadas por diversos factang®, ellos, el tamafio del
sistemay la rareza de las fallas. En esta tesis se estudiamoalmétodos concebidos
para determinar estas medidas sobre sistemas grandesgratkaconfiables, es decir
sistemas formados por gran cantidad de componentes, enddagjfallas del sistema
son eventos raros.

Ya sea en forma directa o indirecta, parte de las las expresique permiten de-
terminar las medidas de interés corresponden a la praothadbitie que el sistema se
encuentre en algun estado de falla. De un modo u otro, egpassgones evaluan la
fraccibn —ponderada por la distribucion de probabilidadageconfiguraciones del
sistema— entre el nUmero de configuraciones en las queatsigtlla y la totalidad
de las configuraciones posibles. Si el sistema es granddcelac&xacto de estas
probabilidades, y consecuentemente de las medidas désnfmrede resultar invi-
able. Una solucion alternativa es estimar estas probab#isl mediante simulacion.
Uno de los mecanismos para hacer estas estimaciones esilacsim de tipo Monte
Carlo, cuya version mas simple es la simulacion en crudoaméat. El problema es
gue si las fallas son raras, el nimero de iteraciones néegsan estimar estas prob-
abilidades mediante simulacion estdndar con una precisiéptable, puede resultar
desmesuradamente grande.

En esta tesis se analizan algunos métodos existentes pgmamia simulacion es-

tandar en el contexto de eventos raros, se hacen andlis&idaza y se prueban los
métodos sobre una variedad de modelos. En todos los casagdearse consigue
a costa de una reduccion de la varianza del estimador coectesp la varianza del
estimador estandar. Gracias a la reduccion de varianzas@sepestimar la prob-

abilidad de ocurrencia de eventos raros con una precisiéptanle, a partir de un
namero razonable de iteraciones. Como parte central dmjtrase proponen dos
métodos nuevos, uno relacionado con Spliting y otro reteeddo con Monte Carlo

Condicional.

Splitting es un método de probada eficiencia en entornossequie se busca evaluar
desempefio y confiabilidad combinados, escasamente ddiliga la simulacion de
sistemas altamente confiables sobre modelos estaticosv(dircion temporal). En
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su formulacién béasica Splitting hace un seguimiento dedg®ttorias de un proceso
estocéastico a través de su espacio de estados y multiplizansero ante cada cruce
de umbral, para un conjunto dado de umbrales distribuidtie &% estados inicial y
final. Una de las propuestas de esta tesis es una adaptacipilittiag a un modelo
estatico de confiabilidad de redes. En el método propuestorstruye un proceso
estocastico a partir de un tiempo ficticio en el cual los esdacan cambiando de
estado y se aplica Splitting sobre ese proceso. El métodbesglevados niveles de
precisién y robustez.

Monte Carlo Condicional es un método clasico de reduccidradanza cuyo uso no
esta muy extendido en el contexto de eventos raros. En suliacitin basica Monte
Carlo Condicional evalla las probabilidades de los evateanterés, condicionando
las variables indicatrices a eventos no raros y simples etde. El problema es que
parte de esa evaluacion incluye el calculo exacto de algunodsbilidades del mod-
elo. Uno de los métodos propuestos en esta tesis es una@dapta Monte Carlo
Condicional al analisis de modelos Markovianos de sisteaitasnente confiables.
La propuesta consiste en estimar las probabilidades cugo &gacto se necesita,
mediante una aplicacion recursiva de Monte Carlo ConditioBe estudian algunas
caracteristicas de este modelo y se verifica su eficienciarerafexperimental.



Abstract

For systems that provide some kind of service while they gerational and stop
providing it when they falil, it is of interest to determinergmeters such as, for ex-
ample, the probability of finding the system failed at any meain the mean time
between failures, or any measure that reflects the capafcthyemsystem to provide
service. The determination of these measures —known asidapiiity measures—
is affected by a variety of factors, including the size of fystem and the rarity of
failures. This thesis studies some methods designed tondiegthese measures on
large and highly reliable systems, i.e. systems formed laygelnumber of compo-
nents, such that systems’ failures are rare events.

Either directly or indirectly, part of the expressions fatermining the measures of
interest correspond to the probability that the system $®me state of failure. Some-
how, this expressions evaluate the ratio —weighted by tbbalility distribution of
the systems’ configurations— between the number of confligmsain which the sys-
tem fails and all possible configurations. If the systemngdathe exact calculation of
these probabilities, and consequently of the measuredatst, may be unfeasible.
An alternative solution is to estimate these probabilibgssimulation. One mecha-
nism to make such estimation is Monte Carlo simulation, ehgimplest version is
crude or standard simulation. The problem is that if fagumee rare, the number of it-
erations required to estimate this probabilities by steshdanulation, with acceptable
accuracy, may be extremely large.

In this thesis some existing methods to improve the stanslardlation in the context

of rare events are analyzed, some variance analyses areanddbe methods are
tested empirically over a variety of models. In all casesitiqgrovement is achieved
at the expense of reducing the variance of the estimator negthect to the standard
estimator’s variance. Due to this variance reduction, tiedgbility of the occurrence

of rare events, with acceptable accuracy, can be achievaddéasonable number of
iterations. As a central part of this work, two new methods@pposed, one of them
related to Splitting and the other one related to Condititvante Carlo.

Splitting is a widely used method in performance and perédoifity analysis, but

scarcely applied for simulating highly reliable systemerostatic models (models
with no temporal evolution). In its basic formulation Stiig keeps track of the tra-
jectories of a stochastic process through its state spaté aplits or multiplies the

number of them at each threshold cross, for a given set ddtibtds distributed be-
tween the initial and the final state. One of the proposalkistthesis is an adaptation
of Splitting to a static network reliability model. In thegposed method, a fictitious
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time stochastic process in which the network links keep gimantheir state is built,
and Splitting is applied to this process. The method shoviethighly accurate and
robust.

Conditional Monte Carlo is a classical variance reductemhhique, whose use is not
widespread in the field of rare events. In its basic formafatConditional Monte
Carlo evaluates the probabilities of the events of intergstditioning the indicator
variables to not rare and easy to detect events. The proklémati part of this assess-
ment includes the exact calculation of some probabilittethe model. One of the
methods proposed in this thesis is an adaptation of ConditiMonte Carlo to the
analysis of highly reliable Markovian systems. The propasasists in estimating
the probabilities whose exact value is needed, by meansaufuagive application of
Conditional Monte Carlo. Some features of this model areudised and its efficiency
is verified experimentally.
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Introduction

Contents
1.1 Rare Eventsand Dependability. . . . . . . ... .. ... ... L. 1
1.2 Publications . . . . . . . . .. e 5
1.3 Structureofthethesis. . . . . . . . . . . . . . ... 7
Abstract

This chapter describes the basic ideas that support théssth&@he concepts afire eventsand
dependabilityare introduced by means of two very simple models. The paiitios of the author
directly related with this thesis are commented and, inaisedection, the structure of the thesis,
with a brief comment about every chapter, is described.

1.1 Rare Events and Dependability

The concept ofare eventsimply refers to events whose probability of occurrencevery low”,
where the meaning of “very low” is absolutely context—degmnt. Rare evenanalysis is a subject
of interest in areas like accident risk assessment, edlyeciaaccidents that can lead to the loss
of lives, provision of services of high need such as commatitins or energy supply systems, and
risk of ruin in insurance or investment companies, to namena lt is, therefore, hard to say which
probability values give an event the character of rare. Aayvn areas like the ones mentioned,
it is not far from the truth to say that events whose probighifi in the order of £-09 can be
consideredare events

However,rare eventanalysis is not only restricted to the determination of ébphility value.

It also includes the analysis of parameters and measuresdhshow reflect systems’ perfor-
mance andiependabilitywhen these measures are directly related to the occurrémar@vents

In the latter case, the determination of performancdependabilitymeasures can be as hard as
the determination of the probability itself.

An illustrating example is a system that provides some kirgkovice while it isup, and quits
providing it (it goesdown) at the occurrence of a failure. Suppose that the probgloiia failure
occurrence is extremely low. Accepting that the systenpiat timet = 0, a value that may be of
interest is the probability that the system is gijflat time¢ > 0, but it may also by of interest the
mean time elapsed since the systempatt = 0 and the first time it goedown The first case is
nothing but a probability determination, the second onesisté in finding the expected value of
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a time period. But both of them are affected byage eventthat, in this problem, is the systems’
failure.

Rare evenanalysis attempts to give support in both, the design of iystems and the analysis
of existing ones.

Events probabilities andependabilitymeasures are usually given by a mathematical expres-
sion. When the size of a system is large, the complexity afahmathematical expressions can be
very high and it may not be possible to compute them in a reddertime. The size of the sys-
tems is, therefore, the first stumbling block in the deteation of adependabilitymeasure. An
alternative solution is to resign the exact calculatiord emmake an estimation instead. Standard
simulation is the first method at hand but, if the number oficafions does not exceed several
times the inverse of the probability of thare eventthe estimation may not succeed or may not be
possible at all. And, if the probability of tirare evenis extremely low, the number of replications
needed may be huge or directly unattainable.

Figuresl.1and1.2show twotoy models useful to highlight the drawbacks of standard simu-
lation when the estimation is affected by tfage eventproblem. Each of the models belong to a
class that will be described in more detail later in this ihes

Figure 1.1 depicts a network —known as Bridge network— composed by fmafes con-
nected by five links. The links can ff@iled, what is the same as being removed from the network,
or operationa) what is equivalent to connect the nodes at its extremes.puilose of this net-
work is to guarantee the existence of at least one path folygexgperationallinks between the
two marked nodes andt. Every link isoperationalwith probability » andfailed with probability
1—r. The value of interest is the probabiliy, that it does not exist a path formed bgerational
links between the nodasandt. The probability( is known as the networlinreliability, whereas
R =1 — @, the probability that it does exist a path formed dperationallinks betweers and
t, is called networkeliability. Standard simulation consists in buildidg independent settings
such that, in each one of them, every link is randomly seaigerationalor failed according to
the links’ probability distribution (Bernoulli, where theis calledoperationaland the0 is called
failed). There will be, thereforelV random settings —called samples— in which the nadasd
t may be connected or not, by a pathagferationallinks. The standard estimation &f, called
(), is the proportion of thes& samples for which the nodesandt are not connected.

To understand the limitations of standard simulation, mw@rsthe following analysis. Call
Ng < N the number of samples for which the nodesndt are not connected, amdr < N, the
number of samples for whichandt are connected. Clearlyyg + Nz = N, andQ = Ng/N. It
will be shown in SectiorZ.Zthat@ is an unbiased estimator &, i.e. E{@} = (), but before this,
an analysis of the standard method leads to Law of Large Nsnti&t in this problem takes the
form:

lim ]P’{‘@—Q‘<a}:1, Ve > 0, (1.1)
N—oo
stating that the probability th@ equals) gets close td asNV increases to infinity. This indicates
that an estimation made out 8f, samples is likely to be better (closer to the real value) tran
estimation made out aV, < N7 samples. So, the use of large values\ofs recommended, and
increasing the value a¥ is always useful.
It is also of interest to measure how far the estima@ds from the real valug&). Accepting
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Figure 1.1: Bridge network

that the variance of the estimator 1{Q} = E{(Q — Q)?} = E{Q?} — Q? = 02 /N, wheres>
is the variance of the variable whose expected value is tetimated, the Central Limit Theorem
takes the form:

N—oo o

i P{@—@mz}zﬁ_ﬂ I 1.2)

indicating that the asymptotic behaviour of the —propedgled— error, follows the Standard
Normal distribution. IfN is large enough to consider that the differerize @ is indeed normally
distributed, expressiori(2) can be transformed into:

~ o -~ g
P — 202 =< Q< Q4240 ——=r=1—-0

where —z, /, and +z,/, are two values such that a Standard Normal variable is bettiesm
with probability 1 — «. This expression defines a Confidence Interval, as it statggte exact
value, @, will lie inside the interval{@ — 2472 0/VN, Q+ Za )2 a/\/ﬁ] with probability 1 — a.
A typical example of this kind of Confidence Interval is:

P{@—L%igc}géﬂ.%i}:%%

VN VN

indicating that, with probability 095%, the differencéQ — Q| will be, at most,1.96 o /v/N. Thus,
this is not only a formula to compute how far the estimatoriddne from the estimated value, but
also an indication that there are two ways to make the estintat closer to the estimated value:
increasing the number of samples, and decreasing the variance?, of the variable whose
expectation is subject to the estimation.

This result must be accepted with some care because of twongaOne of them is that ordi-
nary simulations do not use “real” random numbers to buildhgrandom settings, but pseudo—
random numbers instead. This may produce loss of indepeadenong samples. And the other
reason is that in real implementations the number of samples directly related to the compu-
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tational effort of the simulation, therefore, its value nmat always be large enough.

After the preceding observations it immediately arisesilnestion about how small the value
of N can be to guarantee that the estimator will still be closeh@oreal value. There is no
categorical answer to this question. Going back to the métpmblem, it is clear that if) is low
—and even worse if) it is extremely low— the number of sample, may not be as large as to
makeNg > 0. If Ng = 0, what means that none of thé sampled settings reach a condition in
which there is no path adperationallinks between the nodesandt, the standard estimator will
take a deceptive value 6f and expressiond (1) and (.2) will be far from being truth. Based on
the ideas presented so far, the variance of the estimastiistian indication of how dispersed the
values of@ are, may be considered also an indicator of how likely thienegor is to be close, or
not, to the estimated value. It will be shown in Sectbthat, calling@ ~, the estimator obtained
out of N; samples, therV{Qnx, } < V{Qx,} if Ny > N2. Itis also true that, if after changing
one or more parameters of the network, but keeping fixed thee\a& N, the value), goes to
Q2 < Q1, thenV{@g} < V{@l}. So, an isolated value of a variance is not enough to decige ho
accurate an estimator is.

To evaluate the accuracy of the estimator, an indicatorisifatquently used is theoefficient
of variation that in Monte Carlo estimation is defined as the ratio of thadard deviation of the
estimator to the exact value estimat&tQ}/2/Q. This relation will be analyzed in more detall
in Section2.2 Now it is interesting to see, in Tablel, the evolution of the values it takes for
different values of).

Table 1.1: Standard Simulation on the Bridge network in Fedul

N r Q Q v{Q} V{Q}'?/Q
1E+08 0.9 2.1526—-02 2.1534—-02 2.1E-10 0.07%
1E+08 0.99 2.0196-04 2.012E—-04 2.0x-12 0.70%
1408 0.999 2.0026-06 2.060G—06 2.0¢—-14 7.07%
1E+08 0.9999 2.0002-08 2.000E—08 2.0¢=—16 70.71%
1E4+08 0.99999 2.0008-10 — 2.0€E-18 707.10%

Thecoefficient of variationseen as elative error, increases as thenreliability () decreases.
There is a limit beyond which it is extremely unlikely that,dne of the sampled settings, the nodes
s andt are disconnected. This example illustrates this effectarigally; when( is smaller than
2.000Z%-08, a sample size ofel-08 is not enough to obtain an estimation.

A similar problem arises in the model shown in Figdr& It is a continuous time Markov
chain that represents a system composed of three comppaantsof which fails with rate. If
one of the components failed, it is repaired with ratg: If two components aréailed, they are
both —simultaneously— repaired with raielf all the components fail, there is no possible repa-
ration. There are four states associated with the numbesroponents alreadfailed: u, where
no component igailed; d, where all components afeailed, and the remaining ones, indicating
one or two componentwiled, as it follows clearly from the associated graph. The systecon-
sideredupwhen it is in statax anddownwhen it reaches statk It is of interest the probability
that, after starting at staie in time ¢t = 0, the system hits staié in time ¢ = ¢4, conditioned to
the fact that state has not been visited in the peri¢d, ¢4].
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Figure 1.2: Continuous time Markov chain

If the components fail with a low (or very low) rateand they are repaired with a high (or very
high) rateu, the event whose probability is of interest is clearly aare eventand the associated
problems of the standaidonte Carloestimation, shown in Tabl&.2, are essentially the same as
the ones commented in the problem of the Bridge network.

Table 1.2: Standard Simulation on the Markov chain in Figuge

N  \p v ol V{a}  V{F}?/y

1e+09 1,1000 1.9940-06 2.022@—06 1.9%—-15 2.24%
1e+08 1,1000 1.9946-06 1.950&—-06 1.9%¥-14 7.08%
1e+07 1,1000 1.9946-06 1.600G—06 1.9%¥—-13 22.39%
1e+06 1,1000 1.9940-06 1.000G—06 1.9%-12 70.82%
1e+05 1,1000 1.9946-06 — 1.9%¥-11 223.94%

When the number of samplég is many orders of magnitude higher than the inverse of the
estimated value, the ratids{Q}'/2/Q andV{7}/2/y —seen aselative errors— indicate that
the estimators are somehow close to the estimated values.if Bue estimated values become
smaller, they do it faster than the corresponding standavihtions, reason why as the event of
interest becomes more rare tledative errorsbecome higher. Another fact, also highlighted in the
experiments, is that there are lower bounds for the valu¥ dbeyond which the estimations are
not possible.

This thesis is focused on some methods aimed at improvingtreard simulation in the
context of rare events, by means of variance reduction. éstain contribution of this work, two
new methods are introduced, one of them applies to the dsimaf networkunreliability ¢, on
large and highly reliable networks; the other one is intenideestimate the value of on highly
dependablesystems modelled by large continuous time Markov chains.

1.2 Publications

The ideas behind this thesis were explored by the authoth®first time, in Murray 2007&
and Murray 2007/, where fiveMonte Carlomethods were reviewed, analyzed and applied to
the Diameter Constrained Reliabilitywhich is an extension of the previously introduced net-
work reliability model. Four of these methods, namdhggger, Permutation Monte Carlpand
Cross-Entropyover Crude and Permutation are variance reduction techniques thought of as an
improvement to the crude or standard simulation. Bothladiexplain the methods in detail and
compare their efficiency in tests made on selected netwodeiao
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After this first approach tMonte Carlomethods, the work continued on the line of the network
reliability problem, with a proposal in which a classical method, caledation Processwas
improved by the application dplitting a variance reduction technique that had not been used
in this context before. The proposal and the results obdamere presented ifMurray 20084,
[Murray 2008k, [Murray 2008¢, [Murray 201Q and recently published irMurray 2013b.

After the development dbplitting on theCreation Processanother classical technique called
Conditional Monte Carlpwas recalled and applied by the author to dependabilityanalysis of
Markovian systems. This problem has been the subject chrelséor many authors and different
solutions have been proposed, most of them derived fraportance Samplingnd, to a lesser
extent, fromSplitting TheConditional Monte Carlanethod presented in this thesis is an efficient
attempt to reduce the variance of the standard estimatidneitMarkovian systems simulation.
This proposal was introduced iMurray 2012 and [Murray 20134

The following list corresponds to the publications juseditin this section. There are listed
here with the only purpose of making the section self coethinThese references can also be
found in the Bibliography, at the end of this document.

[Murray 2007aJComparacion entre Cinco Métodos de Monte Carlo para Estilm&onfiabilidad
Diametro Acotada de Redes de Comunicacion&schnical Report INCO 07-07, Facultad de
Ingenieria, Universidad de la Republica, Montevideo, Wayg 2007. ISSN: 0797-6410.

[Murray 2007b]Comparison of Five Monte Carlo Methods to Estimate the Netvilbameter
Constrained Reliabilityln Proceedings of the XXXII Latin-American Conference afokrmatics
(CLEI), San José, Costa Rica, 2007.

[Murray 2008a]Monte Carlo Splitting Technique for Source-Terminal NetwReliability Esti-
mation In Proceedings of the XXXIV Latin-American Conference afokrmatics (CLEI), Santa
Fé, Argentina, 2008.

[Murray 2008b]Splitting in Source—Terminal Network Reliability Estinoat In Proceedings of
the 7th International Workshop on Rare Event Simulatiogeseb7—68, Rennes, France, Septem-
ber 2008.

[Murray 2008c]Splitting in the Simulation of the Network Creation Proce3gchnical Report
INCO 08-21, Facultad de Ingenieria, Universidad de la RigaibMontevideo, Uruguay, 2008.
ISSN:0797-6410.

[Murray 2010]Network Reliability Evaluation by Splitting a Link Creatié®rocess In Proceed-
ings of the ALIO-INFORMS Joint International Meeting, BusnAires, Argentina, June 2010.

[Murray 2012]On Conditional Monte Carlo in Rare Event Probability Estitoa. In Proceedings
of the 9th International Workshop on Rare Event Simulatjzages 57-68, Trondheim, Norway,
September 2012.

[Murray 2013a]A conditional Monte Carlo with intermediate estimations éomputing MTTF
of Markovian systemsln Proceedings of the Sixth Latin—American Symposium opdhelable
Computing (LADC), Rio de Janeiro, Brazil, 2013.

[Murray 2013b]A Splitting algorithm for network reliability estimatiomlE Transactions, vol. 45,
no. 2, pages 177-189, 2013.
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1.3 Structure of the thesis

In this chapter, the basic ideas behind this thesis weredntred, the concepts dre eventsand
dependabilitywere explained and the publications of the author, diregtlgted with this thesis,
were showed. The rest of the work is divided into six more t@pwhose contents are as follows.

Chapter2 introduces some measuresdefpendability discusses the standard simulation and
shows its drawbacks. Then it briefly descridegportance SamplingSplitting and Conditional
Monte Carlo

Chapter3 describes two variants &plitting known, respectively, aBixed SplittingandFixed
Effort. For these two variants it proves their unbiasedness arefrdietes the variance of the
corresponding estimators in a model with some constraints.

Chapter4 introducesSplitting/CP, an original proposal of this thesis in whi@plitting is
applied to improve a well-known method callédeation ProcessThe proposed method is shown
to be particularly efficient in theeliability estimation of highly reliable networks, i.e. networks
for which failure is arare event

Chapter5 shows the variance reduction capacity@dnditional Monte Carlaby means of
many examples on different settings. This chapter behawes lzackground for Chapt&; in
which another proposal of this thesis, derived frGanditional Monte Carlpis introduced.

Chapter6 introducesConditional Monte Carlo with Intermediate Estimatiof@MIE), a sim-
ulation method proposal in whidGonditional Monte Carlds applied recursively. The proposed
method is shown to be particularly efficient in the contextighly reliable Markovian systems.

Chapter7 presents the concluding remarks, highlights the main tmrtons and discusses
possible research lines to continue the work of this thesis.






CHAPTER 2

Rare Event Simulation
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Abstract

This chapter describes the setting of this thesis. In thiesfiction some measuresd#pendability
are introduced. After this, the standard simulation metisqutesented, discussing also the draw-
backs that make it necessary to develop more efficient methNeéxt,Importance Samplings
briefly described, and finallgplitting and Conditional Monte Carlaare introduced, as these two
methods are the main subject of the issues around which #séstis developedSplitting and
Conditional Monte Carlowill be revisited and treated in more detail in the followiclgapters.

2.1 Measures of Dependability

As all man—-made systems are designed to provide some kireha€s, it is usually of interest to
measure their ability to provide such servié@ependabilitymeasures are intended to reflect this
ability. However, due to some systems’ particular featuitess determination of these measures is
not always straightforward.

When thedependabilitymeasures are given by a mathematical expression, the fiesedt
should be to check whether they can be computed on modelsefirasent the systems. In many
cases, the price to pay in order to obtain a good represemtafithe systems, is to have a large
size model. Then, the complexity of these mathematicalesgions can become very high, being
impossible to compute them in a reasonable time. An altemablution is to simulate the systems
in order to obtain an estimation of tliependability instead of its exact value. However, the fact
that the systems are highly dependable, meaning that thidity do provide service is extremely
high, is a serious drawback in standard simulation. Thedhigihedependability the lower the
accuracy of the standard estimator.

The accuracy of an estimator is measured by its variancad&td simulation must therefore
be improved by the so—called variance reduction techniquesder to make simulations more
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efficient. Due to variance reduction, accurate estimattamsbe achieved in a reasonable amount
of time.

The main concern of this thesis is the problem of estimatiegendabilitymeasures for two
types of system, communication networks and Markoviaresyst In both cases, large and highly
dependable systems are considered.

The communication network model used in this thesis, is $eduto thestatic reliability
approach. The model (described in more detail in Chagites based on an undirected graph
G =(V, &), whereV is the set of nodes anfl the set of links. Nodes never fail, they are in an
operationalstate all the time, while links fail independently and caitydye found in one of two
statespperationalor failed. The networkreliability R (unreliability Q) is defined as the probabil-
ity that a set of terminal nodes C V is connected (not connected) in the sub—graph containing
all the nodes iV but only theoperationallinks (as for a link beindailed is the same as being
removed frong).

Call networkinstancethe setting in which a possible valuepgrationalor failed) is sampled
for every one of the links ir€. There will be, therefore2/¢! different instances To compute
the exact value of theeliability R, or theunreliability @, the most straightforward method is to
generate all possiblmstancesand, for each one of them, to check whether the set of terminal
nodesiC C V is connected or not. The proportion of all instances for Wiie terminal nodes are
connected, weighted by their probability valuesRiand the proportion for which terminal nodes
are not connected, weighted by their probability valueg).islf £ is large, or even moderately
large, it is impossible to compute or @) in a reasonable time.

The other model on which this thesis is focused, is a contiatione Markov chaiq X (¢),t >
0}, with discrete state space The state spacs is partitioned into two subspace®:, where the
system isup, and D, where the system idown (the subspacé can be collapsed into a single
absorbing statel). The model operates as follows( (¢) starts at some initial state € U (a
state in which the system is fullgperationa) in time ¢t = 0, and it stops either when it comes
back to states in time 7, or when it hits statel in time 74. In the mean time the process moves
through states in which the system is partially damaged §eanuch as to be in statd but it
keeps providing service.

For this type of (ergodic) Markovian modelependabilityneasures can be classified into two
groups:steady—statandtransient The latter are those metrics evaluated at some point initime
or over some finite interval, typically of the forf, ¢]. The two main transient metrics are the
reliability at timet and theavailability at timet. Thereliability at timet, denotedR(¢), measures
the “continuity” of service:R(t) = P{X(s) € U, 0 < s < t}. That s, R(t) is the probability
that the system operates as specified during the whole att@rv]. Theavailability at timet is
the probability that the system is working at timed(t) = P{X (¢) € U}.

A more complex transient metric is thisterval availability on [0,¢], denoted/A(t). It is
defined as the fraction of the interval during which the sysigup, that is:

t
1
IA(t) = n / 1{X(s)eU}dsa

s=0

wherel., is the indicator of event. SincelA(t) is a random variable, in practice, other specific
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related metrics are used. For instance, its expectatidigdctine expected interval availability
on |0, t]:

E{IA(t)} = % / A(s)ds,

or its distribution (much harder to compute).

Steady-state measures are defined on the system in equililthiat is, on a stationary version
of the stochastic process modelling it. The main one isabgmptotic availability A(co) =
lim;_, o, A(t). See that:

A(oo) = lim TA(t) a.s.
t—o00

The expected time from the beginning until the first systeituria is another importandepend-
ability metric, called themean time to failurgin short MTTF. Using the variable;, MTTF =

E{r4}. Also R(t) = P{ry > t}, and thus, MTTF =/ R(t)dt. Using the fact thaf is Marko-
t=0

vian:
E{min(7q, 7u)}
5 )
wherey = P{rq < 7y }. Both termsE{min(7q4, 7,)} and~, can be estimated using regenerative
properties ofX.

MTTF =

The main issues on which this thesis is focused are the dawelot of variance reduction
techniques aimed at the achievement of accurate estirsaticthereliability R (unreliability Q)
of large and highly reliable networks and the estimatiory ef P{7q < 7} for large and highly
dependable markovian systems.

2.2 Standard Monte Carlo

In many dependabilityanalysis, the problem reduces to the determination of tpeastion of
some random variabl&. SometimesX is an event indicator random variable, in the sense that
it equalsl if the event occurs, and if the event does not occur. But there are cases in which
X takes values different thahand1, and its expectation is still the value of interest. The most
simple simulation method to estimate the expected valu€ &fthe one known as naive, crude or
Standard Monte CarloThis method was briefly and informally introduced in Sectlol Here it

will be presented in more detail and the drawbacks due teatteeeventproblem will be formally
analyzed.

Let X be a continuous random variable with probability densityction f (x) and expectation

E:
+oo

E=E{X} = /wf(x) dx

If X is a discrete random variable that takes valugs = 0, - - - | n, respectively with probability
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p(z;), its expectationF, is:

E=E{X}= Zfﬂz p(xi)
i=0

In both cases, the variance &fis: 02 = V{X} = E{(X — E)?} = E{X?} — E.

Although the probability distributions are not always &afle, it is often necessary to know
the value ofE. Crude, naive o6tandard Monte Carlds the simplest simulation method, thought
of as to obtain an estimatd? of E, hoping thatE and E will be close enough. The estimation
begins with the sampling process, which consists in sampliset of independent valuas® , i =
1,---, N. These values are collected using a random number genarat@n algorithm designed
to produce values according to the probability distribmtid X (whether it is continuous as if itis
discrete). The samples, sometimes called copie¥ ,afan be considered random variables —in
most cases independent— with the same probability distoibasX . TheStandard Monte Carlo

estimator is:
1 N
o _E : (@),
FE = N - 0X
1=

It is simple to show thaf’ is an unbiased estimator &f:
1 & 1 & 1 &
E{E}=E{ =Y X0 = _N"E{xO\=_N"E=F
R D

while the variance of is:

2

7 LS 50 NS D _ L2 0
V{E} =V N;X — 2 V{xX }:m;a - =

1=0

Suppose thai is an indicator random variable, that i&, equalsl if the event of interest
occurs and equal8 otherwise. In this cas& is a Bernoulli random variable with parameter
E = E{E} and varianceZ(1 — E). Thecoefficient of variationusually accepted as an indication
of therelative error of the estimatior, is:

S V{E}?  (BQ-E)/N)V?  (1-BE\Y* 1
M= EEy E - ( EN > ~(BEN)Y? @Y

This expression clearly highlights the drawbacks of steshdamulation inrare eventanalysis. If
X is the indicator of aare event the value ofE will be extremely low, and this can make the
relative errorto be extremely large. Moreover, /if tends to zero)N being fixed, theelative error
will tend to infinity. The only way to work around this probleis by increasing the number of
samples,N. On the other hand, even K is not extremely low, small values 6¥ will produce
the same effect, in the sense of making ilative errorgrow boundlessly.

In cases in which a variance reduction technique is appiiedyariable subject of analysis is
not a Bernoulli random variable and its varianWe{E}, is other tharn®/(1 — E). The expression
of V{E} is the one that, ultimately, defines the properties of théamae reduction technique
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employed, as it says how much tredative errorreduces, compared tg/(EN)/2.

The exact valud’ is, of course, (almost) never available in real cases, itisadly the value
the simulation attempts to find. That is why in expressiari)(the estimatorE must be used
instead. Something similar occurs with the variance, fioege an unbiased estimator like the
following, must be used in its place:

1 1 ZN 5
com_ 1 1 02\ s
e N_llN (z‘:1X ) .

This variance estimation and the estimaﬁqrare the ones used to evaluate tbktive error
(2.1) in the experimental part of this thesis.

The context in which this thesis is framed is the estimatiyrsimulation, of probabilities and
parameters directly related to events whose occurrencdrineely rare. If the indicator random
variableX equalsl when the event of interest occurs, @notherwise, the expectatidd = E{ X }
is, therefore, an indication of how likely the occurrencehaf event of interest is. So far it's been
shown howStandard Monte Carlerforms in this context, attempting to make an estimafion
of E. But the problem could be approached similarly on the végiadb= 1 — X. VariableY
equalsl when the event of interest does not occur, @mtherwise. Thusf" =E{Y} =1—- FE'is
an indication of how likely the event of interest is not to ocand an estimatiof’ of I could be
as useful ag.. However, in the context afire eventsE ~ 0 and F ~ 1. It will be shown in the
rest of this section that, in the analysis of highly reliabystems, mostly if the interest is focused
on the comparison of accuracy and precision among differethods, there are some benefits in
using F instead ofF'.

Suppose that the decision is to estimateThe most direct and well known definition of the
relative erroris §/E, wheres = |E — E| is the absolute error. BUE is, of course, unknown, and
the only estimator at hand is ti&tandard Monte CarlestimatorE. Then, using the absolute error
¢ is clearly impossible and the standard deviatigh, = V{E}W, is used instead. See thab is
the same when estimatirigor E (the variancesE/(1— E)/N andF (1 — F') /N, are clearly equal
becauséy = 1— F). Then, observe that thelative errorRE(E) is greater than thielative error
RE(F). More preciselySD ~ RE(F) < RE(E). Then, controllingRE(E) guarantees that both
errors are controlled. The use BE(?) for controlling the estimation may lead to very poor
accuracy on the estimation &f, which is extremely annoying (think of critical systems &
is the probability of a critical failure). For instance, tee true values b& = 1070 =1 - F,
unknown, and pretend that the simulation produces an aitimé = 10~° = 1—F. The absolute
erroris§ = 9 x 1071, andRE(F) = 9 x 1070/(1 — 10719) = 9 x 1010, but RE(E) = 9.
Then, after an apparently good precision in the estimatfafi there is a catastrophic 900% error
on the estimation of.

There is another risk in usin@E(ﬁ) whenF ~ 1. As SD is the same when estimatirig or
E, it follows that RE(F) = RE(E) E/F ~ RE(E) E. Thus, even when both estimatésand
E, are at the same “distance” of the corresponding true va‘hEéE) is aboutl/E times larger
that RE(F). Let again be a true valuB = 10~ —reasonable imare eventsimulation— and
let RE(E) = 1073, thenRE(F) = 1013, that could be negligible and confused withunless
the number of digits involved in the computation is high eglouThen, if the interest is focused
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on “how close, or how far” the estimation is from the true wahenFE is a very low value, both
relative errorscontain the same informatio®RE'( E') in a significant and mensurable number, and

~

RE(F) in a negligible number.

2.3 Importance Sampling

In standard simulation, as in afjonte Carlomethod intended to make estimations of some pa-
rameter, streams of random numbers are necessary to bue ugndom settings. Random num-
bers are generated according to the probability distdimstiassociated with the different compo-
nents of the simulated system. These probability distidnstare the ones that, ultimately, define
the behaviour of the simulation. Such distributions arselp related to the accuracy of the sim-
ulation, formally measured by the variance of the estimafsom a practical point of view, the
probability distributions involved define how rare is thiagé tevent of interest occurs in one —or
more— of the random settings built by the simulation.

There is a well known method calléohportance Samplingased on the idea of changing the
probability distributions of the model in order to make tvem of interest be “frequent” instead
of “rare” [Fishman 199p The estimation made after the change is biased and hascoriezted
in order to recover the estimation corresponding to theesysiefore the changes. After this, the
problems due to the rarity are vanished and the variancesagtimator is reduced.

This section briefly introduces the basislmiportance Samplingnd highlights its features in
a very simple example.

Let X be a random variable with probability density functiftz), and¢(X) a function of
X. For simplicity the method will be introduced only for theseain whichX is continuous, but
the ideas apply as well and are easily extended to the déscase. The expectatioR;, of ¢(X)
is:

+oo
By = Bp{o(X)} = / o) f(x) da 2.2)

where the subscripf is a reference to the probability density functionXf The corresponding
Standard Monte Carlestimator is:

~ 1 ;
Er=% Zg H(X0) (2.3)
where the copieg(X (), i = 1,--- , N are sampled according to the probability density function

f(z). Suppose that the standard estimation is not efficienterelibcause it is difficult to sample
from f(x) or just because the event of interest almost never occuggpdSe also that, as a con-
sequence of such inefficiency, the variance@gfis large. The solution proposed lyportance
Samplings to sample according to a new probability density funcfidn), instead off (z). Pro-
vided thath(z) is not equal td) unless in those points for which(x)¢(z) equalsd, expression
(2.2) can be transformed as follows:
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400 oo x
E{$(X)} = i o(z) f(x) do = : o(z) % h(z) de = Ey, {%},

suggesting that the estimation 2.8 should be transformed accordingly, that is:

N N
5 _ 1 oXO)r(xY) 1 ) R(x
En = NEE xXm) v 2 ) R

where the copies(X @ f(X@)/h(X®)), i = 1,--- , N are sampled according to the proba-
bility density functioni(z). The expected value a@f(X) under the probability density function
f(x) equals the expected value ofX)f(X)/h(X ) —seen as a random variable— under the
probability density functiork(x). The factorR(x) = f(x)/h(x) is calledlikelihood ratia In the
new sampling scheme, the copi&$?) are generated from the distributiéniz) and thengp(X )
and R(X) are computed. The process of changing the distribution fadrich the copies are
sampled, is known ashange of measure

Accepting that the target is still the estimation of the etpd value ofp(X), eitherﬁf or Eh
solve the problem, because the expectation of bafl{ig X )}. The key to justify the use of one
or the other is the comparison of the variances before aerd tatchange of measuy¢hat is:

+o0

+o0

Vi{o(X)} = 1/N{ ¢(2)* f(z) dv — E{(X )}} and

Vi{o(X) R(X)} =1/N{ ¢(2)*R(x)? h(z) do — Ej{$(X) R(X )}}-

Indeed a variance reduction takes place if:

YO}~ Vado(x) RO} = [ - R@) 6P (o) do >0

This last expression is only to check whether some seledsétbdtion /() produces a variance
reduction or not, but is not a formula to find a distributibf) to achieve a desired variance
reduction. The task of finding an appropridter) or, to say it in terms ofmportance Sampling

to produce an adequatdhange of measuyds not straightforward. Many research lines have
attempted to solve this problem, resulting in several negHbEcuyer 2007h L'Ecuyer 2011a
L'Ecuyer 2011k Ridder 2005 Rubinstein 200

Further analysis leads to an interesting conclusion. Ssgfiaip(X) > 0 and that thehange
of measures such that the distribution(x) is the following:

¢(z) f(z)

") = B a0}

(2.4)
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In this case, the variance of the estimalgyis given by:

+oo
%M{¢L¥)RL¥H<:1NV{ o R(z)® h(z) dz — E}{6(X) R(X »}

+oo
::1NV{ o(x)2R(x)? hz) dz — EM{(X »}

{/’ o R(z) ) do ~ EHo(X)} |

v { [ a>“”ﬁ;)}ﬂ>d - EHo(0}}

v (B o0} [ ote) se) do - BHo(x)} )

= 1/N {E{¢(X)} E{o(X)} —EHo(X)}}
=0

This seems to be an amazing result, as it implies that any Isaofypained after applying this
change of measureesults in the exact value, meaning also that a single sammaough to
compute the desired measure. However, this result comas drolearly impossiblehange of
measuresince to be achieved (se2.4) it is necessary to have the valiig{4(X)}, which is
actually the value that the whole simulation is intendeddiam. Knowing the value dE s {¢(X)}
makes it absolutely unnecessary to perform the estimation.

Anyway, despite thishange of measure—call it the optimal— is clearly impossible, it
is the base around which some variants have been developednel of them, called Zero-
Variance ['Ecuyer 2007h L'Ecuyer 2011a L'Ecuyer 2011k, different mechanisms attempt to
find a change of measur¢hat is somehow “close” to the optimal one, leading to an-esti
mation that is also “close” to the exact value. Another varigknown as Cross-Entropy
[Ridder 2005 Rubinstein 2004 uses a metric (the Kullback-Leibler distance) and chsose
change of measurthat transforms the original probability distributionard new one that is the
closest to the optimal one under this metric.

In the rest of this section, a very simple but illustratinguele is presented. The function
whose expectation is of interest#$X ) = X, and the corresponding probability density function

is:
0 x<d, d>0,
fla) = { Ae D) g s g,

Figure2.1(a) showsf (z), that is a shifted exponential distribution. Sampling frgix) is very
simple, actuallyX® = d —logU/\, i = 1,---,N, whereU is a sample from a uniformly
distributed random variable i, 1). The expectation ok isd+1/X and the variancey ;{ X } =
1/A2. Suppose that, for some purpose, this variance is high t@deécessary to reduce it in order
to estimate accurately the expectationy¢X ) = X, from a “few” samples. It is possible to make
this estimation by means ¢hportance Sampling

Let the following h(x) be the probability density function used in the applicatigrimpor-



2.4. Splitting 17

f(z) h(z)

(@) (b)

Figure 2.1: The functions involved in thmportance Samplingxample

tance Sampling
0 <0
i) = { Nze M >0

Figure2.1(b) showsh(x). Sampling fromh(x) is still very simple because it is the distribution of
the sum of two exponentially distributed random variabléth warametet\. Therefore, X (?) =
logUi /A —logUs /A, i =1,--- , N, whereU; andU, are samples from a uniformly distributed
random variable irf0, 1).

Thelikelihood ratioratio is:

0 x <d,

R(x) = f(x)/h(z) = { M/ x> d,

and the variance, after tihange of measu&,{ X R(X)} = 1/ 2(Ad+1)[e* —(Ad+1)]. With
an illustrative purpose, the valugs= 0.1 andd = 0.1 yield the following resultV,{X R(X)} =
V{X}/19,736.03. Then, at the expense of sampling two uniformly distributatiies, instead
of one, every time, estimating the expectation)0X ) is much more accurate after theange of
measure

2.4 Splitting

The evolution of a Markov random proceg¥ (¢), ¢ > 0} corresponds to different trajectories in
its state space. Rare events are associated with regidms stiite space that trajectories reach with
very low probability. The guiding principle dbplitting is to partition the state space into many
sub spaces, and to recursively multiply or split trajee®ias soon as they get into sub spaces that
are somehow closer to the region of occurrence ofdne event

The estimation made after splitting or multiplying trajgi¢s is biased and has to be corrected
in order to recover the estimation corresponding to theirmailgsystem. Proceeding this way, the
most promising trajectories are privileged and the vaeasicthe estimator is reduced.

In the rest of this sectioB®plitting is briefly introduced. In Chapte®and4 some particular
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features and applications are presented.

Let{X(¢),t > 0} be a Markov process with discrete state spageand letY4 andX’z be two
disjoint regions int. AssumeX (0) ¢ X'z. A quantity that is frequently of interest in different
performance andlependabilityproblems, is the probabilityy that, starting at = 0, process
{X(t)} entersXp without having enteredry before. If 4 is the instant whed X (¢)} enters
X4 the first time (or comes back t&i4 if X (0) € X4) andrp is the instant whed X (¢)} enters
Xp the first time, theny = P{75 < 74}. RegionsX¥, and Xz may be defined implicitly via an
importance functiorh : X — Ras: Xy = {x € X : h(z) < {y} andXp = {x € X : h(x) > {},
where{, and/ are two values iR (usually/y = 0 and?¢ > 0). Hence, ifh(X (0)) = 0, 74 is the
first time{h(X (t))} down—crosseg,, whereas s is the first time{ (X (¢)) } up—crosses.

Splitting [Garvels 2000  Glasserman 1996 L'Ecuyer 2007a L'Ecuyer 2009
Villén-Altamirano 1991 is a variance reduction technique aimed at making accueste
mations ofy when {7 < 74} is arare event In a Splitting application, the state space of
{h(X(t))} is partitioned by a set of real valués =0 < ¢; < ly < -+ < £, = £, as shown in
Figure2.2@). Given this partition, foi > 1, 7, = inf{t > 0 : h(X(t)) = ¢; > h(X(¢t7))} and
7o = inf{t > 0: h(X(t)) = {o}.

{n(x ()}

Figure 2.2: Sample replications over the state spade& QX (¢))}

The eventD; = {r; < 1p},7 = 1,2,--- ,m, is an indication thaf{/(X (¢))} has up—crossed
threshold/; without having entered the region undéreshold/, = 0. It is clear thatD,, C
Dy,—1 C -+ C Dy C Dy, whereD,, = {7, < 10} = {7 < 74} is the event whose probability
Ym = v is the quantity of interest. Hence,

m
Ym =P{Dp} =P{Dp|Din—1} P{Dp1|Dim2} -+ P{D2|D1} P{D1} = [] pi.
’ =1
Pm Pm—1 p2 pP1
The Splitting estimation ofy,, is based on this expression. If an estimaipis obtained for
everyp;, the estimation ofy,,, is3,,, = [[;~, pi- Unbiasedness of this estimator has been recently
proved in quite general settings b&rrein 2011.
The process to obtain the estimatgisis as follows. If Ny replications of{h(X(¢))}
are launched fromt = 0, and R; of them reach (up—crosghreshold ¢y, p1 = Ri/Ny is
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an unbiasedGrude Monte Carld estimator ofp;. Splitting multiplies(splits) the replications
that up-crosseg;, saving their state at the crossing point, and launchinm fileere a number
N1 > R; of new replications, towardé,. If R, of them reachthreshold /s, p» = Ry/Ny

is an estimator op,. Proceeding iteratively, the estimatgis ¢ = 2,--- ,m, are R;/N;_1.

If threshold ¢,,, is reached by at least one replication f(X(¢))}, the final estimation is:
m = 11"y Pi = R1/No R2/N1 R3/Nsy -+ Ry, /Np,—1. This mechanism is shown in Fig-
ure 2.2(b). By the action ofsplitting or multiplying the method privileges the replications for
which the evenD,,, = {7,, < 70} is still likely to occur. According to the number of new capie
that any replication of h(X (¢))} is multiplied byor split into, Splitting supports two main im-
plementation variantgzixed Splitting where the number of new copies started from every hitting
pointis a constantV;/ R; = «; > 1 Vi, andFixed Effort where the number of trajectories created
at every hitting point is adjusted so as to let the total nundfgeplications started from every
threshold(effort) be a constant)V, = F; Vi. There is no general agreement about the variance
reduction benefits of each optioRixed Effortavoids the risk of a combinatorial explosion on the
number of trajectories (which is possiblekixed Splitting providing, therefore, a closer control
on the execution timesixed Effortis the variant selected to support the experimental patisf t
thesis (see Sectioh6).

The variance of théplitting estimator was analysed bgarvels 1998who, under the as-
sumption that thep;'s are all independent and identically distributed, protedt the value of
V{F} can be approximated by, m2(1 — ™) /(vs ™ S), whereS = Fi + Fy + - + Fy_1.
[LEcuyer 20074 analysed a simplifiedrixed Effortsetting whereFy = Fy = --- = F,,_1 = F
and thep;'s are independent random variables suchhat p = fy,%{m. In this setting the variance
V{7 } can be approximated byiy 2, (/™) /F.

2.5 Conditional Monte Carlo

From basic probabilistic analysis it is simple to show thi@bime random variable can be condi-
tioned to the values of some other random variable, the vegiafter conditioning is lower than
the variance of the variable before conditioning. The fdatamditioning the variable of interest
to the observed values of some other variable, somehow esdhe state space of the original
variable and yields a variance reduction.

In the rest of this sectio@onditional Monte Carlas briefly introduced. In Chaptesand6
a more insightful analysis and some applications are pteden

Let V' be a random variable arttdan event on the state spacelaf The probabilityy = P{0}
can be determined by means of the indicator random variable

7 1 if # occurs
| 0 otherwise

becausé&{I} = P{0}.

Suppose thaV’ = f(X;, Xo,--- , X,,), orjustV = (X1, Xs,---, X,,), where{X;}" , isa
set of random variables. If the value of any of these var&alddixed, e.gX; = xi, the expected
value of I conditioned tozy is the fixed valueE{I|X; = zx}. As X} is a random variable,
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E{I|X}} is a random variable too, because its value depends on the oK. Moreover:
E{E{I]|X}}} = E{I} = P{6}

what means that{7| X} andl are two random variables whose expectation is the valug@fin
est,v. See that the possible valuesiadire only0 or 1 whereas —in general— the possible values
of E{I| X} } are real numbers betweérand1 (E{I|X}} is the expectation of a variable that only
takes the value8 or 1). If these two variables are available, in the sense thatgbssible to gen-
erate samples according to their probability distribugioncan be estimated making estimations
of eitherE{I} or E{E{I|X}}}. Itis interesting to see which one of these methods yield eemo
efficient estimator.

From a simple variance analysis:

V{I} = E{V{I|X}}} + V{E{I[ X} }} (2.5)

thus,
V{I} > V{E{I| Xx}} (2.6)

because there are no negative termi8)( This expression is the key to analyze the accuracy of
the estimators ai{/} andE{E{I|X}}}.

If 10 andE{1|X"}, i = 1,--- are, respectively, independent sampled ahdE{7| X},
the following standard estimators:

1 X 1 0
A=—> 19  and Ay =-—3 E{1x" 2.7
il N, ; 72 N, ZZ; { | k } (2.7)

are, respectively, unbiased estimators of the expectegvalf/ andE{| X} and, consequently,
of 4. The first one is th&€rude Monte Carloestimator. The second one is a variant, from now
on calledConditional Monte Carlcestimator. The variances of both are, respectivélyy; } =
V{I}/N, andV{72} = V{E{I|X\}}/N2. Therefore, due to expressioB.§), if Ny = Ny,
V{71} > V{7»}, what means thaf, is more accurate thaf,. A quantitative measure of the
accuracy increase is the rati7, } /V{72} or, if Ny = N, V{I}/V{E{I|X}\}}.

However, in order to decide which one of these estimatorsasenefficient, the variance
comparison is not enough, it is also necessary to compareotin@utational efforts required to
obtain the samples(® andE{7|X\"}. To get a samplé(? it is necessary to build a sample of
V(@ what requires the sampling of V), él), ..., andX”, and then, glven the values of these
components, to sdt®) to eitherl or 0. The generation of the sampIEs{I|Xk } may not always
be easy. First, it is necessary to sample a valu& gfand then to compute the expectation/of
conditioned to it. This computation is the most critical argdometimes— difficult step in the
Conditional Monte Carlcestimation.

Given some measure of the trade-off between accuracy angutational effort $§peedupfor
instance), it is possible to determine which one of the exttins,7; or 7», is more efficient.
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Abstract

This chapter is devoted to two important characteristicheSplitting estimator, namely, its bias
and its variance. The determination of these values is maigstforward in the general case.
However, under certain assumptions, unbiasedness carsie maven and the variance can be
given by a closed expression. In this chapteéred Splittingand Fixed Effortare described in
detail and they are analyzed for the particular case in wiielestimatorg;, i = 1,2, --- ,4, are
mutually independent. Under this assumption, b&iked Splittingand Fixed Effortestimators,
are proved to be unbiased and their exact variances areriie¢et.

3.1 Basic Fixed Splitting Setting

Consider aFixed Splittingsetting withm levels orthresholds based on the ideas introduced in
Section 2.4. A number of independent trajectories of a randmcess are started frafmreshold

0 and they are simulated until they either redblreshold1 or they come back to down—cross
threshold0, in which case they are ended. The trajectories actualghiegthresholdl are —all

of them— split into a fixed number of new trajectories, andbélhem are simulated until either
they reachthreshold2 or down—crosghreshold0, in which case they are ended. The process
continues iteratively until one or more of the trajectorsarted fromthresholdm — 1 reach
thresholdm or down—crosshreshold0, in which case they are ended. The fact of having at least
one trajectory up—crossing threshotd makes theSplitting estimation possible, as indicated in
Section 2.4.
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The following definitions apply to the setting under anay(sis the expressiomlbwn—crossing
threshold0” comes up all the time, in the following description it wilelreplaced by the term
“ending):

~;: the probability that a process trajectory up-crogbesshold: withoutending

p;. the probability that a process trajectory up-crogbesshold: without ending given that this
trajectory has crossdtireshold: — 1 without ending

n1. the number of independent trajectories started ftomshold0 towardsthreshold1.

n;. the number of trajectories that every trajectory reactimgshold: — 1 is split into.

F;: the total number of independent trajectories started fitmeshold: — 1 towardsthreshold:.
R;: the total number of trajectories that up-cralsseshold: without ending

Due to the nesting of the consecutive up-crossing evergsyatlue ofvy,, —usually the mag-
nitude of interest— is the following:

Y = P1P2* * * Pm—1Pm- (3.1)

However, as the probabilities, i = 1,2,--- , m are unknown (otherwise tHeplitting appli-
cation would be unnecessary), they have to be estimatedh €3ticnations are achieved by means
of aCrude Monte Carler level:p; = R;/F; Vi =1,2,--- m.

3.2 Fixed Splitting Estimation

The basicSplitting proposal is to estimatg,, as:

Ym = DiD2*" Pm-1Pm
_ RiRy Ry
T R B By
Ry Ry Ry,
~ (n1) (Ring)  (Rm—1mum)
— 1 R,,-

n1n2 .. .nm

It will be shown that this estimation is unbiased.

Trajectories starting frorthreshold: — 1 towardsthresholdi can be modelled by independent
Bernoulli random variables with paramegr with the following meaning: a value dfindicates
that the trajectory reacheblreshold: without ending a value of0 indicates that the trajectory
endsbefore reachinghreshold:. Figure3.1shows some trajectories ofSplitting replication in
terms of the Bernoulli random variables and also shows tbeatilities involved in the following
calculation. The Bernoulli random variables are indexedriter to indicate theéhresholdthey
start from and also the trajectory they belong to. As theltgpa is: 1;,4,...;,,, its meaning follows
clearly from Figure3.1
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I 1391 T 1320 1323~ Ilwng 73
p3
2
I 131 132 I I3z -~ I 13, 2

b2

1

1 1 1- .. 1 71

pl I 1 I 2 3 I 1

0

Figure 3.1: A “pictorial” view of the model in terms of the Beulli random variables

Given that in the case under analysis the random varighles= 1,2, - - - ,4, are mutually in-
dependent, it is clear that the Bernoulli random variatlest; i, , - - - 1;,i,...i,,, are also mutually
independent.

Considering the independent trajectories starting fronthreshold0 towardsthreshold1,
modelled by the Bernoulli variables, , iy = 1,2,--- ,n;, with parametep;, the numbe?; of
trajectories up-crossintpresholdl withoutendingwill be the number of these Bernoulli variables
assuming a value df:

Each one of the successfi) trajectories is cloned or split inte, new trajectories towards
threshold2. Thus:

ni no ni no
Ry = Z 1y (Z 1m‘2> = Z Z Lir Ligioe

i1=1 =1 i1=112=1
Finally:
1 ni  no Tim,
Ym = Rm - E E E 1i11i1i2 e 1i1i2“~im' (32)
ning - Nm nan R
21 1io=1 im=1

Considering that the variables, , 1;,;,, - - - 1,i,.-4,,, are mutually independent and the fact
thatE{lil} = D1, E{1i1i2} =DP2, ", andE{1i1i2...Z—,m} = Dm-

ni no
E{ﬁm} = Z Z Z E{1111l1l2 o 21i2~~~im} (3.3)
n1n2 i1=1142=1 im=1

= ——————————nin2---Mm P1P2 - Pm
nan"'nm
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= PiP2 - Pm = Tm,

what proves thaf,, is an unbiased estimator.

3.3 Variance of the Fixed Splitting Estimator

In this section the variance of theixed Splittingestimator is computed. The determination
—adapted here to the model in which this section is based—uéstd Glasserman et al. in
[Glasserman 1996

Lets,,, be a sample of all the Bernoulli variables, up to the lexeBased or$,,,, the variance
of anm + 1 threshold Splittingestimator can be expressed as:

072n+1 = V{Fn+1}
V{EAm+1(8m}} + E{V{¥m+1[Sm}}
= V{pmt1¥m} + E{V{¥mDm+1(Sm}}
= Poi10m + B V{Dmi1}}

9 Pm+1(1 — Dmt1)

- pm—i—lam + E m 1 no Nm
(z S e 3 1) s
i1=1 io=1 im=1
9 DPm+1(l = pmy1)
= p? O' + IE{ =
mtl T iy - i) i1
perl(l _pm+1) }
ning--- nmnerl
2 2 ~ ~ Pm+1(1 — Pmt1)
P 10m {p1p2 P s M
P11 = Dmt1) o e~
p— + E . e
Pm+1 ™ Mg Tt {p1p2- - Pm}
P1p2 -+ PmPmt1(l — Pmi1)
ning - NmNm41

- p;+1a;+E{am

- pm+1 m +

Solving this recurrence, the varianeg, can be written as:

— [ T pip2---pi(l = py)
1p2- - pi(l—p;
o = > | II # S
— |+ ning - --n;
J=1 \i=j+1
2 2 — Py
g = (pp2- g
" = (p1n1)(panz) -~ (pjny)
l—pj

(p1n1)(pang) - - (Pjnj).

I
e
1M
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3.4 Variance of the Fixed Splitting Estimator (a different goproach)

The following determination, starting from a standard aade expression, is a different way of
developing the variance of théxed Splittingestimator.

V{:Y\m} = E{:Y\r%z}_E{;Y\m}z

1 ni  no Nm 2
2 2 2
- E (W Z Z o Z Lisdigip o 1i1i2"'im> PPy Pm

i1=1142=1 im=1
1 niy  no Nom 2
_ 2 2 2
= 55 L DD DEITE D RTES PR, — PPy P (3.4)
12 m i1=lia=1  im=1

The square of a sum is composed by: the sum of the square of everof its terms, plus
two times the sum of the product of all the pairs of terms (@®réng only once pairs of the form
(a,b) and(b, a)).

Using the fact that.;,, 1;,i,, - - - 1i,4,-.i,,,,» &re mutually independent plus the fact that, for a
Bernoulli random variable,. with parametep,, E{12} = E{1,} = p,, and using also expression
(3.3, the expected value of the first part of the square of the suuaes to:

niy  no Nom
E{Z Z Z (Liy Liyip - 1i1i2---im)2} =NiNg - NpP1P2 - Pm:

i1=112=1 im=1
The remaining part requires a combinatorial analysis thatlee better understood graphically.
The target is to determine the mean of a sum, in which all thregédnas the form:

(Liy Liyin ++* Livigein) (1j1 Lirgn = Ljigneeoion)
(Ci) (@)

where

¢ bothchainsC; andC} are the product of a sequence of Bernoulli variables eaclobtiiem
“pointing” to threshold, 1, - - -, m.

e The elements ofhainsC; andC; must be completely different or:

— may have the same variable in the first position, being diffethe rest of them,

— may have the same variables in the first and second positdmg different the rest of
them,

— may have the same variables in the first, second, thirdposition, being different
only the last one.

A simple example withthresholdsl, 2, and3 is shown in Figure3.2 In this simple setting
n1 = 6, no = 3 andns = 2, being the corresponding probabilitips, p» andps. Figure3.2
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(a) shows that there is a numbermsyns of chainsmodellingn,nong process trajectories that are
likely to reachthreshold3. In fact, when any of the variables belonging to thekainstake the
value 0, the modelled trajectory immediately stops (i.e., it doesexist beyond thi®) and the
variables that come after, are never sampled. However fhentémbinatorial point of view all
thechainsmust be considered complete. The challenge is to count tiaiuof all possible pairs
of chaing accepting that the expected value of all these pairs arestigr the square of the sum in

(3.4).

ninang (n1 — 1)nang

//N&,ﬁ /_F_\—/k/ﬁ
JE— 3 N
P3
ng
9
p2
no
- 1—
1
nq —0— ny—1
@ (b)
nans (ny — 2)nang
— —
ny —2

(c) (d)

Figure 3.2: Bernoulli Variables in a Simple Three Threskdbetting

Proceeding in stages:

1. ChainsC; andC); that are completely different.
Figure3.2(b) shows achainC; in thick line. There arg¢n; — 1)nons possiblechainsC; to
complete the pair. Figur@ 2 (c) shows anothet; in thick line, for which it counts the same
number(n; — 1)nons of possiblechainsC;. It is clear that there aresns chainsC; (see
Figure 3.2 (c)) for which the referredn; — 1)nons possibleC; complete the pair. Then,
the number of pairs of completely differecthainsdetected so far is:

naons(niy — nang = (ng — 1)n3n3-

The expected value of each one of them is:

2 2 2
E{C; Cj} = E{1i, Liyiy Livigis L1 Lj1jaLirjajs ) = P1P2P3
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and therefore, the contribution of this set of pairs to theregsion 8.4):
(1 — 1)n3n3 pip3ps-

However, starting the same counting process (as it has lmenab far) from the thick line
chainin Figure3.2(d), the number of pairs detected will be:

(n1 — 2)nan3-
Finally, the number of pairs of completely differesttainsis:

(n1—1)+(n1—2)+ -+ (n1— (n1 — 1))
1

The total contribution of all of them to the expression (34)
[(n1 = 1) + (01— 2) + -+ + (n1 — (m — 1))]n3n3 pip3ps-

Considering thaf(n; —1)+(n1 —2)+- - -+ (n1 —(n1—1))] = n1(n1—1)/2, the expression
reduces to: ( -
ni(ny — 1)nsn
5 J3nS 2

2. ChainsC; andC; that have the same variable in the first position, being miffethe rest of
them.
Based on the result obtained so far, this calculation isegtiaightforward, because there
will be as many identical sets as “first variables to shanmethe example of Figurg.2, there
aren; = 6 identical sets, all of them composed by telsainshaving as the first element
one of then; = 6 variables in the lowest level. The remaining variables, the ones that
start atthresholdl, deserve the same analysis that has been done in the préeious

The expected value of these pairscbiinsis:
2 2,2
E{Ci Cj} - E{lil LivioYivigis 14y 1j1j2 1j1j2j3} = E{lz’l Livio Livigis 1j1j2 1j1j2j3} = P1P2D3,

and the total number of them is:

o [nz(m; 1)n§} ‘

Consequently, the contribution to the expressi®d)(of pairs that have the same variable
in the first position and are different in the rest, is:

ning(ng — 1)n§
2

p1p3p3:

3. ChainsC; and C; that have the same variables in the first, second,position, being
different only the last one.
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Considering that, for the current problem, the last vagakdre the ones that start from
threshold2, and proceeding the same way than in the prior item, the ¢ege@lue of each
one of these pairs afhainsis:

2 42 2
E{C; C} {14, Lirip Liviis Lir Livia j1]2j3} E{lu 1360 Liviois 1j1j2j3} = P1p2p3-

The total number of them is:
ng(ng — 1)
2 )
and the total contribution to the expressi@¥j of pairs that have the same variables in the
first positions and are different only in the last one is:

nin2 |:

ningnz(nz — 1)

2.
9 pP1P2P3

Based on the analysis of the simple example of Fi@u2git is possible to generalize the result
for the case ofn thresholdsand for generic numbers;, no, - - -, 1y,

2
ny  no
V) = (zz S dtan ) R

n3n3

i1=11i2=1 im=1
1 ni(nm —Dng---np o o 2
w2, 12 mpP1P2 " Pm + [ 5 PPy Pyt
nina(ng —1)---n2 ning - N (N, — 1)
2 T pipy Py o ;nm pip2-- Dy
—pip3 - v,
pbip2---p
= 1+ (1 — V)ngng - nppipaps - pm + (n2 — 1)ng - - nppaps - - -

n1n2 .. .nm
2

pip2---p

p1p2 -+ Pm)(ning - npy) + (1 —p1)(peps -+ - pm) (n2ns - - - np, )+
n1n2 .« .. nm

ot (1 _pmfl)(pm)(nm) + (1 - pm)] _p%pg o 'pgz

2.2 2
1-— 1-— 1—p,_
_ PPy D [( I Ut ) NI G 0 VI
ning - - Ny pl plp2 P1P2Pm—1
(1 _pm) ]
P1p2 - - Pm—1Pm
= p2p2..p [(1—101) (1—p2) 4ot (1= pm-1)
1 " (Pl)(nl) (101102)(”1”2) (p1p2"'pm71)(n1n2"'nmfl)
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(P1P2 ce pm)(n1n2 ce nm)
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That is exactly the same expression obtained in the pregection.

3.5 Basic Fixed Effort Setting

Consider now &plitting setting withm levels orthresholds where~;, p;, n1, n;, F; andR;, are
the same as defined in Secti8rl

As in Fixed Splitting there is a value of; per level inFixed Effort But now the effort per
level, F; = n; x R;_1, is a fixed value. Thusy; is a random variable whose values have to be
adjusted so as to I€f; be fixed.

The magnitude ofy,,, can be calculated just like ir8(1):

Ym = DP1P2 " Pm—1Pm. (3.5)

where the probabilitiep;, i = 1,2,--- , m can be estimated b@rude Monte Carlger level as:
pi=Ri/F;Vi=1,2---m

3.6 Fixed Effort Estimation

The basicSplitting proposal is to estimatg,, as:

'/y\m = 1/)\1]/7\2"'1/)\m71]/7\m
B RiRy--- R,
- FFy---F,

It will be shown that this estimation is unbiased.

Trajectories starting frorthresholdi — 1 towardsthresholdi can be thought of as independent
Bernoulli random variables with paramejgr just like in Sectior8.1

ConsiderF; independent trajectories starting frahteshold0 towardsthreshold1, modelled
by the Bernoulli variablegy;, i = 1,2,--- , Fy, with parametep,. Now all the Bernoulli ran-
dom variables starting dhreshold1 are considered as a set, independently of the starting.point
Therefore, the subscript{’ has two parts: a number —in this case, number to indicate that
the referred variable models a trajectory that goes ftlmmshold0 to threshold1, and the index
i, ¢ = 1,2,--- , F;. The same nomenclature applies for the followthgesholds The number
R, of trajectories up-crossinthreshold1 without endingwill be the number of these Bernoulli
variables assuming a value bof

VT
= E 194
i=1
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Accepting that at least one of these trajectories actuakiygheghreshold1 (i.e., accepting
Ry > 1), the successfuR; trajectories will be cloned inta, trajectories each, starting from
thresholdl towardsthreshold2. The value o, is adjusted so as to l1ét, = n, x R;. Then, the
number of trajectories up-crossitigreshold2 will be:

Fy
= g 194,
i=1

under the same subscript convention.

Finally:
~  RiRy-- Ry
Tmo = Ry Fy
Frn
= F1F2 Z 1y Z 1o5--- Z 1
F1 bl
- F1F2 F, ZZ Zlhl?l Loni-
i=1 i=1 i=1
Considering that the variablas;, 15;,-- - , 1,,;, are mutually independent and also the fact

thatIE{lli} = p1, E{lzi} =P2, ", andE{lmZ’} = Dm:

F1 Fs
E{;Y\m} - F1F2 ZZ ZE{llz]-Qz "1mi}
=1 1=1 =1
1
= — B F5...F
FlFQ"'Fm 142 m P1D2 Pm
= DPiP2° " Pm-

3.7 Variance of the Fixed Effort Estimator

The following variance determination for tHeixed Effort estimator has been developed, as
part of this thesis, following similar steps as in the defeation of Glasserman et al. in
[Glasserman 1996but introducing the necessary changes in the model to petrform ag-ixed
Effort instead ofFixed Splitting

U72n+1 = V{Amt1}
V{E{Ym+1[8m}} + E{V{Vm+1[Sm}}
= V{pm+19m} + E{V{¥mPm+1/Sm}}
= Pri10m + B V{Dma1}}

A~ pm+1(1 _pm+1)
= p a —HE{ 2 }
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P11 = Prmg1) oo
= p?nJrlo-gn_'— = o = E{%Qn
m+1

Pt 1(1 = prmy1)
m—+1

1-— 1-—
Pm+1( pm+1)] Ugl + pm+1( Pm+1)%%l
Ferl Fm+1

(02, + )

2
= |:pm+1 +

o 2 perl(l - perl) 2 perl(l - pm+1) 772n+1
- perl + Om + 2
Fnia Frt1 Pt

2

o
P2y + Vins1) o0 + Verl—;nJrl
perl

= P72n+1 (1+ E72n+1) op, + Er%z+1%2n+1v (3.6)

where V11 = pm+1(1 — pm+1)/Fm+1 is the variance of the estimat@y, ., and Efnﬂ =
Vmﬂ/p%wrl is the square of theelative error (coefficient of variatiopat levelm + 1.

Solving the recurrence in expresside), the variancer2, can be written as:

or = 1 Y E} [ A+ ED (3.7)
j=1  i=j+1
> v~ (1-p) 1 ( (1—1%))
= 42 14+ 3.8

3.8 Variance of the Fixed Effort Estimator (a different approach)

This variance determination for tHeixed Effort Splittingestimator, is a proposal of this thesis.
Given that the number of trajectories started from eu@rgsholdis fixed, the variances of the
individual estimatorsp;, i = 1,2,--- ,m, have a compact expressiof{p;} = p;(1 — p;)/F;.
There is a formula due to Goodman Bdodman 196pxhat allows to calculate the variance of the
product of independent random variables, in terms of thiwithaal variances of the terms that are
multiplied. This formula is, therefore, useful in this ca3ée variance of th&plitting estimator,
as the product of its individual components, is the follogvin

V{am} = V{pip2- pm}

The formula proposed indoodman 196 applied to this product, considering also that=
E{pi} andE} = V{pi}/E{pi}* = (1 — pi)/(pi F;), becomes:

m
V{im} = HPZQ (Z Ei21 + Z Ei21Ei22 + Z Ei21Ei22Ei22 +oeet E%E%E:’% ’ EZm)
1=1 i1

11 <i2 11 <i2<i3

E? <1+ZE§1+ > E§1E§2+---+E§E§---E21>+E§ <1+

1<iy 1<i1<ig
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S EL+ D EZ-QIE%+---+E§E§---E,271>+---+E§1_1 (1+E%) + E2,
2<iy 2<i1 <i2

= 'YrQn [E%(1+E2)(1+E3)---(1+Em)—|—E22(1+E3)(1+E4)...(1+Em)+

EZ_((1+E2)+E2]

m m

= n > L e)

j=1  i=j+1

m m
2 (1-pj) ( (1—pi)
= w2 {1+ —=5")
j=1 piF; i=j+1 pili

That is exactly the same expression obtained in the pregection.
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Abstract

This chapter introduces an original proposal of this thesighich Splitting is applied to improve

a well-known method calle@reation Processused in networkeliability estimation. The re-
sulting proposal, called hef@&plitting/CRP, is particularly appropriate in the case of highly reliable
networks, i.e. networks for which failure is a rare evente Thapter introduces the basisIlit-
ting/CP and presents a set of computational experiments basedworkabpologies taken from
the literature. The results of these experiments showSpitting/CPis accurate, efficient and
robust, being therefore a valid alternative to the best knovethods used in networkliability

estimation.

4.1 Introduction

A network model based on a gragh= (V, £), whereV is the set of nodes artiithe set of links,
augmented with a stochastic behaviour representing thmapiigstic structure of failures in nodes
and links, is suitable for networnleliability analysis. In the model used in this chapter nodes never
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fail, they are in aroperationalstate all the time, while links fail independently and catydre
found in one of two statesperationalor failed. Based on this model, the netwardiability R
(unreliability @) is defined as the probability that a set of terminal nades V is connected (not
connected) in the sub—graph containing all the nodas liit only theoperationallinks (as for a
link beingfailed is the same as being removed fron

This model, although very simple, has been employed in a migeber of application settings.
Among other cases, many examples can be found in the exaluatd the topology design of com-
munication networks, mobile ad hoc and tactical radio nétacevaluation of transport and road
networks, etc. Cook 2007 Giinnec 2007Li 2004, Lin 2006, Marotta 2010 Marseguerra 2005
Taboada 2008

The exact computation of eithéror  is an NP—hard problenPfovan 1988 so that for large
networks their values can only be estimatbthnte Carlosimulation methods are then often used
to analyze these models. However, as shown in previous @tsapthen) is extremely small, the
accuracy ofStandard Monte Carlonethods collapses.

If @ is an unbiasedMonte Carlo estimator ofQ, its relative error can be defined as
V{Q}/2/E{Q}, expression known as thwefficient of variationalso called square root of the
normalized variance. Thielative error—the measure of accuracy in this context— grows, some-
times boundlessly, when the netwarkreliability (2 goes to zero.

Much research has been focused on reducing the varianddoote Carlo estimators
of @ in order to reduce theirelative error [Cancela 1995 Cancela 2003 Cancela 2008
Easton 1980 Elperin 1991 Fishman 1986 Hui 2003 Hui 2005 Karp 1983 Kumamoto 1977
Kumamoto 1980 Lomonosov 1994Ross 1994 A complete review of these methods can be
seen in Cancela 200p

Splitting is a variance reduction technique that succdlgsincreases the accuracy of
Monte Carlo methods inrare eventprobability estimation Garvels 2000 Glasserman 1996
L'Ecuyer 2007a Villén-Altamirano 1991.  Although Splitting has been much used in per-
formance and performability analysis, it has been scareplylied for simulating highly re-
liable systems. Some applications in this context are dugVikén-Altamirano 2007 and
[Villén-Altamirano 2010, where thereliability and availability estimations of repairable systems
are analysed. Other recent results on this subject have fhddished by Botev 2010 (which
tackles some static systems) amddese 201B In the present workSplitting is adapted to es-
timate static networkeliability measures. This application &plitting permits to increase the
accuracy of avlonte Carlomethod based on the so—callédzation Proces§Elperin 1991.

The improvement achieved by the applicatiorSglitting to the Creation Processilso affects
the computational efficiency, making it possible to deahwlite estimation of extremely small un-
reliabilities in a reasonable time. Actually, the resigtimethod, called in this thes&plitting/CP,
performs in the order of the best—known algorithms propdsethe estimation of thenreliabil-
ity of highly reliable networks. Another feature that has badsjext to empirical analysis in this
work is the high degree of robustness3plitting/CPwhen the networkinreliability varies from
high or moderate values down to extremely low values.

The ideas presented in this chapter have resulted in tlmvioldy publications: Murray 2008a
Murray 2008h Murray 2008¢ Murray 2019 Murray 20135.

The rest of the chapter is organized as follows. Sedfi@introduces network models and
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gives an outline of th€reation Process Section4.3 presents the application &plittingto the
Creation Processimplementation details and experimental results arengiveSections4.4, 4.5,
4.6 and4.7. Sectiond.8 shows an empirical analysis of the robustness of the raguftiethod.
Conclusions and some ideas for the future work can be fourldea¢nd of this thesis, in Sec-
tion 7.2

4.2 Network Reliability Modelling

An undirected graplty = (V, ), whereV is a set ofv absolutely reliable vertices or nodes and
& a set ofe independent unreliable edges or links, is a frequently msedel in communication
network reliability analysis. The state of the links is modelled by independéardrp random
variablesX;, i = 1,2,--- ,e, such that:X; = 1 when thei'" link is operationaland X; = 0
when theit” link is failed. For a link to befailed means “to be removed frod”, whereas to be
operationalmeans “to perfectly perform the tasks it was committed toénee,;r; = P{X; = 1}

is the single linkreliability andg; = 1 — r; = P{X,; = 0} is the single linkunreliability. The state
of all the links is modelled by the vectd = (X, Xo, -, X¢).

The network isoperational(failed) when somestructure functiony(X) equalsl (equals0).
The networkreliability is defined ast = P{¢(X) = 1}, and theunreliability as@) = P{¢(X) =
0}. Typically, the network is consideremperationaland, as a consequencgX) = 1, when
some subset of nodés C V is connected in the sub—graph containing all the nodes but
only theoperationallinks. This definition leads to the concept Kfterminal connectivity, that
includes two special cases=t connectivity, for the case wheré = {s,t}, beings and¢ two
nodes inV, andall-terminal connectivity, wheft = V.

Crude Monte Carlcestimations of networkeliability andunreliability can be computed, re-
spectively, by the unbiased estimators:

=z

. 1 g ~ 1 i
R= N;¢(X()) and Q = NZ(1_¢(X()))’

i=1

whereX® i =1,... N are independent samplesXf

As a consequence of, say, changes in the single reliabilitiedue to which the network
becomes more reliable, thelative error V{Q}'/2/E{Q} grows becaus&{Q} goes to0 faster
thanV{Q}!/2 (observe this in €rude Monte Carlcestimation:V{Q}!/2 = (Q(1 — Q)/N)/2
andE{@} = (). In the case of highly reliable networks, accurate esiimnatrequire a very small
value ofV{@} that can only be achieved with a very large sample size,

In the Creation ProcesgElperin 199] the link states are supposed to evolve in time, be-
ing all of themfailed at time¢ = 0, and becomingperationalat timesr;, i = 1,2,--- ,e,
exponentially distributed with parameteds. The network then turns into a stochastic dy-
namic graphG(t) = (V,F(t)), F(t) € &, t > 0, corresponding to the stochastic process
{X(t) = (X1(t), Xa(t), -+, X(t)),t > 0}. In this modelX;(t) = 1 (i*" link operationa)
if t > 7, and X;(t) = 0 (i link failed) if t < ;. TimesT; are called “repair times”. Since the
probability that the'” link becomesoperationalat timet or earlier iSP{r; < t} = 1 — e, the
choice of\; = —In(¢;) makes the probability that thé&" link is operationalatt = 1 be exactly
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the single linkreliability »;. As a consequence, the probability that the networtpsrational
(resp.failed) att = 1is R (resp.Q). In symbols,R = E{¢(X (1))} and@ = E{1 — ¢(X(1))}.

If the repair times are arranged as a sequence, they canbas#ee trajectory of a stochastic
process. This approach makes eeation Processubject to the application @plitting as it
will be introduced in the following section.

4.3 Splitting/CP

At every single replication of th€reation Processthere is one exponentially distributed re-
pair time per link. Once these times are sampled, they mayri@ged as a sequence
T = {7y, " s7G), " s Te)}» Whereryy < -7y < -7 (T is the order statisticsof
{m,--+,7}). However, to make sequencgssubject to the application @plitting it is better to
sample the times;) according to the well-known sampling method that will becdieed next.

Let A(7(;)) be the parameter of the Exponential random variable fronchvttie timer(;) has
been sampled (a random variable). IJ&ét= {7y, 72 5Ty ) 1 < i < e, with 70 =0, be
a partially sampled sequence, aktl= {\(71)), ( ))s ( ))} the parameters associated
with the repair times i/ (thus, A® = {)\1,- S A }) Let Al be the set of parameters that are
not in A’, i.e. the parameters of the links Whose repair time has ne lsampled yet. Calling
St = > jg<i MT()) andS’ = > jj=i M7(5), then, oncer " is already sampled:

® 711 = T4 + A, whereA can be sampled from an Exponential random variable with
parameters’.

e A link with parameter);, whose repair time has not been sampled yet, has a propabilit
A;/ S to be the next one in the sequence and can, therefore, beeshagulordingly.

Every sequenc@& determines a path of the stochastic prodes&X(¢))}. Two replications of
{#(X(t))} are shown in Figure4.1(a) and4. J(b) In both of them there is a particular repair time

7(¢) such thatp(X(t)) = 0if ¢ < 7y andp(X =1if t > 7).
{o(X (1))} X(0)}
1
F |
- - - - - } ——— o ————e|{— o~
=0 T(1) T(2) T() _ T(e) (0) 7(2) 7(5) T(e) =1
(a) (b)

Figure 4.1: Two replications of the stochastic procgsSX(t))} as a function of a sequenge

EventE = {¢(X(1)) = 0} occurs if the network becomegperationalaftert = 1, therefore
Q =P{E}. R

In the basic simulation of th€reation Procesghe estimatof) is the ratio between the number
of successful event® and the total number of replications or, equivalently, tgorbetween the
number of sequences for whiefy) > 1 and the total number of sampled sequences.
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A proposal of this thesis is to see the sequertes {7(1),7(2), - , T(¢)} as the replications
of arandom process, and to apflittingto the simulation of this process. To do this, the interval
[0, 1] has to be partitioned by a setthiresholdsuy = 0 < u; < ug < -+ < u,, = 1, as shown
in Figure4.2(a). This partition define®; = {#(X(u;)) = 0}, k= 1,2,--- ,m, as the indicator
events that the network is stihiled at¢ = u,. In view of the ideas of Sectio.4, ) = P{E,,}
and@ =[[;%, p:- The estimatorg, can be obtained separately, according to the following mech
anism: start one or more sequengefrom ¢ = 0 and then (i) cancel the ones for which evént
does not occur and (ii) split the ones for which evEhtoccurs. Proceed the same way with all the
new sequences started fram, i.e. cancel or split ahresholdus. Keep repeating the mechanism
until thresholdu,,, = 1is reached. Finalyp; = R;/N;—1, k = 1,2,--- ,m, whereR; is the num-
ber of sequences crossitiyesholdu; and N;_; the total number of sequences actually launched
from thresholdu;_;. The resulting estimator i§ = Ry /Ny Ra/Ny Rs/Ny -+ Ry /Np_1.

The preceding ideas are the basis of the proposed methéet] balreSplitting/CP (Splitting
on theCreation Process Thresholdsare intuitively defined in terms of time, while md3plitting
methods in the literature define them in terms of a level foncbver the random process’s state
space. However, a function likeH (t) = t I14x(t))=0y,t > 0}, wherely, = 1 if evente
occurs andf{e} = 0 otherwise, can be used to see that there is a formal equosalsgtween both
approaches.

{H(0)}

D e e e e

1 ' ! T T T

() T(t')}

ug =0 Uy U u3 U, =1

(@) (b)
Figure 4.2: The Same Replication on the Stochastic Pros¢e$X (¢))} and{H(¢)}

® Uy

e
[
[
[
®
®

I

q

This function maps the space of sequeri€es {7(;),--- ,7(;), -, 7(¢)} into the state space

of the random processH (t)} (see Figuret.2(b)). The estimator§) obtained in both cases, either
directly on{¢(X(t))} or by the application oSplittingon { H(¢) }, are identical.

4.4 Implementation Guidelines

An important issue irSplitting/CPis how to split trajectories every timethresholdis crossed.
Suppose thal” = {7(1), -+, T(a), T(a41) } iS Under constructionwith 7,y < u; < 7,11 (recall
thatr(, 1) = 7(,) + A, whereA is a sample of an Exponential random variable with parameter
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S*+1), Suppose also that the network is sfdiled at time T(z+1),» Meaning that evenk; has
actually occurred. Trajectory must therefore be split @t = u;. New statistically equivalent
valuesT(,y (@s many as necessary) can be sampled in plaeg,of). Thatist,) = u; + A,
sampling a new value af, and a new repaired link, every time. Then, the values gfdefine
new trajectories starting frotmresholdu;.

A problem arising in manplitting implementations is the considerable computational effort
necessary to simulate the process since tArgsholdis crossed until the trajectory eventually
“dies”. In the most general case, after ahgesholdcross, the process may follow ap anddown
evolution before the final condition is reached (i.e. befofals below/, in terms of Sectio2.4).

In Splitting/CPthis problem does not arise. The only wasted effort for angrig’ trajectory is
the one devoted to take it closer to the néxesholdbut, if the nextthresholdis not reached, the
trajectory is just discarded, with no additional effort.ig s shown in Figuré.2(a). After process
{#(X(2))} crosseghresholdus, three more links are sampled, the third of which in timg. If
the third link would have been any other omleresholdus would have been crossed. Therefore,
with a computational effort of three (possibly a few morengéed links,thresholdus could have
been crossed, whereas after a computational effort of lgxthcee sampled links, the trajectory
immediately stops and no additional effort is needed.

Efficiency and accuracy @plitting depend on the number tiresholdsm. But the optimal
value ofm is hard to find and, therefore, the choice of this number istraightforward. Actually,
there is no general procedure to set the value:pbnly some recommendations and guidelines
derived from the analysis of some specific models are availd®ne of these recommendations
comes from Yillén-Altamirano 2002 who proved that, in the RESTART variant, the optimal
value ofm is (In@)/(In0.5) — 1. Other contributions on this issue are due Gafvels 200D
and [L'Ecuyer 20074 who, after the analysis of very simpkéxed Effortsettings, concluded that
m = —(In Q) /2 maximizes the efficiency of th®plitting estimator.

Even when the models used byVil[én-Altamirano 2002, [Garvels 200D and
[LEcuyer 20074 do not entirely match theSplitting/CP model, the values ofn that they
proposed can be used as a starting point in a set of iteradiguitot runs, in order to find the most
appropriate value ofr in a Splitting/CPsimulation. The lack of a value a for the very first
pilot run can be solved using, in place, an upper bodpd)( a lower bound@;,) or any valued);
between these bound@f < Q; < Q). Upper and lower bounds ap can usually be found by
means of several network models analysis. Once the firdtiitois done, an estimation ¢ is
available for the next pilot runs.

[Villén-Altamirano 2006 showed that the RESTART variant is very robust against ghan
in the values ofn. Given this conclusion, the selection of does not seem to be worth much
effort, because any value out of a wide set should work as. widlis fact was experimentally
verified during the development of Sectidrb where, after a few pilot runs in every experiment,
a suitable value ofn was found. It is interesting to remark that, in most of the ezipents,
the value ofm finally selected was quite close to the expression?)/(In0.5) — 1 proposed in
[Villén-Altamirano 2002.
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4.5 Experimental Setting

A set of benchmark network topologies to be used in the expmarial phase of this chapter is
next introduced. These topologies have been widely usdtkimeétworkreliability literature for
computational studies and benchmarking purposes, andthweybeen chosen in order to support
direct comparison of the behaviour 8plitting/CPwith results from other papers.

The referred network topologies are the following:

Easton—Wong Network, shown in Figuret.3. This network is composed by three types of links:
Horizontal ), Vertical (/) and Diagonal p). Two versions of it were used: EW-1
with single link unreliabilitiesq;; = 0.02, ¢ = 0.01 andgp = 0.001, and EW-2 with
qu = 0.005, gy = 0.01 andgp = 0.0005, both of them performing thell-terminal
connectivity model.

OOOOHﬂ.\.
\§

/QD

qv

0000000000
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0000000000
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Figure 4.3: Easton—Wong Network

Dodecahedron Network, shown in Figuret.4. This topology was used in two different versions,
one of them with equi—reliable links and the other one with types of links. In the latter
case some of the links (dashed lined, depicting the minimpamising tree ) have a “low”
unreliability ¢z, and the rest (solid lined, resembling wireless backups)iitave a slightly
“higher” unreliability ¢. Based on this network, the-tand theall-terminal connectivity
models were implemented (the dark color nodessaardt).

6x 6—Grid Network, shown in Figure4.5. In this case thé&C—terminal connectivity, for the case
of equi—reliable links, was implemented.

C; Networks, i = 10, 15, 20, 25, 30, 40, 50, also known agsomplete networkgor which only the
all-terminal connectivity, with equi-reliable links, was ilemented.

All the experiments were performed in a cluster Sun Fire X2386rver, with processor Quad
Core Intek Xeon Processor Model L5420 (2.50GHz, 1333 MH¥YhRoHS-5.
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Figure 4.4: Dodecahedron Network Figure 4.5: 6<6—-Grid Network

4.6 Numerical Comparisons

In this sectionSplitting/CPis compared with many well-known methods used in netwerk
liability estimation, namely: RVRQancela 2008 Sequential Construction and Destruction
[Easton 198]) Creation, Destruction and Merge ProceBfpgrin 1991, Bound-Based Sampling
[Fishman 1986Kumamoto 197}, Leap—Evolve and Tree—Mergel{ii 2003, Cross Entropy over
Merge, Permutation an@rude Monte CarlgHui 2005, Total Hazard Jun 1992, Failure Sets
Method [Karp 1983, and DaggerKumamoto 1980

To make the comparisons, different experiments, designedenbasis of previous papers (see
Sectiord.5), have been performed. These experiments consist of rgsitimulations over selected
network topologies and obtaining anreliability estimation together with measures of precision
and efficiency. Actually the most interesting results of éxperiments are not the estimations
themselves, but the precision and efficiency of the methiodgad. This way, the results of the
Splitting/CPprocedure are compared to those published in the referimerpa

If @ is the networkunreliability estimator obtained by the method under analysis in time
(either Splitting/CPor any of the other ones), with expectatiEFﬁ@} = @ and varianc@/{@},
and@c is the corresponding estimator obtained@yde Monte Carlan time ¢., the following
notation applies for the results shown in this section:

RE = V{@}W/IE{@}, the Relative Error(RE x 100 in the cases where it is referred to as a
percentage).

VR = V{Q.}/V{Q}, theVariance Ratiothat shows the precision improvement of the method
under analysis oveCrude Monte Carldor runs that share a common parameter such as the
sample size or the number of replications.

W = (V{Q.} x t.)/(V{Q} x t), theSpeedupalso referred to as tHerecision Gainas it shows
the precision improvement of the method under analysis Gvede Monte Carlagiven a
fixed computational time or, alternatively, the time impeowent for a given precision.

The determination of either W or VR requires a reliaBleide Monte Carlcestimation of@).
Such estimation can only be obtained when the sample\§ieconsiderably larger thaty Q. If
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N < 1/Q, the number of samples for which the network statiited tends to0, and so do the
crude estimato€),, its varianceV{Q.} and the product¥{Q.} x .. Nevertheless, the true value
of V{Q.} is Q x (1 — Q)/N and, thereforeV{Q.} x t. = Q x (1 — Q)/(N/t,). As (N/t.)

is a constant, the produt{Q.} x t. is a constant as well. Finally, as the prod¥dtQ.} x t.

is independent of the sample si2é and, as long as the true value @f(or, at least, a precise
estimation) is known, it suffices to determine the constaftt.) from a not necessarily too long
run, and then to mak&{Q.} x t. = Q x (1 — Q)/(N/t.).

In every one of the following experiments, a set of pilot rwas performed to select the best
value ofm. All the experiments report the value of that has been used.

The Splitting/CPmethod was programmed in CWERijuth 1994, using the gcc compiler.
The variant selected in all cases weiged Effort Simulations proceeded as follow# trials
were done, being each one of them a sirgeed Effortsimulation in whichF' trajectories were
launched. Every one of thi trials reported an estima@;. As the exact variance of the estimator
@ is unknown, an unbiased estimati@ﬁ[@} is reported in its place (actually, in all the experi-
ments the values of RE, VR and W were obtained u%@} in place ofV{Q}). Based on the
data collected from the experiments, the fiSalitting/CPestimate, and the variance estimation,
were calculated as:

F_lss g L 15
Q—?;Qz @r=%—1% ;Qi Q7.

The sample size of th&plitting/CPsimulations is accepted to ¢ = K x F.

In the rest of this section, the results of the experimergssaown. As said before, the most
important ones are those that reflect the behaviour of thierdift methods in the sense of preci-
sion (RE, VR) and efficiencyt( W). However, in all the experiments, some estimaeare also
reported, as they give information about the rarity of thikifa events.

4.6.1 RE and W on the Easton—-Wong Networlall-terminal connectivity

Table4.1shows RE and W for the Easton—Wong Network. Results for MBrgeess, Destruction
Process and Sequential Destruction are taken from the ipEdmerin 199]. The sample sizéy
was10* (K = 20 andF = 500) for all methods and the number thiresholdsm was5 for EW-1
and12 for EW-2.

Therelative errorsof Splitting/CPare higher than those of the other methods. However, in the
SpeedupevaluationSplitting/CP outperforms the other techniques. This indicates thaSiblé-
ting/CPexecution time per replication (related@oude Monte Carldis lower than the other meth-
ods, and that the overall trade—off precision—computatitime is also better foBplitting/CP. The
performance improvement &plitting/CPis more significant when the network is more reliable.

4.6.2 W on the Dodecahedron Networls—tconnectivity

Simulations were executed on the Dodecahedron Networkentfi-reliable links, spanning five
unreliability values ranging frond.50 which is very high, up t®.02 which is a low —but not an
extremely low— value. The results are shown in Tah2 where theSpeeduWV is presented as a
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Table 4.1: Easton—Wong Networkl]-terminal connectivity

Network
Measure Method EW-1 EW-2
Q  Merge Process 4.38-02 5.3&-03
Splitting/CP 4.38—-02 5.4F-03
RE Destruction Process 0.9% 1.6%
Merge Process 0.6% 1.2%
Splitting/CP 1.7% 2.5%
w Destruction Proces <1 15
Merge Process 34 5.4
Sequential Destruction 2.4 7.6
Splitting/CP 4.1 10.6

function of the networkinreliability. The sample siz&' was10* (K = 20 andF = 500) and for
Splitting/CR, the number othresholdsm was set t@, 5, 6, 11 and 16 respectively. Values for all
previously published methods are taken from the workEdpérin 1991, except for the RVR-SP
measures that come from the article Bahcela 2008

Some methods —like Failure Sets Method and, particuladlyRRSP— exhibit extremely
high values of W in some patrticular cases. Failure Sets Mistends extremely high for a Single
Link unreliability of 0.05 while RVR-SP is, by far, the best in all cases indiwathat, besides
being a very efficient method it fits particularly well to theodecahedron Network topology.
Except for these particular cas&plitting/CPis in the order of the average of all other methods.
As expected, th8peedumf Splitting/CPgrows together with the networkliability.

Table 4.2: Dodecahedron Netwos«tconnectivity
Single Linkunreliability ¢;,7 = 1,2,--- ,30

Measure Method 0.50 0.20 0.10 0.05 0.02

@ Merge Process 7.1-01 3.5&-02 2.8%-03 2.8&-04 1.6£-05
RVR-SP 7.18-01 - 2.8&-03 29%-04 1.7¢-05
Splitting/CP 7.1&-01 3.7£-02 2.8&-03 2.96-04 1.6%-05

W Destruction Process <1 <1 <1 1.30 8.20
Merge Process 0.67 2.00 8.80 55.70 495.00
Dagger 1.56 - 1.81 1.91 -
Sequential Construction 0.68 - 1.40 2.71 -
Bound based sampling 0.56 - 12.30 136.00 -
Failure Sets Method 0.05 - 0.30 3,714.40 -
Total Hazard 0.12 - 6.63 250.10 386.00
RVR-SP 54.60 - 2,040.00 25,100.00 507,000.00

Splitting/CP 0.74 1.85 12.25 27.89 333.41
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4.6.3 RE andt on the Dodecahedron Networkall-terminal connectivity

Results are shown in Tabde3. The RVR-SP measures are taken from the workCaficela 2008
and the other results are taken from the article Hyi[2003, where a set of methods were
compared on the Dodecahedron Network in two versions, wifardnt values forg;, andqy.
The sample sizeV was10° (K = 2000 and F' = 500) for all the experiments and the num-
ber of thresholdsfor Splitting/CP, 16 for the case of{q;, = 1072,qy = 1073} and 25 for
{qr, = 1072,qy = 1075}. The execution timet, consigned in the third row of the table, is
measured in seconds.

Splitting/CP appears to be one of the fastest methods, awleeled by RVR. From the accu-
racy point of view (RESplitting/CPdoes not behave as well as the rest, but considering accuracy
together with execution timé&plitting/CPbehaves around the average of the rest of the methods.

Table 4.3: Dodecahedron Netwod|-terminal connectivity

Single Link Unreliability
qu =1e—03 ¢y =1E—06

Measure Method qr =1E—-02 ¢p =1E-02
@ Exact Determination 7.90-07  7.0&-10
Merge Process 7.92-07 7.0%&-10

Leap Evolve (.15) 7.8%€-07 7.0%-10
Leap Evolve (.25) 7.8%€-07 7.0%-10

Tree Merge (+) 7.85—-07 7.0&-10
Tree Merge 2+) 7.91E-07 7.0&-10
RVR-SP 7.98-07 7.0£-10
Splitting/CP 7.84—-07 6.96&-10
RE Exact Determination - -

Merge Process 0.15% 0.14%
Leap Evolve (.15) 0.19% 0.24%
Leap Evolve (.25) 0.29% 0.68%
Tree Merge (+) 0.60% 0.13%
Tree Merge Z+) 0.14% 0.000061%
RVR-SP 0.13% 0.07%
Splitting/CP 0.63% 0.71%

t Exact Determination 1488 1488
Merge Process 813 812
Leap Evolve (.15) 108 47
Leap Evolve (.25) 43 32
Tree Merge (+) 53 53
Tree Merge 2+) 82 82
RVR-SP 4 2
Splitting/CP 31 40

4.6.4 RE onthe 6<6—Grid Network K—terminal connectivity

Table4.4 shows the results. The RVR-SP measures are taken from ttkeofvpCancela 200B
the other method’s results are taken from the article Hbyi 005, where a set of techniques,
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improved by Cross Entropy, were compared based on simo$atia the & 6—-Grid Network, in
two different equi—reliable conditions. The sample skavas10° (KX = 2000 andF = 500) and
the number othresholdsm, 25 for ¢; = 1072 and49 for ¢; = 1075.

In this experimentSplitting/CPyields a better performance than the methods supported by
Cross Entropy, except for the Merge Process and for RVR.

It is worth noting that both variants associated to Crude td@uarlo simulation (either direct
or supported by Cross Entropy) are not even able to make anable estimation of the unre-
liability, @ Clearly a number of replicationd =10° is extremely low for unreliabilities in the
order of10 and even worse for0!2. Concerning the relative errdBplitting/CPyields a better
performance than most methods supported by Cross Entrepgpefor the Merge Process and
for RVR.

Table 4.4: 6x6—-Grid Network —terminal connectivity

Single Linkunreliability
qiai: 1127"' 76

Measure Method 1e—-03 1E—-06
@ CE—Merge Process 4.0606 4.0CE-12
Merge Process 4.6-06 4.0¢E-12

CE—-Permutation Monte Carlo 4.8206 4.0¢—12
Permutation Monte Carlo 3.8506 4.0E-12

CE—Crude Monte Carlo 1.30-06 8.6(E—14
Crude Monte Carlo 6.00e—06 -
RVR-SP 4.02-06 4.0E-12
Splitting/CP 4.026-06 4.0¢-12
RE CE—Merge Process 0.15% 0.15%
Merge Process 0.17% 0.18%
CE—Permutation Monte Carlo  1.18% 1.28%
Permutation Monte Carlo 2.03% 2.10%
CE—Crude Monte Carlo 48.91%  90.87%
Crude Monte Carlo 40.82% -
RVR-SP 0.24% 0.22%
Splitting/CP 0.48% 0.66%

CE-... indicates “Cross Entropy over..”

4.6.5 RE, VR and W on the Complete Networks://-terminal connectivity

Table4.5 shows the results of the experiments obtained Biptitting/CPand also results taken
from the work of Elperin 199] and [Cancela 200B Simulations were carried out on the suite of
complete networke’;, ¢ = 10, 15, 20, 25, 30, 40, 50 for the all-terminal connectivity, with equi—
reliable links,q; = 0.55. The sample siz&/ was10* (K = 20 and F' = 500) and the number of
thresholdsn, respectivelyp, 13, 14, 21, 24, 28 and27.

This experiment shows that the efficiency Siflitting/CP declines as the network graph be-
comes more “dense” (in terms of proportion of edges in @fatd nodes). The Graph Density,
defined ag|€|/(|V|(|V| —1)), equalsl.00 for the complete networks, 16 for the Dodecahedron,
0.10 for the 6x 6—Grid Network and).02 for the Easton—\Wong network.
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Table 4.5: Complete Networka//—terminal connectivity, witly; = 0.55

Network
Mea- Method Cho Cis Cy Cos C3o Cao Cso
sure
@ Merge 4.56e—02 3.46—03 2.3%2-04 1.4£-05 8.8%-06 - -
Process
RVR-SP 4.58-02 3.4£-03 2.3%-04 1.4E-05 8.86—06 2.9%-09 9.4F—-12
Splitting/CP  4.76e—02 3.3&-03 2.44-04 1.4E-05 8.4&-07 3.2&-09 9.5E-12
RE Merge 0.54% 0.57% 0.53% 0.50% 0.47% - -
Process
RVR-SP 0.11% 0.11% 0.05% 0.03% 0.05% 0.02% 0.07%
Splitting/CP 2.20% 2.21% 2.72% 3.76% 3.74% 4.10% 5.47%
VR Merge 7.00=4+01 8.8€+02 1.5%+04 2.7€+05 5.0&+07 - -
Process
RVR-SP 2.724+02 5.54+03 1.1¢E+05 2.1E+06 4.2+07 1.6%E+09 6.4F£+12
Splitting/CP  3.9%€+00 6.3Z2+01 5.2&+02 4.8%+03 8.86+04 1.66+07 3.5E+09
wW Merge 2.10e4+01 1.6%+02 3.2&+03 4.72+04 7.3¢E+06 — —
Process
RVR-SP 8.16+02 2.16+03 1.03+04 7.44+04 7.6€+05 1.54+07 3.43%+10

Splitting/CP  0.95+00 7.26+00 5.04&+01 3.1¢&+02 4.5E+03 5.8¢+05 8.86+-07

4.7 Splitting/CP Efficiency

In this sectionSplitting/CPis subject to simulation analysis on the Dodecahedron Nw#twor
thes—tconnectivity model, in order to observe the accuracy of 8temations as a function of the
networkunreliability. The results reported are thelative errorand the execution time, of the
simulations (measured in seconds). The experiments weeated for four different values of the
sample sizeV (with the values off<, 80, 125, 200 and2000, and the values of’, respectively,
1250, 8000, 50000 and 50000). For the single link unreliabilities of0~*, 1072, 1073, 1074,
107, 10~% and10~7, the number othresholdsm was set, respectively, t, 17, 18, 26, 30, 36
and39. Results are shown in Tab#e6.

As expected, theelative error decreases in an inverse proportion to the square root of the
sample size (the variance is inversely proportionally toghmple size), while the execution time
grows linearly with the sample size. It is interesting to B&x the evolutions of theelative error
and the execution time, as a function of the sample size, ianiéas for all network reliability
values.

On the other hand, the increment of the execution times hegetith the networkeliability
is due to the increasing numbertbfesholds what leads to a growth in the number of operations
involved in the whole simulation. Also, thelative errorgrows as the network becomes more re-
liable. It is important to notice that both quantities groary slowly; while the link unreliabilities
change over 6 orders of magnitude, and the netwonleliability over 18 orders of magnitude,
execution times ancelative errorsincrease less than one order of magnitude (actually they are
multiplied by a factor of about 3 or 4). Moreover, this incremh becomes smaller as the network
reliability grows higher, showing a high robustness of the method wghreto the rarity of the
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events of interest. This feature will be further exploredhia following section.

Table 4.6: Dodecahedron Netwos«tconnectivity
Single Linkunreliability ¢;,: = 1,2,---,30

Mea- Sample Size, 1E—01 1E-02 1E-03 1E-04 1E-05 1E-06 1e-07
sure N

~

Q 1408 2.8&—-03 2.06—-06 2.0¢—-09 2.0¢—-12 1.9%-15 2.0¢—-18 2.0¢E—-21

RE 1E4-05 1.28% 1.92% 2.75% 2.88% 3.14% 3.42% 3.39%
1406 0.46% 0.71% 0.86% 0.88% 0.99% 1.00% 1.12%
1e+07 0.14% 0.21% 0.27% 0.28% 0.33% 0.34% 0.36%
1408 0.04% 0.07% 0.09% 0.09% 0.10% 0.11% 0.11%

t 1e+05 1.96 2.99 3.58 4.26 5.13 6.20 7.20
1406 19.64 29.99 35.80 40.34 51.28 61.87 69.66

1e+07 195.83 299.10 358.26  406.02 512.28 620.11 734.97
1e+08 1,961.33 2,994.20 3,560.01 4,078.22 5,099.93 6,196.0803656

4.8 Empirical Analysis of Robustness

A fundamental issue concerning the robustnesSplitting/CPestimations is now considered. As
theunreliability is the failure probability of the whole network, when netk®are highly reliable
such afailure is aare event One usual way to model this problem is to consider the wabiiiies
of the links as polynomials of some parametgwhere such parameter is a measure of rarity. In
the particular case of equi—reliable links, the single limkeliability, ¢, is an appropriate measure
of rarity: ¢ = ¢. In this section, robustness of tigplitting/CP estimations will be analyzed for
networks with equi—reliable links (although it is also e&syo it in the general polynomial case).
Let @ be the estimate obtained from a sin@lplitting/CPrun. Using the Central Limit Theo-
rem approximation, the corresponding Confidence Inteatatpnfidence leve} = 1 — a, is:

CI(n) = |@ = % V{QY%, Q + 2 V{Q}?] |

wherez, = ®~1(1 — a/2) = @71((1 4 7)/2), and® is the standard normal cumulative distribu-
tion. If @ = E{Q} is the true networkeliability value, the expectation of the following indicator

function:
;1 QeI
771 0 otherwise

should not be less than for a robust estimation, no matter the valuecof However, in real
simulationsl,, is usually not independent ef Actually, the size ofCI(n) is closely related to the
value ofe.

A networkunreliability estimation method is said to be robust if, wheny 0, the mean of the
indicator function/,, is still higher or equal than or, from the simulation point of view, the average
of a significant number of samples 6f does not fall undet). To make an empirical evaluation
of the Splitting/CProbustness for a given value 9f R runs of Splitting/CPwere performed for
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different values ot. If 17(f) is the sample obtained in thieth run, the Coverage Factor is defined

as:
R

CF(e,n) = % S0,
=1

This factor denotes the proportion of times that, for a gisesasure of rarity, the real valug)
lies inside a Confidence Interval of confidence leyel

In the next experiment, an empirical Coverage Factbi(e, n) is determined. The networks
selected for the experiment wefg (all-terminal connectivity) and the Dodecahedrerton-
nectivity). In the case af'o, the true value of thanreliability is known by means of the following
recursive formulaColbourn 198FT.

whereQ,, is the unreliability of an equi-reliable network’,, with @1 = 0 and@Q, = ¢ (the
single linkunreliability). This formula was implemented on tMapleprogram. In the case of the
Dodecahedron, the true valuewidreliability was determined by means of an exact algorithm.

The confidence levels selected wétgs, 95% and99%, and the measures of rarity= 0.5,
0.1, 0.05, 0.01 and0.005 for the C1o Network and10~*, 1072, 1073, 104, 10~° and 10~ for
the Dodecahedron. In the order just described, the numbiregholdsm for the Cq¢ network
were2, 9, 12, 20 and23, and for the Dodecahedro8, 7, 10, 13, 17 and20. The number of runs
was R = 2000 for every confidence level. The results are shown in Tdblend Table4.8.

Table 4.7: Coverage Factor of a netwarkreliability Splitting/CPestimation for the”;y Network
(all-terminal connectivity) with equi-reliable linkg,= ¢

Single Linkunreliability ¢ = Measure of Rarity

Measure 0.5 0.1 0.05 0.01 0.005
Q 1.95508%—-02 1.000006—-08 1.953128-11 1.000006—-17 1.953128-20
CF 909 89.75% 89.90% 91.00% 90.25% 90.50%
CF 959 94.95% 95.00% 95.05% 94.60% 95.25%
CF 999, 98.45% 99.15% 98.60% 98.80% 98.85%

It is clear that for both networks the empirical Coveraget&iaagrees with the confidence
level, no matter how reliable the networks are. This can ba ss an empirical verification of the
unbiased character of ti&plitting/CPestimator. But the most important conclusion derived from
this experiment is the high degree of robustness oBihléting/CPestimator.

The rest of this section shows the results obtained by paifay a test proposed by
[Schruben 1980 explore the coverage of confidence intervals in moreildethis test applies
to the current problem in the following way. As stated, foekwestimata@ there is a confidence
interval CI(n) of width znV{@}l/2 and confidence level. So, the true valué is supposed to lie
inside this interval with probability). For the same collected data used in this estimatidiin*)
is a new confidence interval of widm,*V{@}l/2 and confidence level*, wide enough to let the
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Table 4.8: Coverage Factor of a netwankreliability Splitting/CPestimation for the Dodecahe-
dron Network §—tconnectivity) with equi—reliable linkg; = ¢

Single Linkunreliability ¢ = Measure of Rarity

Mea- 1e-01 1E-02 1-03 1E-04 1-05 1E-06
sure
Q 2.87960E—-03 2.06189€—-06 2.006006—-09 2.00060€6—12 2.00006@—15 2.000006—18
CF90% 90.30% 90.55% 89.35% 89.85% 89.75% 90.40%
CFgs59 95.10% 95.40% 94.85% 94.80% 94.85% 95.25%
CF g9 99.15% 99.10% 98.75% 99.05% 99.00% 99.15%

true valueQ lie inside of it. Then:

aZrV{QY? = 10 - Q|

L. _ le-q

nt— ~
V{Q}1/2

(1+n")/2 = <1><7V{@}1/2>

V{Q}/?

It is clear thaty* is a random variable uniformly distributed jf, 1], because its cumulative
distribution function is:

Fy(n) =P{n* <n} =P{Q € CI(n)} = 1.

The test proposed bchruben 1983:onsists of producing a large number of samplesg‘aind to
see if these samples follow an uniform distribution. One wago this is graphically, by tracing
an estimation of the cumulative distribution functiaf,-(n), with the following interpretation:
the shape of;;- (1) is, of course, the straight line (witkb° inclination) £« (n) = n. If at some
valuen it happens that,- () < n then the coverage is lower than expected and likely to lead to
erroneous conclusions; on the other haﬁgk,(n) > 71 means that the confidence interval is too
conservative and that the estima@iis not efficient in the sense that the desired coverage can be
achieved with a smaller sample size.

The networks selected for this test are two versions of théedahedron, with the extreme
values of rarityl0—! and10~%. The number othresholdswere 3 and 20, respectively, and the
number of rungk = 2000 in both cases. The results are shown in Figdréand4.7.
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Figure 4.6: Schruben Test for the DodecahedFagure 4.7: Schruben Test for the Dodecahedron
Network (-t connectivity) with equi—reliableNetwork (s—t connectivity) with equi-reliable
links, ¢ = ¢ = 107! links, ¢ =¢ =106

For both testsF,-(n) is tightly close to the cumulative distribution function afuniform
distribution. These results are further indication that type of confidence interval selected for
the Splitting/CPestimator is appropriate and robust.
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Abstract

The variance reduction capacity 6bnditional Monte Carlds shown by means of many exam-
ples on different settings. The examples illustrate themtidl of Conditional Monte Carloas

a variance reduction technique and behave as a backgrour@hépter6 in which an original
proposal of this thesis, consisting in an applicatiol€ohditional Monte Carldo a Markov chain
model, is introduced.

5.1 The determination ofr

LetV = (X,Y) be a random vector, wher€ andY” are two independent random variables such
that X ~ Unif[0,1] andY ~ Unif[0,1]. Letd = {X? + Y2 < 1} be an event on the state space
of V. As the state space &f is a square of sizé, eventd is the set of points of that square that

belong to a circle of radius, centered in one of the corners of the square.



52 Chapter 5. Conditional Monte Carlo on Different Settings

Figure 5.1: Evenf = {X2 + Y2 < 1}

The probability off can be determined as:

1 r/1—22
P{o} = /0 /0 f(y) dy da
1

- /0{/0”1@}@
- [ e

1

= V1-—22dz
‘1

1
= 1— 22+ = arcsinz
2 0

Let I be a random variable defined as:

e if X2+Y?2<1,
~ 1 0 otherwise

Therefore E{I} = P{0} = /4.

Now the variancé/{/} is determined. Ad is a Bernoulli random variable,

V{I} =B{I} (1-E{I}) == (1— %) = 0.1685.

m

4
Figure 5.1 shows that, given a value af, sayx, the probability that the associated point

(z0,0) lies inside the circle is/1 — x3. Formally speakingP{0|X = zo} = /1 — 3 or, in

terms of [, E{I|X = zo} = /1 — 23. Thus,E{I|X} = V1 — X? and, clearlyE{E{I|X}} =
E{I}.
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The variance oE{I|X} is now determined:
V{E{Z|X}} = E{E{l|X}*} IE{IE{QIIX}}2
- ®o- X2} -(5)
2
- /O (1-2%) dz - ()
2

- ()

= 0.0498.
A measure of accuracy increase for this problem is:

V{I}  0.1685
V{E{I|X}}  0.0498

Suppose now that the interest is to obtain the valug{éf, = E{/} by simulation. One of the
alternatives is the standard simulation, that can be aetlidom a set ofV independent samples

= 3.38

or copies of variabld, i.e. IV, i =1,...  N. Calling thisStandardestimator,, it follows that:
N
-~ 1 - ~ V{I}
_ = (2) _
I, = N ;1 I and V{I} = N

The other alternative is to simulate given a set\dbfindependent samples or copies of variable
X, and to build the sampleB{7|X®}, i = 1,--- ,N. Calling thisConditional Monte Carlo
estimator/,, it follows that:

VIE{[|X}}

N
-1 . .
- () —
I N 2521 E{I| X"} and V{I} N

Then, the ratiov {1, } /V{Z,} will still be 3.38.

5.2 Sum of two independent random variables

LetV = (X,Y) be a random vector, wher€ andY” are two independent random variables such
that X ~ exp(A\1) andY ~ exp(A2). Letd = {X +Y < L} be an event on the state space
of V. As the state space &f is the positive numbers sector of tlR¢ plane, evend defines the
right—angled triangle of sides shown in Figures.2

If \1 # Ao, the probability off is:

P{o} = /OL/OL_% f(z,y) dyde = /OL/OL_% f(2)f(y) dy dz
L

- [ 1@ { / ) dy } as
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L

— o

) L

Figure 5.2: Eventl = {X +Y < L}

L L—xq
/ A\e M1® {/ Age M2V dy } dx
0 0

Ao — A1 — dge ML 4 ) el
N Ao — A\ ’

whereas, if\; = Ay = ), the probability off is:

1—e M _\Le M.

P{o}

Let I be a random variable defined as:

S ifx+Y <L
~ 1 0 otherwise

Itis clear thatE{/} = P{#}. As I is a Bernoulli random variable, its variance is:
VI = E{I} (1 - E{I}).

Table5.1showsy = E{I} andV{I} for a set of values ok;, A2 and L.

Table 5.1: Analysis of for the sum of two independent random variables

1.00
0.50
0.10
0.10
0.10
0.01

1.00
1.00
1.00
1.00
1.00
1.00

1.00
1.00
1.00
0.50
0.10
0.01

0.26424112
0.15481812
0.03550058
0.01047071
0.00048212
0.00000050

0.19441775
0.13084947
0.03424029
0.01036108
0.00048189
0.00000050

Figure 5.2 shows that, given a value of < L, sayzq, the probability that the associated
point (zo,yo) lies inside the triangle i%L_xO f(y) dy = 1 — e~ *2(L=20)  Formally speaking,
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P{O|X = xo} = 1 — e *2(L=%0) or, in terms of[, E{I|X = z¢} = 1 — e *2(l=%0), Thus,
E{I|X} =1—e*=X) and, clearlyE{E{I|X}} = E{I}.

If Ay # Ao, the variance oE{I| X} can be determined as follows:

V{E{IIX}} = E{E{I|X}*} - E{E{/|X}}"

2 Ao — A1 = Ape™ME 4y el
= [k 1— —X2(L—X) _ 2 1 2
{( c ) X2 — Ap

(e*AlL _ 672>\2L)

2X — A\

ML _ =l
= (1) -2 (e
( c D

Ao — A\ — )\267)‘1L + )\167)‘2[/ 2
Ao — A\ ’

+ A1

whereas, if\; = Ao = A, the variance oE{/| X} is:
V{E{I|X}} = 1-2XLe M —e 2L,

Table5.2 showsy = E{E{I|X }} andV{E{I|X}} and Table5.3 shows a measure of accuracy
increaseV{I}/V{E{I|X}}. Both tables refer to the set of valuesaf A\, andL used in previous
tables.

Table 5.2: Analysis oE{I|X} for the sum of two independent random variables

A X L y=E{E{[|X}} V{E{I|X}}
1.00 1.00 1.00 0.26424112 0,12890583
0.50 1.00 1.00 0.15481812 0.04926338
0.10 1.00 1.00 0.03550058 0.01507841
0.10 1.00 0.50 0.01047071 0.00276384
0.10 1.00 0.10 0.00048212 0.00003064

0.01 1.00 0.01 0.00000050 3.31 x 10~°

Table 5.3: Accuracy increase for the sum of two independamdom variables

Ao A L Y V{I}/V{E{I|X}}
1.00 1.0 1.00 0.26424112 1.51
0.50 1.0 1.00 0.15481812 2.66
0.10 1.0 1.00 0.03550058 2.27
0.10 1.0 0.50 0.01047071 3.75
0.10 1.0 0.10 0.00048212 15.73
0.01 1.0 0.01 0.00000050 150.64
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5.3 Analysis of a simple network (case 1)

Let V = (X1, X2, X3, X4, X5) be a random vector, wherX;}?_, is a set of independent
Bernoulli random variables with parametefs ro, r3, r4, 5 (X; = 1 with probability r;, and
X; = 0 with probability ¢; = 1 — r;). These variables model the states of link, 3, 4 and
5 of the Bridge Network shown in Figurg 3in the following way: X; = 1 means that link is
operationaland, therefore, the nodes at its extremes are connectedea#?®, = 0 means that
link 7 is failed, what is the same as removing it from the network. Any pairaafes is considered
connected if there is a path operationallinks between them.

Figure 5.3: Bridge Network

Let & be an event on the state spacelbfdefined as follows:¢ = {the set of values of
(X1, X9, X3, X4, X5) such that nodes andt are not connectgd From basic network analysis
(inclusion—exclusion principle to the mincuts), the proitity of 6 is:

P{0} = qiq2 + quq5 + Q14395 + 92434 — q1G2q495 — ¢192G3q5 —
41929394 — 91939495 — 92939495 + 2 q1G2439445. (5.1)

Let I be a random variable defined as:

7 1 if 8 occurs
| 0 otherwise

Itis clear thatE{/} = P{6}. In network analysid is usually known as thstructure function As
I is a Bernoulli variable, its variance is:

Vi) = E{I} (1 - E{I}).

Table5.4 showsy = E{/} andV{/} for a set of values of, in the particular case where
qi = qVi.

Suppose now that the value of one of the component® ,ofay X, is fixed. There are
two possible values foX, 0 or 1 so, conditioned taX;, E{/} will assume one of two values:
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Table 5.4: Analysis of for the simple network (case 1)

q

v =E{}

V{I}

1 1.0000@+-00

0.1

0.01
0.001
0.0001
0.00001
0.000001

2.1520@—-02
2.01956-04
2.002068—-06
2.00026-08
2.00002-10
2.00000-12

0.0000@+00
2.1056€-02
2.0190¢-04
2.0019¢-06
2.0002@—-08
2.00002-10
2.0000@—-12

E{I|X; = 0} with probability ¢; andE{/|X; = 1} with probabilityr;. Then:

E{E{I|X1}} E{I|X1 = 0} X q1 —|—E{I|X1 = 1} X 71
E{I]X1 =0} x q1 + E{I| X1 =1} x (1 — q). (5.2)

The determinations oE{/|X; = 0} andE{I|X; = 1} are made by means of basic net-
work analysis (inclusion—exclusion principle to the mitsjuon the Bridge Network transformed
accordingly to the possible values &f (see Figures.4).

E{I|X; = 0}
E{I|X; = 1}

q2 + 9495 + 9395 — 429495 — 429395 — 439495 + 42439445,
Q249394 + 9495 — 424394G5-

Figure 5.4: Bridge Network transformed according wkh = 0 and X; = 1

Replacing E{ 7| X} 0} and E{I|X; 1} in expression §.2), the resulting value of
E{E{I|X;}} is —as expected— the same as the one obtainesl Infor P{6}.

As the variableE{/| X, } is a discrete random variable, with two values whose prditiabi
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are known, the variance analysis is quite simple:

V{E{I|X1}} = E{E{I|X1}*} - E{E{I|X1}}?,
where;:
E{E{I|X,}?} = E{I|X; =02 xq +E{I|X; =1}*x(1—q)
= @z+%%+@wa—@%%—qua—%%%+@wwm92Xm+
(420394 + Q105 — 42430405)° % (1 — q1)
and:
E{E{I’Xl}}Q = (q1q2 + 9495 + 019395 + 424394 — G192G4q5 — q19243G5 —

71929394 — 41939495 — 2439495 + 2 Q1Q2Q3Q4Q5)2-
Table5.5showsy = E{E{I|X;}} andV{E{/|X,}} for a set of values of, in the particular

case whereg; = ¢ Vi.

Table 5.5: Analysis oE{|X; } for the simple network (case 1)
q  y=E{E{[X:}} V{E{I[X:1}}

1 1.0000@+00 0.00008+00

0.1 2.1520€@-02 1.0150&-03

0.01 2.01956-04 1.0091@-06
0.001 2.00208—-06  1.0009€¢-09
0.0001 2.00026-08 1.0001@-12
0.00001 2.00002-10 1.0000E—-15
0.000001 2.00009-12 1.0000@—-18

A measure of accuracy increase for this problem is shownle®6, for the set of values of
g used in previous tables.

Table 5.6: Accuracy increase in the simple network (case 1)

q g VAL}/VAE{T| X0} }
1 1.0000@+00 —

0.1 2.15208-02 20.74
0.01 2.01958-04 200.09
0.001 2.00208-06 2,000.01

0.0001 2.00026-08 20,000.00
0.00001 2.00002-10  200,000.00

0.000001 2.00009-12 2,000,000.00
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5.4 Analysis of a simple network (case 2)

The same network is now analyzed fixing the value of two véeminstead of one, saj; and
X5. The possible combination of values &f and X5 with the corresponding probabilities are:
P{X;=0,X5 =0} = ¢ xgs,
P{Xl = 0,X5 = 1} = (q1 X 7Ts,
P{Xl = 1,X5 = 0} = 71 X (g5,
]P){Xl = 1,X5 = 1} = 71 X7T5.

For each combination the Bridge Network takes a differenhfas shown in Figurg.5.

4 4
3
S 3 t s@ 2 t

2
X1=0 X5=0 X;1=0 Xb6=1
4
S 4 @t S t
3
2
X1=1 X5=0 X1=1 X5=1

Figure 5.5: Bridge Network transformed according with théses ofX; and X5

E{I} conditioned to the four possible values of the p#ir, X5 results in the following ex-
pression:

E{E{I|X1,X5}} = E{E{I|X; =0,X5=0}} xq1 X g5+
E{E{I|X1 = O,X5 = 1}} X q1 Xrs+
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E{E{I|X; =1, X5 = 0}} x 1 X g5 +
E{E{I|X1 =1,X5 =1}} xr; x5

= E{E{[|X1=0,X5=0}} xq1 X g5+
E{E{I|X1=0,X5=1}} xq1 X (1 —q5) +
E{E{I|X1 =1,X5=0}} x (1 —q1) X g5 +
E{E{I[X1 =1,X5 =1}} x (1 —q1) x (1 = g5),

where, after a basic network analysis (inclusion—exchugionciple to the mincuts) on each of the
networks of Figures.5.

E{E{I|X1,X5}} = (q2+¢3+ a1 — q2q3 — 431 — G2Ga — G2G3q4) X q1 X 5 +
@) xq x(1—gs5)+
q) x (1 —q1) x g5 +

q2q3q4) x (1 —q1) x (1 —gs).

~—~~ I~ —~

This last expression agrees with the valuePgf} in (5.1) and it is the basis to determine the
variance ofE{7| X1, X5} in the following way:

V{E{I| X1, X5}} = E{E{I|X1,X5}*} — E{E{I|X1, X5}}?,
where:

E{E{I|X1,X5}*} = (q2+ a3+ g1 — 4243 — G304 — 4204 — G243¢4)> X q1 X g5 +
32)* x 1 x (1—gs) +

q1)* x (1—q1) X g5 +

4243q1)> x (1 —q1) x (1 —g5)

(
(
(
(

and

IE{IE{I|X1,X5}}2 = (Q1Q2 + q495 + 919395 + 929394 — 91929495 — 91924395 —
41929394 — 41439495 — q24344q5 + 2 CJ1CJ2C]3Q4Q5)2-

Table5.7 showsy = E{E{I|X;}} andV{E{/|X,}} for a set of values of, in the particular
case whereg; = ¢ Vi.

A measure of accuracy increase for this problem is shownlea8, for the set of values of
g used in previous tables.

5.5 Remarks on Conditional Monte Carlo

As seen in all preceding examples, the exact calculation o$ually involves a whole set of
variables{X;}" ;. Depending on the type and the size of the problem, this exalctlation
may be either impossible or too hard. However, if the exalcitation ofy becomes easier after
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Table 5.7: Analysis oE{I|X;, X5} for the simple network (case 2)
q v =E{E{I|X1, X5}} V{E{I|X1,X5}}

1 1.0000&+00 0.0000@+00

0.1 2.1520€@—-02 2.0613E-03

0.01 2.01956-04 2.02742-06
0.001 2.00208—-06 2.0029€-09
0.0001 2.00026-08 2.0003@-12
0.00001 2.00002-10 2.00008—-15
0.000001 2.00008-12 2.0000@—-18

Table 5.8: Accuracy increase in the simple network (case 2)

q ol V{I}/V{E{I| X1, X5}}
1 1.0000@&-+00 —_—

0.1 2.15208-02 10.22

0.01 2.01956-04 99.59

0.001 2.00208-06 999.51

0.0001 2.00026—-08 9,999.50

0.00001 2.00002-10 99,999.50
0.000001 2.0000©-12 999,999.50

fixing the value of one or more of the variablgx; }!" ,, Conditional Monte Carlaan be a useful
simulation option to produce accurate estimations.of

In the first step ofConditional Monte Carlpthe variables to be fixed are sampled and then,
given their sampled values, is calculated. The original problem ohly calculationis trans-
formed intoestimation+ exact calculation The difficulty level of these two problems, and the
size of each one of them are extremely related to the precisid the efficiency increase 6bn-
ditional Monte Carloover Crude Monte Carlo

The Bridge Network case is an illustrating example. The egamputation ofy, given by
expressionq.1), does not need to use the random val@esr (1) of the variablesX;, but only their
probabilities. On the other hand, tliude Monte Carlaestimation ofy, where all the variables
are considered by means of their random values is anothérexruossible determination in which
there is no exact calculation at atonditional Monte Carlcestimation is an intermediate option
between these two, as it is not pure simulation, but not exalculation either. InConditional
Monte Carlothe expectation of can be conditioned to the value bfof the n variables, with
k=0,---,n.In Example 3%k = 1, whereas in Example 4, = 2. The case ok = 0 is the pure
exact calculation (expressioB.()). If £ = 1 the value ofy is estimated sampling the value of one
variable and then, making an exact calculation on a netwankéd by four links. Ifk = 2, two
variables are sampled and and then, an exact calculatioade mn a network formed by three
links. Ask grows,exact calculatiorbecomes smaller anestimationbecomes larger, explaining
why the variance of the corresponding estimate grows tegetith k.

The reason whyonditional Monte Carloyields a variance reduction comes from expression
(2.5. However, this fact can also be shown intuitively. See,example, the case of the Bridge
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Network with £ = 1. Once the selected random variable is sampled,$aythe unreliability

of a network formed by four links is calculated exactly. Seatact calculation is equivalent to
a weighted average made over ttfepossible configurations, i.e., over “all” the possible esat
of the four links network. But in a&rude Monte Carloapproach, not “all” thes@* possible
configurations are considered every titkig is sampled. In other words, the exact calculation of
Conditional Monte Carlccovers “all” the possibilities in situations in whicbrude Monte Carlo
only covers “some” possibilities.

5.6 Conditional Monte Carlo on an M/M/1 Queueing System

In this section —and in the following ones, until the end af tthapter— an application of Con-
ditional Monte Carlo on an M/M/1 queueing system is studiéis a simple and straightforward
application of the basic ideas of Conditional Monte CaKodese 2013Ross 2006over a well—
known queueing system model. It is included just to illustithe ideas behin@onditional Monte
Carlo and also because it is a model of general interest.

Figure5.6 shows the evolution of the number of customépsin a trial of an M/M/1 queueing
system () is the number of waiting customers plus the customer evinto@ing served, i.e., the
total number of customers in the systemjrivals anddeparturesoccur according with the arrival
and service rates, respectivelyand.

Q
31
exp(A + 1) exp(A+ 1)
—_ —_
2l
exp(A) exp(A)

e e

| N N\
FE = arrival FE = departure .

1ty 3 t4 tia  t15

Figure 5.6: A trial of an M/M/1 Queueing System

In order to simulate the M/M/1 queueing system, some vagghlill be defined.

E: a discrete random variable that takes values on the everttseedfI/M/1 queueing system
(arrivals anddeparture$, with the following probability distribution:

1 ifQ=0

P{E = arrival} = A otherwise
A+



5.6. Conditional Monte Carlo on an M/M/1 Queueing System 63

0 ifQ@=0
PAE = departure} = § 1 Jponice
At

6. arandom variable that takes values on the times betweeltsasfethe M/M/1 queueing system,
according to the value a@:

5 exp(A) if Q@ =0,
exp(A + ) otherwise

The M/M/1 queueing system can be simulated with the follgnéode (the operation «+ V/
means:a sample of the random variabl® is saved into the variable” ):

01 Q=0;t=0

02 ifQ=0

03 t=t+exp(N)

04 Q=Q+1

05 else

06 t=t+exp(A+p)
07 e« FE

08 if e = arrival

09 Q=Q+1

10 else

11 Q=Q-1

12 if stopping conditions are satisfied
13  exit

14 else

15 gotoline 02

The execution of this code produces —among others— two segsef values. One of them
composed by the list of eventar(ivals anddeparture$ occurring throughout the simulation. In
the replication shown in Figurg.6 this sequence is:

x = {arrival, arrival, departure, - - - }

The other one is composed by the times between events, lgcthal exponentially distributed
times sampled in every iteration. In the replication showFRigure5.6this sequence is:

y={ti,to —t1,t3 —to,---}

The elements of both sequences are relaird;-to—ongin the following way: the first element
in y is the occurrence time of the first event:n the second element inis the elapsed time
between the fisrt and the second events,iand so on.

Each of these sequences can be seen as the replication afoamramnocess. The first one is a
replication of procesx’, arandom walkrestricted to non negative values:

X ={X,, n>0},
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where

arrival ifQ=0
X, = arrival with probability A/ (A + p)
departure  with probability pu/(\ + 1)

} otherwise, '~ 1,2,

The second one is a replication of procéssa sequence of two —interleaved— exponentially
distributed random variables:
Y ={Y,, n >0},
where
exp(\) if @ =0, B
Y { exp(X + ) otherwise =12

Some parameters of the M/M/1 queueing system, like the nuwfbeustomers at time, or
the average time that a customer spends in the system,aidgecseen as a function of these two
random processes. In particular, evehtiefined on the state spaces of these parameters, and their
corresponding indicator random variablesan also be seen as functions of processesdY .

5.6.1 Busy Period

A time interval in which the server is permanently busy, ilecha Busy Period BP). In the
replication shown in Figur®.6, [t1,t14] is a BP. Within aBP, @ > 0, reason whyX andY

Q

3+ R

Q m

t1  to ts ty s ty te lz

Figure 5.7: M/M/1Busy Period

become:

arrival with probability A/ (A + p),
departure  with probability u/ (X + p),

Y = {Y,,1<n<Z} Y, = exp(A + ).
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VariablesR, D and(),, (see Figuré.7) can be defined for BP:

R = +eventswithintheBP = 7 —1,
D = duration of theBP,
Q,, = maximum number of customers in tiixP.

An M/M/1 simulation in whichN BP's occur, producesV replications of all the variables just
defined: X, v RO DO QW i =1,... N. Inthe following examples the estimation of
the probability of events defined on the state space of twhedds variables —respectively,
and@,,— will be analyzed in the context @rudeandConditional Monte Carlo

5.6.2 Duration of a Busy Period

Let @ be the evenD > T, whereT is some fixed real value, and |éthe the indicator random
variable of evend. Crudeor standardsimulation to estimate = P{#} can be done as follows:

1. Simulate the M/M/1 queueing system up to some —long eneutime ¢,
2. Identify the replicationst (9, ; = 1,--. , N to conclude thatV BP's occurred.

3. For evenBP detected, check the corresponding replicatitf to see whether the duration
of the BP exceedsl” or not.

4. Estimatey = P{6} as the proportion oBP's for which their duration exceeds.

This estimation, that is actually an estimation®fI}, is based on the randomness of both
sequences, in other words, it is a function of random prasessandY . In the next section this
estimation will be conditioned to a fixed replication of pess X. Hence;y will be estimated by
E{E{I|X}}.

5.6.3 Duration of a Busy Period - Conditioning to process\

Figure 5.8 illustrates this problem. Pretend that Figlr8 (a) is aBP detected in the M/M/1
system simulation. Itis necessary to know the probabitigt thisBP lasts longer thafi’, subject
to the sequence drrivals anddeparturesshown. The duration of thiBP is D1, that is clearly
larger thanT'. However this measure is not relevant, as the replicatibows in Figures.8 (b)
and (c) also share the same sequencarifals anddepartures but their durations are different,
being one of them larger, and the other one shorter Thahhe probability that anBP that share
this sequence ddrrivals anddeparturedasts longer thaff’, covers any of the replications shown
in Figures5.8 (a), (b) and (c). Actually, this probability covers “all” psible replications that
share this sequence afrivals anddepartures Compared to th€rude Monte Carleestimation,
this probability is like averaging all the possitB3&’s with this sequence @rrivals anddepartures
(infinite, in this case). In other words, one sampleCainditional Monte Carlds equivalent to
infinite Crude Monte Carlssamples.
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Dy

g to t3 t4 : tia  t15
: (@) :

Dy

(b)

D3

(©

Figure 5.8: Thre®P's with the same sequencé(®, but different sequence ()

In summary, the estimation of = P{6}, as aConditional Monte Carlcestimation obtained
by means oft{7| X'}, can be done as follows:
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1. Simulate the M/M/1 queueing system up to some —Ilong eneutime ¢,
2. Identify the replicationst (Y, ; = 1,.-- , N to conclude thatV BP's occurred.

3. For everyBP detected, calculate the probability that the sum of Rhémes between events
within the BP is larger tharil".

4. Estimatey = P{6} as the average of the probabilities calculated in i8m

The most difficult part of this estimation is the probabilitglculation of itenB3. The duration
of theBP's detected troughout the simulation is the sunRaéxponentially distributed times with
rate (A 4+ p). Then, due to expressiob.d) in Section5.6.6 the duration of &8P with R times
between events, is distributed according to the Erlangilligion with parametergR, A + p).

Table5.9shows the evolution of thepeedup(V x )¢y /(V X t)cona, fOr a set of values df'.

Table 5.9:Speedupf the estimation of the probability @8 P > T', given the sequencs (%)

AN ou T 7 (Vx)er/(V X t)cond
0.01 1.00 2.00 1.38-01 26.61
001 1.00 4.00 1.98-02 24.85
0.01 1.00 6.00 2.94-03 40.27
0.01 1.00 8.00 4.52-04 78.74
0.01 1.00 10.00 7.13-05 161.79
0.01 1.00 12.00 1.15-05 325.11
0.01 1.00 14.00 1.31 06 773.67
0.01 1.00 16.00 3.20-07 1,365.76

5.6.4 Maximum in a Busy Period

Let 6 be the event),, > M, whereM is some fixed integer value, and IEtbe the indicator
random variable of evert. Crudeor standardsimulation to estimate = P{6} can be done as
follows:

1. Simulate the M/M/1 queueing system up to some —long eneutime ¢,
2. Identify the replicationst (Y, ; = 1,.-- , N to conclude thatV BP's occurred.

3. For everyBP detected, check the corresponding piece of sequend&iinto see whether
the value of@ within the BP exceeds\/ or not.

4. Estimatey = IP{6} as the proportion oBP's for which the maximum value af) exceeds
M.

This estimation, that is actually an estimation®&f/}, is based on the randomness of both
sequences, in other words, it is a function of random prasessandY . In the next section this
estimation will be conditioned to a fixed replication of pessY. Hence,y will be estimated by
E{E{I]Y}}.
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5.6.5 Maximum in a Busy Period - Conditioning to process”

Figure 5.9 illustrates this problem. Pretend that Figl® (a) is aBP detected in the M/M/1
system simulation. It is necessary to know the probabiligt the number of customeé€g within
this BP is larger or equal than/, subject to the sequence of times between events showne In th
replication shown irb.9 (a), Q is clearly larger than/. However this measure is not relevant,
as the replications shown in Figurd® (b) and (c) also share the same sequenafals and
departures but in the case (b§ is not larger than\/ while in case (c), it is. The probability
that for anyBP that share this sequence of times between evéhis,larger than\/, covers any
of the replications shown in Figurés8 (a), (b) and (c). Actually, this probability covers “all”
possible replications that share this sequence of timeseeet events. Compared to tkeude
Monte Carloestimation, this probability is like averaging all the pbssBP's with this sequence
of. In other words, one sample Gfonditional Monte Carlds equivalent to “many’Crude Monte
Carlo samples.

In summary, the estimation of = P{6}, as aConditional Monte Carlcestimation obtained
by means of£{7|Y'}, can be done as follows:

1. Simulate the M/M/1 queueing system up to some —long eneutime ¢,
2. Identify the replicationst(9, ; = 1,.-. , N to conclude thatV BP's occurred.

3. For evenyBP detected, calculate the probability that the combinatibardvals anddepar-
turesis such that value af) within the BP exceedd\/.

4. Estimatey = P{6} as the average of the probabilities calculated in the Bem

The most difficult part of this estimation is the probabildgiculation of item3. For a given
replicationY (| i.e. given the times between eversrivals anddeparture$ the evolution ofQ
within a B P follow trajectories of the type of thByck Pathgsee Sectio®.6.7).

Table5.10shows the evolution of thepeedup(V x t)c,./(V X t)cong, for a set of values of
M.

Table 5.10:Speedupf the estimation of the probability @ > M, given the sequencg®

A H M :7\ (V X t)CT/(V X t)Cond
0.05 1.00 2.00 4.76-02 0,90
0.05 1.00 3.00 2.38-03 1,75
0.05 1.00 4.00 1.1®-04 3,45
0.05 1.00 5.00 5.99-06 8,15
0.05 1.00 6.00 3.a-07 16,16
0.05 1.00 7.00 1.53-08 33,10
0.05 1.00 8.00 9.18-10 98,90

5.6.6 Sum of Exponentials

When the simulation is conditioned to procesd&gshe combination oérrivals anddeparturess
dispensable. The only values to care about, in eBétyare the times between events, specifically
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Figure 5.9: Thre®P's with the same sequena&®, but different sequenc ()

the sum of all these times within tigP. In Figures5.8(a), (b) and (c), this sum is, respectively,
D1, D; andD3. The aim is to determine the probability thaB& with the same combination of
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arrivals anddepartures but with any other set of times between events, lasts lotiger7". In
general, the aim is to determine the proportion of paths foickvsome detecteBP lasts longer
than some fixed value, given the same combinatioaro¥als anddeparturesbut a different set
of times between events.

Numerically, the problem is to find the probability that, fany BP, the sum of the times
between events (all of them exponentially distributed watte A + ;:, as shown inj.4)) is larger
than some fixed valuel’. As R is the number of exponentially distributed times, their sism
distributed according to the Erlang distribution, for whitie cdf is:

M (A + ) )"

1— ' (5.3)

0 n.

Thus, the probability that such sum is larger tHars:
R-1 e~ (A +u)T (()\ + M) )n (5.4)

5.6.7 Dyck Paths

For every sequence of instants at whativals and departuresoccur in aBP, there are —in
general— many different sequencesaivals anddepartures Each one of them can defind3®
of the same duration but with a different combinatioraafivals anddepartures The number of
possible sequences afrivals anddepartures for any given sequence of instants, can be deter-
mined by means of a combinatorial analysis based on the pon€E®yck Path a subject named
after the German mathematician Walther Franz Anton von 0¥8%66—1934), who introduced it
around 1880. In this section, this concept and some relatdalgms, taken fromHlajolet 2009,
are applied to the analysis of sequenceardif/als anddepartures

LetS ={S,:n=0,1,---} be arandom process, on the non—-negative integers, thist atar
Sp = 0 such that, at the beginning it goes frafp = 0 to S; = 1 with probability 1 and then, at
every step, it increasdswith probability p or decreases with probabilityg = 1 — p. The process
ends any time it returns t@

A cycle of duration Zs a replication that starts &, = 0 and returns t@ in exactly Z steps.
C is the set of all the cycles of duratign:

Cy={S:S0=0ASz=0AS,>0Yn:1<n<2Z}

Acycle S € Cy is said to be less thal > 0, and it is writtenS < M, if S, < M Vn, 0 < n <
7. Py is the probability that a replication i is less than\/ > 0:

P; =P(S < M|S € Cy).
Some remarks:

e For every cycle inC'z, Z is even, and there will bk = Z/2 upward steps and downward
steps. Therefore, the probability of all possible trajee®inC is p"~1¢" (the probability
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of the initial step, fromSy =0t0.S; = 1,is1).

e As the probability of all the trajectories i@'; is the same, the values pfand ¢ are not
necessary in the determination Bf. This value can be obtained as the ratio between the
number,Nz »s, of trajectories inC'z that are less than/ and the numberVz, of all the
trajectories inC';.

e The determination of’; is only of interest ifl < M < h, because ifM = 0, Pz = 0,
while if M > h, Py = 1.

If the problem is modified, and the replications are allowedtdbuch” 0 before reaching?,
the corresponding set of/cles of duration Lecomes:

CY={S:S=0ASz=0AS,>0¥n:1<n<Z}.

In this case the number of possible trajectories, i.e. thdimality of CY, is the Catalan
Numberin h = Z/2, that is:

2h\ 1
NY = E— = 7/2.
Z (h>h+1’ h=2/

Acycle S € C% is said to be less thalh/ > 0, and it is writtenS < M, if S,, < M Vn, 0 <
n < Z. The number of trajectories hﬁ% that are less than/ > 0, with1 < M < h, is:

M 2 sm ST 2h
Nyy = in® 2
b = 3 (o) (375r) (2o (3751))

g2h+1 M . 9 ST o ST
= T <M+1>C°b (m)

With the aid of the following figure it is possible analyze first problem G,, > 0, 0 < n <
Z) interms of the last oneSi, > 0, 0 < n < Z2):
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Nz (the cardinality ofCz) can be expressed in terms 8f) (the cardinality ofCY), just
replacing the value of (because”Z has to be changed by — 2), then:

Ny = (?)%ﬂ h=(Z—-2)/2.

Proceeding in the same way »s can be obtained in terms o  ;, replacingM by M —1:

92h+1 (1 o [ s on ST
NZ,]\/]: Vi ZSID <M+1>COS <m>, h:(Z—2)/2

s=1

The case of\/ = 0 must be avoided. However, this case is not of interest. Kinal

Ny
Py, = P(S<M|SeCy) = ]\ZT’M,
Z

_ N,
Py = P(S>M|SeCy)=1-"21
Nz
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Abstract

Conditional Monte Carlo with Intermediate Estimatio(GMIE) is a simulation method pro-
posal of this thesis to estimate thaiability of highly reliable Markovian systems accurately.
In this chapter the basis @MIE is introduced, the unbiasedness of the corresponding &stim
tor is proven, and its variance is shown to be lower than th@nee of the standard estimator.
Some guidelines on the choice of the intermediate stategiwre and a modification to the basic
scheme, in order to be applied to large multicomponent Bystés proposed. To illustrate the
performance of the method, some experimental results arersh

6.1 Introduction

The dynamics of many systems can be modelled by a continuimgs tomogeneous Markov
chain X, irreducible, on a finite state spade(see ancela 2002Goyal 1992 Juneja 200]Lor
Chapter 6 in Rubino 2009). Typical examples are systems in which the states candssified
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into two subspaces: one of thei®, in which the system is completefgiled (down), and another
one,U, in which the system isperational(up), assuming that at some statedirthe system is
fully operationalwhereas at some other the system is partially damaged Bupsrating, i.e.
delivering service. In this thesis they are of interest higkliable systems whose behaviour, in
terms of these subspaces, is such that they strongly teedi@im at a state i&y where the system
is fully operational they rarely leave this state moving within some other staié/ due to the
occurrence of failures, and they reach the subspaeéeth an extremely low probability.

The estimation oflependabilitymeasures on these type of system has been addressed ex-
tensively with the aid ofmportance SamplingBotev 2013 Cancela 2002Glynn 1989 and its
variants, Zero-VariancelL[Ecuyer 2007 L'Ecuyer 2011a L'Ecuyer 20115 and Cross-Entropy
[Ridder 2005 Rubinstein 2004

In the rest of this chapter this problem is approached by si@fra novel application of
Conditional Monte Carloa classic variance reduction technique, already intredilc Chapteb,
that has not given rise to many lines of research in the fielduef eventestimation. The method
proposed is aimed at the estimation of the probability P{rp < 7.}, where the times;, and
7p are defined as follows. The state space of the Markov chaiartgipned asS = U U D such
that inU the system isipand in D the system islown The process{ starts at some initial state
u € U. Definer, as thereturn time tou, that is,r, = inf{¢t > 0: X(¢t) = uandX(¢~) # u},
andrp as thehitting time of D, that is,7p = inf{t > 0: X(¢) € D}.

The simplest and most basic dependability metric is the Méae To Failure, MTTF, defined
as the expected life—time of the system, i.e. the mean tirtiethe system enters the subget

MTTF = E{rp}.
Goyal et al. have proved iroyal 1992 that the MTTF can be written as:
MTTF = E{min(rp, 7u)}/7-

Since this work is focused on the estimatiomo#ll D can be collapsed into a single statenade
absorbing. As before, evefity < 7, } means thaiX gets absorbed at before coming back ta.

For systems with a large (or infinite) number of states, thecexomputation ofy is not
feasible. An alternative solution is to empldonte Carlosimulation, in which case the main
concern is to attain a good estimation precision, what meanstain a low variance estimator.
In the standardvionte Carlosimulation, N replications are started from and they are stopped
either when they get absorbed at stdter when they arrive back at. The standard estimation
of ~ is the number of those trajectories that are absorbek] ditvided by N. This estimation can
be achieved by working with the discrete time Markov ch&incanonically embedded iX at
X'’s jump times.

However, the fact thaf < 1 is a serious drawback for standard simulation, becaus@tdie
values of the estimator’s variance can only be achievedeaegpense of a very high number
of replications,N. Monte Carlomethods must, therefore, be improved and adapted to address
efficiently therare eventcase.

A solution proposal to this problem, to be introduced neghsists in an application @on-
ditional Monte Carloin which the rare event of interest, namely the visit of sthtes conditioned
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on the values of some random variable in the model.

The rest of the chapter is organized as follows. Se@i@shows a basic application Gondi-
tional Monte Carloon Markovian systems. Secti@3—the core of this proposal—, introduces
modifications to the basi€Conditional Monte Carlaalgorithm, in order to make it usable and ef-
ficient. Sections.4, 6.5and6.6 discuss some properties and features of the proposed method
Section6.7 shows how to apply it to the particular case of Markovian mathponent systems.
Some experimental results are included in Sect®fsnd6.7, and a comparison witSplittingis
shown in Sectior6.8.

6.2 Conditional Monte Carlo algorithm

There are different simulation methods to estimate valug ¢ the crude or standard simulation,
N replications start at staieand they are simulated until they either come bacl,tm time 7,
or hit stated, in time74. Let I be the indicator random variable of the evénj < 7,}:

1 wop v,
I= { 0 wp. 1—7. (6.1)

Theny = E{I}, and the standard estimator-pfs:

Ny

1 .
s =—3Y 10 2
=N Z , (6.2)
7j=1
wherel@), j =1,2,..., N, areN; independent values sampled from distributiéril.

LetC' = {d, k, u}, wherek is any state in the Markov chain, other thdor u, and letX be
a random variable defined #e first state inC, hit by a replication started aii. The probability
distribution of X is, therefore:

d w.p. pq,
Xe=4q k wp. pg
u W.p. Pu.

See thapg < +, becausey is the probability that any replication that startaiateachesl before
coming back tou, whereagq is the probability that any replication that startsuateachesd
“through a path not containing’, before coming back tm. Similarly, p, <1 —~.

The expectation of, conditioned on the values of, is given by the following expressions:
E{I | Xc =d} =1,E{I | X¢ =k} = andE{I | Xc = u} = 0 (% is the probability that
areplication that starts at statehits stated before it hits stater). Thus,E{/ | X<} is a random
variable with the following probability distribution:

I w.p. pd,
E{I|Xc} =4 % w.p. pr, (6.3)
0 w.p. pu,
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and the following expectation:

E{E{I | Xc}} =E{I} =1 xXpa+7 Xpp+0Xpy="1.

The expected value of both random variableandE{I | X<}, is+. As a consequence, another
estimator ofy —namely, aConditional Monte Carlestimator— is:

B

o=+ 2 E{T1 x¢) (6.4)
1 j=1

whereE{! | Xg)},j =1,2,... are N; independent random variables sharing distributiés3)(
The sample€{I | X(Cj)} are obtained in two steps: firsK(Cj) is sampled and then, the corre-
sponding valuee{I | Xg)} is computed. In this introductory example the only threesjize
values to be sampled afe1, k,d}, whereas the exact values associated with them are, respec-
tively, {1,7,0}.

If the setC includes more intermediate states besidethe method applies as well. If, for
exampleC = {d,1,2,...,n,u}, the distribution offE{ | X} becomes:

(1 w.p. pq,
Y1 W.b. Pi1,
72 W.D. P2,
E{ | Xo}={ | 6.5)
TYn W.D.  Pn,
0 w.p. DPu,

where~; is the probability that a replication that starts at statés stated before it hits states.
Now:

n
E{E{I | Xo}} =E{I} =1 xpa+ Y _%ipi+0 X pu
i—1

n
=0 ><p0+Z%‘pz‘
1=1

n
= vipi=.
=0

where the notationy = 1 andpg = pq is included for simplicity. The estimator given in Expres-
sion (6.4) remains valid, with the only difference of sampling frone thistribution 6.5 instead
of (6.3.

Figure6.1 depicts the set of probabilities so far defined and shows d¢ingenclature used to
refer to them in the rest of this chapter as = 0, the termp,, x v, equals0, reason why it is
shown in Figureb.1 but does not belong to any further expression).

For any given se€ = {d,1,2,...,n,u}, call C=C \ {d,u}, i.e. the subset formed only
by the intermediate states, that(s= {1,2,...,n}.
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Figure 6.1: The set of probabilities used in all calculagion

The variance of th€onditional Monte Carlaestimator is now computed:
n
V{E{I | Xc}} = B{E{I | Xc}*} - B{B{I | Xc}}* = > _pii — 7>
i=0

Then, the variance of the estimator t4) is:

V{Ac} = Nil (me? - 72> : (6.6)
=0

On the other hand, the variance of the standard estimaten givg.2) is known to be:

V{7s} = Nil (v=7%)

= Nil (me - 72> : (6.7)
=0

Comparing expression$.6) and 6.7) and considering that; < 1, i =0, ...,n, because all
these values are probabilities, it is clear that:

n n
S pit <> pimis
=0 =0

what means that the variance of t@enditional Monte Carlcestimator given in§.6), is never
larger than thé&tandard Monte Carlestimator variance given it6(7). This is of course, a general
fact onConditional Monte Carlanethods, but it is worth making it explicit in our context.

Figure 6.1 shows a path that goes from to d without hitting any state irC. However,
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depending on which states are selected to form th& sehere may not exist such a path. The
efficiency of the simulation in both cases is quite different

In the latter case, when there is no path frarto d without hitting a state irﬁ, the terms to
accumulate in expressioB.8) arev1, vo, .. ., vn, With probabilitiespy, po, . . ., p,, respectively.
As the probabilitiep, po, . . ., pn, are all higher than, the values to accumulate i6.4) can be
found with less computational effort than the effort neettetind al for expression®.2) in the
standard simulation.

On the other hand, if there is a path that goes fioio d without hitting any state i, one
of the terms to accumulate in expressi@ is vy = 1 with probability pg, where0 < py < 7.
Therefore, the computational effort to find #or expression&.4) will be higher than the necessary
effort to find al in the standard simulation.

Finally, if there is no path fromu to d without hitting a state irC’, Conditional Monte Carlo
simulation can achieve the same accuracy level as crudendastd simulation, with a smaller
number of replications.

6.3 Conditional Monte Carlo with Intermediate Estimations

The main problem in the use @onditional Monte Carlpas it was introduced so far, is the fact
that the values, 4o, .. ., 7, are unknown, and may be as hard to evaluate as the calcudtipn
itself. To work around this problem, these values will be meplaced by estimators.

In this section it will be shown that after replacing, v, . . ., v, by estimators, the method is
still unbiased. This replacement is the core of the proposaduced in this chapter and the basis
of the so—calledConditional Monte Carlo with Intermediate Estimatiof@MIE) method. At the
end of this section, the variance of t8MIE estimator will be determined.

To address the following calculation, it is better to expresn terms of the random vector
I = (Iy,I1,...,I,:1), whose components are dependent binary random variahtbsisat one
and only one has valug distributed as follows:

(1,0,0,...,0,0) w.p. pa,
(0,1,0,...,0,0) w.p. pi,
(0,0,1,...,0,0) w.p. po,

I = (6.8)
(0,0,0,...,1,0) w.p. pn,
(0,0,0,...,0,1) w.p. pu.
Then, the standard estimator is:
1 N . . . .
Vs = EZ I xq0 + I < + I x a4 19 oy + 1)) < 0
j=1
1 N1 n )
=2 2 xwm (6.9)

j=1 k=0
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wherey, = 1.
In (6.9), the sampleg?), 1 ... I\ are obtained by the simulation, whereas the values
Y1, Y2, - - -,y MuUst be calculated. However, if such calculation is too hargimply impossible,

these values can be replaced by standard estimators. Intorde this, every time the simulation
reaches a statee C, N, independent replications must be started abd simulated until they
either reachd (and thenl is accumulated) on (and then0 is accumulated). Once the$é,
replications started dtare completed, a standard estimajpcan be evaluated and used in place
of ;. To compute these estimations, define the set of Bernoultiaw variables J;}7_,, with
the following probability distribution:

_J 1 wp. Yis .
Jl—{ 0 wp. 1—- 1=1,2,...,n. (6.10)

The samples of; are obtained from the actual simulation of the Markov chainich is the same
as sampling them from distributioB.(LQ (Jy = 1 w.p. 1). Then, if~, is replaced by the estimator
7k In (6.9), the standard estimator is transformed into@MIE estimatory,;.:

N, n

ﬁcie:NiZ (ZI(] ZJJZ)>

=1

1 ]N ) G,

Tk (mEene)
NlNQZ Z ZI(J J(JZ

j=1 k=0 i=1

It is simple to show thaf,;. is unbiased:

Ny
Z J)JJZ)

||M:

1 Ny
E {acie} — N1N2 Z
j=1 0

1 N1 Ny 0 G
_ 3) 705
o 3 3 2 )
1 Ny Ny 0 (
_ J i
NN, Z {I } {Jk }
j=1 k=0 i=1
1 Ny n No
= PrVk
NNy j=1 k=0 i=1
n
=> v = 7
k=0

In order to determine the variance®f., let I*) be any possible replication @f what means
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thatléx), If”), o I9 arethe components of this replication. Using the variatemmposition
formula, the variance of the estimator can be written as:

V{jy\cz'e} = V{E{acie | j(x)}} + E{V{'/V\cz'e | f($)}} .
A B

TermsA and B are now analysed separately.

L N= RS NA @) 6
_ It
A=V{E NlszZZI’“ Jy
k=0 j=1 i=1
_ - (@) g 70
=V NlNQZZ ZI E{JU7}
k=0 j=1 i=1
SRR @,
=V N1N2 Z Z ZI
k=0 j=1 i=1
S EI NI
=1 k=0
For any givenz only one of the valuesfo(x), I{x), ..., I} equalsl and the rest equdl. As

[Z.(:”) = 1 w.p. p; (see 6.8)), the term}_;'_ I,gm)yk equalsy; w.p. p;. To evaluate the variance,
note that the randomness in the expression between bramely due tol ,9). Thus,> ) o1 ,g%k
is arandom variable on the state sp&sg 71, - - - , 7 1, With probabilities{pg, p1, ..., p, }. Then:

n n 2
> e — (Zm%)
k=0 k=0
- L Zn:p %=
M \i= o .

For the remaining term,

LR St S 0,6
B=E{V S>>
NNz (= J=1 i=1
LN SR NS (@) g f 6
—E M) v o
N12N22k:0j:1 1<k) {k }
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n No
1 (@)
= {35 175w
(x
{NlNQZI N2><%(1—%)}

2 k=0

=

1 n

. > E{17 w0 -
NiNp & U (= %)
1 n
1—

N kEO e V(1 — k)

1 n n
_ 2 : B 2
= NN, ( Pk E_ pk%)

N1N2 ( Z m’f)

Then:

1 n
V{quel = A+ B = — 2 _~2 6.11
Gad=ats = o (Smat )+l (- L) ea

The termA is the value of the variance of tl@nditional Monte Carlaestimator when the values
Y1, Y2, - - -» Y @re known exactly (seé (). The termB is the increment of variance due to the
fact that the valuesy, 72, . . ., v, are replaced by estimators.

6.4 Multiple Sets of Intermediate States

The key to the application d@onditional Monte Carldo Markov chains (as described in Section
6.2) —call it pure Conditional Monte Carle- is the knowledge of the probabilitieg, 72, . . ., Vn.

The lack of these values makes it necessary to use estinrastead (as described in Sectird).

This technique is the heart of ti@&MIE method proposed in this thesis. As shown, the estimators
1, Y2, - - -» ¥n CaN be obtained by standard simulation started every tireeobthe intermediate
statesl, 2, ..., nis reached. But these values can be estimated more acguagpelying the same
Conditional Monte Carlanethod recursively, in the following way.

Suppose that two sets of intermediate sta@sand@, are defined, instead of one, as shown
in Figure6.2 Assume that’J1 NCy = 0 andu,d 4 Cl, Cs. Suppose that the process starts just
as in the case in Whlcﬁ’l is the only set of intermediate states. Then, once a st&teCl is
reached,N replications are started at stateand they are simulated until they either hit a state
in 52, go back tou, or gets absorbed &t This can be considered the second recursive level of
the simulation. It is intended to obtain the valugs 75, ..., 7;,,, which indicate the probability
that each of thesé&/, replications get absorbed @t Proceeding this way, these probabilities can
be estimated by this recursive level@bnditional Monte Carlesimulation that makes use 51‘2
as the set of intermediate states. These estimations afagtinmore accurately than the ones
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obtained by means of standard simulation in the case of amdyset of intermediate states. It is
simple to extend this mechanism to more recursive levelth(mbre sets of intermediate states).

_In ABpendixA the variance analysis is extended to the case of two set$eofrindiate states,
C1 and(C>, as decribed in the previous paragraphs. The probabilitiedved are shown in Fig-
ure6.2 The result obtained is the following:

~ 1 (& 2
Vet =3 (sz N - ’Y2> +
=0

1 ni no ) 1 no
— p | 1/No e = |+ == - pve | |-
z; lzg ( / (;% -t )+ oy > i

k=0

Given this expression, it is possible to prove that the vagaobtained in a model with two
sets of intermediate stateS; andCs, is lower than or equal to the variance obtained in a model
with the single intermediate set of statés. This statement is proven in Appendsx

poo =1

po1 =0

/
Vnq

=
=
I
E
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Figure 6.2: The case of two sets of Intermediate StatesndCs

6.5 Comparative Analysis of Variances

The variance of th€MIE estimator, for the case of only one set of intermediate statas derived
in Section6.3. In this section, this variance is compared to the variaficgh®r estimators.

The variance of th&tandard Monte Carlestimator, as shown if6(7), is:

V) =3 (=)
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The variance of th@ure Conditional Monte Carl@stimator derived ing.6), in which the exact
values of the probabilities;, i =0, ..., n, are used, is:

N 1 (<
Vi = 5 (Zm? — ’Y2> :
=0

and the variance of the proposed estimator just derive@. i), in which the probabilitiesy;, i =
0,...,n, are estimated by standard simulation, is:

_ 1 (& 1 .
Ve = 5 (mei - 72> LT (7 -> pmﬁ) :
k=0 k=0

As Ny — oo, thenV{7...} — V{7.}. Clearly, if the number of replications used in the
estimation of the probabilities;, i« = 0,...,n is infinite, the estimators converge to the corre-
sponding exact values, and the method becomegureConditional Monte Carlo

At the end of Sectio®.2it has been shown that{~7.} < V{7,}, meaning that the accuracy of
pure Conditional Monte Carlés never less than the accuracySiandard Monte Carlolt is clear
thatV{7.} < V{7..}. Itis pending to prove tha¥{7...} < V{7,}, meaning that the proposed
estimator is never less accurate ttf&andard Monte Carl@stimator.

n n
S v— Y mei
V{'/Y\cje} _ k=0 _|_ k=0
N, NN,
. 2 .2 R 2
PKYE— Y — Y PRV
< k=0 + k=0
- Ny Ny
2
kel
<
< V{7s}.

The inequality holds, no matter the values/éf and N,. This means that the proposed esti-
mator,v.., is never less accurate th&tandard Monte Carlestimator;ys, even for a low number
of replicationsN; and Ns.

Finally, the three variances involved are related as fatow

V{;Y\c} S V{:Y\cie} S V{;Y\S}7

which means thaEMIE is always more accurate than crudeStandard Monte Carlobut never
as accurate gsure Conditional Monte Carlan which the exact valuesg, i = 0, ..., n, are used.

6.6 Intermediate States Analysis

The variance reduction capacity GMIE depends on the choice of the set of intermediate states.
In this section two properties of the sets of intermediadgestare analyzed. The first one concerns
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the number of states of such sets. It will be shown that aftding a new state to an existing set,
the variance of the estimator never increases and, therefaariance reduction may be expected.
The second property is related to the comparison betweepawicular sets of intermediate states,
namely cuts, each of them considered individually, i.e. atrgetime. It will be shown that the one
that yields the highest variance reduction is the one coetpo$ states that are somehow closer
to the initial statejn. These two properties are consistent and behave as a geidelmake the
choice of the sets of intermediate sates. For simplicitgelmroperties will be analysed in the case
of pure Conditional Monte Carlo

LetA., be thepure Conditional Monte Carl@stimator obtained when the set of intermediate
states is composed of states, and lef.,,, be the same estimator when the set of intermediate
states is composed of+ 1 sates, obtained by the addition of one state to the first dereil set.

To address the first property, defiblg = N1 x V{7,, } andV,, ;1 = Ny x V{7, }. It will be
proven thatV,, — V,,11 > 0.

Letpr, £ = 0,...,n, be the probability that a replication started at stateeaches statg,
before any other state i, in the model withn intermediate states and g, £k =0,...,n,n+1,
be the same probabilities in the model with- 1 intermediate states. Then:

n
Vo= ik =7
k=0

n+1
andVi1 = phvi — 7>
k=0

Clearlyp, < pi, k =0,...,n, because ag;, is the probability that starting at the process
reaches: before any other state @1, after C' grows by the addition of one more state, some of
the paths fromu to k before the addition may now include the new state and, tere$uch paths
will not go fromu to &, before reaching states @, anymore.

The target;y, can thus be written in the two following ways:

n+1

n
S o= B =7
k=0 k=0

and thus,

n

(Pk — PR)VE = Prog1Vnt1- (6.12)
k=0

Considering that any replication that startsiaeither ends at some state(h comes back to
u or gets absorbed &t (see Figurés.l), it is clear that:

n n+1
Put Y pe=Da+ Y Pp=1,
k=0 k=0
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leading to:
n
(Pu = Pa) + ) Pk = Pk) = P (6.13)
k=0
Callingr, = (pr, —p)) >0, k=u,0,1,...,n, Equation .12 can be written as follows:
n
> e = P tnn (6.14)
k=0
and Equation@.13 as:
n
ru + Z Th = Pl (6.15)
k=0

Recall that we have to prove thit — V,,,.1 > 0. This difference takes the following form:

n n+1
Vn - VnJrl = Z pkr}/]% - Z p;cr}/]%
k=0 k=0

n

_ 2 / 2

= E Tk = Pn+1Vn+1-
k=0

The only case of interest is wherj, , is strictly positive, because i/, ; = 0 both sets of
intermediate states are the same &Rd= V,, 1. Assuming thafo’nJrl > 0,

Vi = Vo ~ Tk o A2 6.16
/ - Z / e = V41 ( . )
pn+1 k=0 pn+1

Think of a random variabl&/” with the following probability distribution:

0 w.p. 7u/Phiis
L w.p. 70/Phy1s
W = Y1 W.p. 7"1/P/n+17

Yo W.P. Tn/Phii

This is in fact a probability distribution because the termsro, .. ., 7, andp/,  , are all positive
andry/p, 1 + Y r—o Tk/P,41 = 1, due to 6.19. The expectation of this random variable (see

(6.14) is:

n
T Tk
E{W}=—"x0+Y %
Pr+1 k:Oanrl

= Tn+1,
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and, therefore,§.16) gives its variance. This completes the proof, becauseiana is always
non negative:
Vn - Vn+1 = Tk

2 2
/ :Z 7 ’Yk—"}/n+120,

and thus,
Vn - Vn+1 > 0.

Next it will be considered the case in which the intermedistites compose a cut in the
Markov chain. Then, the variances of two estimators obthinsing two different cuts —
performing separately— are compared.

For any two states andj in the state spacé of a Markov chain( is called a cubetween
andj if there are three disjoint subsets, C andS; such that: (i)S = S; U CuU S, (i) i € S
andj € S; and (iii) every path from a state if}; to a state inS; contains one state i, AcutC
without any mention to the statésnd; is an implicit reference to the case in which these states
areu andd.

Itis possible to define a clietweerone state and another cuf; and also a cubetweertwo
cuts,C; and 5]-. In the first case the definition must apply for all the paingrfed byi and the
states irﬁj. In the second case the definition must apply for all the dairmed by one state in
C; and one inC;.

Now, the variances of two estimatofg, and?.,, are comparedy,, is thepure Conditional
Monte Carloestimator obtained by a simulation for which the only cuestd isC;, while 3, Ves
is the same, when the only cut selected?gs 01 is a cut betweem and CQ, WhereasCQ is a cut
betweerCl andd.

LetVi = Ny x V{7,, } andV, = N1 x V{7, }. In order to compare the variancé§,andV;
must be written in terms of the same set of probabilities. ddmaparison will show that; can
never be less thaW,. The probabilities involved are shown in Fige3,

Writing V; as follows,

2 2
Vi=pioi” + -+ o, =7

=p1 (p1171 + P1272 + - +p1n27n2)2 +- 4+ Pnq (pn1171 + Pni272 + - +pn1n27n2)2 -,

z1 Tnq

andV; as,

Vo =Pt + i, — Y

= (p1p11 +papo1 +  + Py Py )Y+ + (D1D1ns + P2Pany + F PryPrins ) Vg — Y
=p1 (PUY; +P12% + - F PlnaVng) + o F Doy (Pra1 Vi +Pra2%s A+ PramaVoy) =7

2

Y1 Ynq

it results:

Vo—Vi=pi(y1 —x1)+ -+ Py (YUny — Tny)- (6.17)
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(&

Figure 6.3: Probabilities for variance comparison using ohtwo different sets(); or Cy

It will be shown thatl, — V4 > 0.

LetI'; (defined only with auxiliary purpose) be the following randeariable:

7 W.p. P11,

72 W.p. P12,
Iy = . (6.18)

Tng WP Di,,-

The expected value df; is:

E{T1} = p1imy1 +p1ave + -+ + PlagVne = Vi
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and its variance:

V{I1} = (p1f +p1275 + -+ + PinaVy) — (1171 + P1272 + - + PlngTna) -

This variance —that, as any variance, is not negative— isamigally equal to the term; —z1.
Similarly yo — z2, -- -, yn, — zp, are, respectively, the variances of the varialiles- - -, I';,,,
whose definitions are similar t6.(18).

Going back to §.17), it follows thatV; can never be less thdn, because:

Vo—=Vi=pm (yl - 1’1) + Py (yn1 - wnl) >0, (619)
~—— ~——

>0 >0

or what is the same, that the variance of the estimatpcan never be less than the variance of
the estimatofy.,, no matter the number of states in each of the cuts. If it isiptesto find a cut
Cy betweenu andCy, the variance ofy., will be lower than or equal to the varlance@‘1 The
cut C,, formed by the states adjacentiideaves no room for another cut (betwe(é,pandu) and,
therefore, there is no cut that produces an estimator witklwariance thaf,, .

A similar conclusion can be derived from the fact proven i fiinst part of this section. Ac-
tually, if the addition of one state to an existing set of intediate states yields a variance that
is lower than, or at worst equal to, the variance before thifitiad, the set that yields the least
variance is the one composed of all the statés= S. However, from the implementation point
of view, the setC = S is equivalent to the set formed by the adjacent statas 0, (because,
if C = S, for any replication started at the initial staig the only reachable states will be the
adjacent ones).

In the case of two or more sets of intermediate states, theelbbthe second, and the consec-
utive ones, must be somehow similar to the choice of the firstwith respect to the initial state
u. Whenever possible, the second cut (between the existiaguod statel) must be formed by
the adjacent states to the existing cut. However, this ismatghtforward and must be analyzed
for every particular model.

Figure 6.4 shows a continuous time Markov chain used by Juneja and Sbdtm in
[Juneja 200l The system ha& components of clasg and 4 components of clas®. The
components can only klEperationalor failed. The state is the paitV4,Ng), whereN; indicates
the number ofailed components in class Failure rates of classesand B are, respectively; /2
ande. The system fails if all components of all classes fail. Groepair (allfailed components
of a class are repaired simultaneously) begins if two corapt:of the same class fail. Group
repair rates for both classes are equal.t@here is one repair-person in the system, and ciass
gets preemptive priority over clags.

In the rest of this sectio@MIE is tested on the model just introduced, and in the next sectio
it is compared, by means of different models, with many othethods used in the estimation
of v, namely: FB, SFB and SFBP, used fdgncela 200Rand BFB, SBLR, ZVA(y), ZVA(v1),
ZVA(v2), and ZVA(vs), used in [Ecuyer 2011B (all of them derived fromimportance Sam-
pling). To make the comparisons, different experiments, areopedd. These experiments con-
sist of running simulations over selected models and oipigiian estimation ofy together with
measures of precision and efficiency. Actually the mostrésting results of the experiments are
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Figure 6.4: Continuous time Markov chain used in the expenital variance analysis

not the estimations themselves, but the precision andesffigi of the methods, instead. This way,
the results of th&€MIE procedure are compared to those published in the referetpa

If 7 is the estimator obtained by the method under analysis ia titgither CMIE or any
other one), with expectatioi{7} = - and varianc&/{7}, and7. is the corresponding estimator
obtained byCrude Monte Carlan time ¢.., the following parameter is used in the results shown
hereafter:

V{7.}/V{7}: the Variance Ratio that shows the precision improvement of the method under
analysis oveCrude Monte Carldor runs that share a common parameter such as the sample
size or the number of replications.

The CMIE method was programmed in tlanguage, using thgcc compiler. Simulations
proceeded as followsN; replications were started at staie and they were multiplied as they
reached an intermediate state of the first set. The creapdidations kept on being multiplied
recursively as they reached the consecutive sets of intkateestates, until all the trajectories
finally end, either at statd or at stateu. Every one of thaV; replications reported an estimate
4@ j = 1,...,N;. Given these values, the estimafjs, and an unbiased estimator of its
variance were calculated as follows:

1 & 1 1 [
3. :_E: () Vi v — | § ] —32 | . 6.20
Yeie N < A V{r}/cze} N—1|N; = Y Veie ( )

In the case of the crude or standard estimatityi,replications were started at staieand
they were simulated until they finally end, either at stdter at stateu. Every one of theV;
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replications reported an estimaté) € {0,1}, j = 1,..., N;. The estimatof, and the estimator
of its variance were also calculated by means6a2@).

At this point in the introduction and development of CMIE itght be perceived that, some-
how, it resemblesSplitting Actually, there is a formal equivalence between both nashiat
will be approached in Sectio®.8 For now suffice it to say that, if the sets of intermediatéesta
are cuts in the graph of the Markov chain, both methods aradneiquivalent. However the way
CMIE is defined is such th&@plitting is a particular case, mostly because of two reasons, (i) in
CMIE it is possible to go straight from stateto stated avoiding the intermediate states (see
Figure6.1) and (ii) because, as it will be seen in Sectti, in CMIE it is possible to condition
to different events, other than hitting intermediate statghat can make very difficult, o even im-
possible, to find an importance function to translate thesats into thresholds in the state space
of the Markov chain.

Tables6.1, 6.2 and 6.3 show the estimatof.;,., and an estimator of its varianc‘@,{%e},
obtained byCMIE simulations over the model of Figu&4, for different sets of intermediate
states. Tabl&.3also shows the rati&¥{7.}/V{7} whenCMIE and standard simulation run the
same execution time. The sets, narr@y 52 or 53, are all cuts and they are referred to, making
use of the numbers placed above each state in Fiydre

Table 6.1: Results of the experiments for the model in Figudes = 0.01
61 ﬁcie i\’{acie}
1-5 6.1&-06 6.2&-14
2—-6-10 6.28-06 6.8&—-14
3-7-11 6.36—-06 6.9¢—14

4-8-12 6.38-06 1.5F-13
9-13 6.98-06 6.56—-12

The results in Tablé.1 show that the cut that attains the lowest variance is the omadd
by the adjacent states to The variances of the estimators whose associated cutss tiostate
u are also low and quite similar. But, when the cuts are “fachirstateu, the variance greatly
increases. In these experiments the number of replicasitanted at state was 10,000 and the
number of replications launched from the intermediateestatas also 10,000.

Table 6.2: Results of the experiments for the model in Figudez = 0.01

Cl C'2 63 :Y\cie i\/{’/y\cie}

1-5 — —  4.0E-06 4.0€E—-12
15 2-6-10 — 6.19-06 6.3E-14
1-5 2-6-10 3-7-11 6.E3-06 2.2E-15

The experiment whose results are in Tabl2 show that as the number of cuts increases, the
variance of the estimatgy,;. decreases. In these experiments the number of replicatansd
at stateu where 10,000 and the number of replications launched frenintermediate states was
100 for all cases.
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Table 6.3: Results of the experiments for the model in Figudes = 0.001
G G G Fke VAcied {3}/ V(e

4-8-12 — — 6.58-09 4.6¢-20 87
3-7-11 9-13 — 6.38-09 7.7%-21 516
3-7-11 4-8-12 9-13 6.84409 1.2&-21 3125

The experiments in Tablé.3 are included to briefly show the variance reduction capaifity
the CMIE method. These experiments were done in the following wayr Bimulations were ex-
ecuted, one using the crude or standard method, and threeusiogCMIE with respectively one,
two and three cuts as shown in TalBl& (chosen after some pilot runs to select sets performing
efficiently). The number of replications launched from intediate states was 1,000 for all cases;
the number of replications starting at state&vas adjusted so that the total execution time of each
of the four simulations was= 500 sec. This time was fixed in advance and equal for all methods
in order to have a fair comparison of the accuracy that waaiedd by the different experiments.
The fourth column shows estimations-pthat are quite similar, which is reasonable since they are
all unbiased estimators. The fifth column shows how the magalecreases at the addition of cuts
(while the simulation time is fixed), and the sixth columnwhdhe ratios between the standard
estimator (which is the same for the three experiments) hed/ariances of the corresponding
CMIE estimators, illustrating thprecision gainof CMIE over the crude or standard method.

6.7 Application to Large Multicomponent Systems

Sometimes the state spaSef the Markov chain is extremely large and, therefore, theicehof
intermediate states is hard to be done explicitly. Typicaneples of these models are those of
multicomponent systems. Think, for instance, of a systeiméal by components of five classes,
with five components per class, each of which can be etperationalor failed. Regardless of
the rules and criteria that define thpanddownstates of the whole system, the model is a Markov
chain with a potential state space23f states. The idea @MIE fits better to these models if it is
adapted in the following way.

As seen so far, the replications start at some initial staéed they stop as soon as they hit
one of the so—called intermediate states (or the one of #tesst or d). When the replications
stop at some state, other tharor d, the probability of reaching statébefore stater is computed
(or estimated) and accumulated in order to makeMbeate Carloestimation. Formally speaking,
the computed values are samples of the probability of iateyeconditioned to the fact of hitting
that intermediate state. It is possible, however, to gdizerthe type of event on which the target
event can be conditioned to, and to gather the samples @netit on those different facts, other
than hitting intermediate states.

In (6.4), Section6.2, the indicator random variablé is conditioned onXg), which is the
value of the random variabl& - in the j** replication. X takes values in a space formed by the
intermediate states. The valuesX§ can be seen as a function of the pathfollowed by the
trajectory started at staie These values are the states at which these paths end, gnddke a
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partition in the domain of the variable{I | X}, because there will be one valuelbf! | X},
called~; (see Figures.1), for every path that ends at state

But this partition, and consequently the valuesygfcan be obtained by the application of
different functions that take the path, as their argument. In the following subsections three
possible alternatives for these functions are introducet] then, they are tested in Secti®n.4

6.7.1 Forward Steps

In the models used so far, there is only one (initial) statén which the system isip, and one
(target) stated, in which the system islown Suppose that the system is such that it is possible
to define consecutive cuts in the graph, distributed betweandd, with a separation of a single
step jump between them. After the first one step jump fromesiathe simulation reaches one
of the states in the first set. Once the simulation is at onbeoftates in the first set, it can either
move to the second set (wherever it is) or come back to atalieit moves forward to the second
set, it should reach one of its states after a one step junitgdes back to stata, the replication
terminates.

After the simulation reaches one state in the second setnieitther move unto the third one
(wherever it is) or backwards to state If it moves unto the third set, it should reach one of its
states after a one step jump. If it moves backwards to statee simulation must be kept on until
it goes definitely back ta or finally reaches one state in the third set. And the samesHotdhe
subsequent sets of intermediate states.

The implementation of this variant @MIE makes it necessary to detect whether the simu-
lation moves forwards (to the target state) or backwardghgoinitial state). As the system is
composed by a number of components, each of which can onbpéetionalor failed, and ac-
cepting that as the components fail the simulation getsecltisthe target state, whereas when
the components are repaired the simulation gets closenitied state, the number afperational
components is a reasonable measure of the distance to get sate. Thus, the increase or
decrease of this distance is an indicator of whether thelaiion moves forward or backward.

It has been shown that increasing the number of sets of ietdiate states, a variance reduction
of the CMIE estimator may be expected (see Apperiixit is clear, however, that as the number
of sets of intermediate states increases the computatéffoat —and, therefore, the simulation
time—. If the state spac€ of the Markov chain is extremely large, to place the congeegets
of intermediate states one step apart may cause to have aigarpumber of intermediate states
and, consequently, a huge number of recursive calls. Aisalibd this problem is to consider
the sets of intermediate states more apart from each othas to make the recursive calls only
after movingD > 1 steps closer to the target state, every time. Proceediagvey, wherever the
simulation starts, it must keep moving forwards and back&antil it either comes back @, or
movesD steps towardsl. If u is reached, the replication terminates; if the simulaticoves.D
steps closer td, a new replication (recursive call) is launched.

6.7.2 Consecutive Failures

In theForward Stepsmplementation the simulation stops, and a number of nelicegions start,
whenever it getd steps closer to the target state It does not matter whether, before getting
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D steps closer tal, the simulation moves in zigzag, forward and backward. Aicapon will
stop, and a number of new replications will start, whenewsrsate visited by the simulation is
D steps closer to the state compared to the state from which the replication starts.

For a replication that starts at some statthere are many ways (paths) to detsteps closer
to the target statd. One of them corresponds to the case in whitlsonsecutive failures occur.
If the system is composed of more thahcomponents, there will be many different ways in
which D consecutive failures may occur, all of them rarer than ttse ¢éa which theD steps are
completed after a zigzag of forward and backward steps. ,Tthesindicator random variable
can be conditioned on such a sequenc®afonsecutive failures/§ consecutive forward steps).

6.7.3 Measure of Rarity

Let 7; ; be a path that starts at statand ends at statg without hitting stateu. If this path is
composed of the sequence of states, . . ., [, 7, the probability that the simulation goes through
it, is:

P{ﬂ'i,j} =Dik X ... X plj (621)

wherep,,, is the probability of going from state to the neighbour statg, no matter if this jump
corresponds to a fail or a repair.

In order to applyCMIE, the indicator variablé can be conditioned on the evéifr; ;} < B,
wherep is a fixed value. At every single step jump, a new individudliga,, has to be multiplied
by the previous transition probabilities, making expresgb.21) grow by one term every time.
The simulation must stop, and a number of new replicatioag,sas soon as the value of the
product falls below the value of the bouitl

In highly reliable systems, most of the probabilitjes, are likely to be low. Then, the product
of the sequencg;;, x ... x p;; could be extremely low. To avoid numerical precision prafse
logarithms can be applied in the following way:

—log(P{m; ;}) = —log(pix) — ... — log(pi;)

translating the conditiof’{r; ;} < B into —log(P{m;;}) > W (whereW = —log(B)). Itis
clear that, for alke, y, —log(p.,) > 1 and, consequently: log(P{; ;}) > 1. In the models of
interest, failures are usually rare whereas repairs areTan, for a transition from: to y, the
value— log(p,,) Will be high if the transition is a failure and it will be low if is a repair. Finally,
—log(IP{m; ;}) will be high if the product contains one or more failures arpther words, if the
probability of going through path{r; ;} is low. The value-log(P{r; ;}) performs as a measure
of rarity of the path that the simulations goes through, drainequality— log(P{m; ;}) > W
indicates that the path is promising in the sense of getfiogedo the final target statk

6.7.4 Experimental Comparison

The three implementations proposed to appMIE to large systems are now subject to an ex-
perimental comparison. The results in all the experimerggte estimationy.;. and the product
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‘7{%‘@} x t, for different models taken from published papers. All takies reported in the tables
were obtained with the formulas indicated 61Z0.

The model used in the first set of experiments was used by Gaeteal. in Cancela 200R
and it represents a computer that is composed of a multipsocea dual disk controller, two RAID
disk drives, two fans, two power supplies, and one dual imt&ressor bus. When a component in
a dual fails, the subsystem is reconfigured into a simplexs Emdem computer system requires
all subsystems, one fan, and one power supply for it toferational The failure rates arge,
2¢, 4¢, 0.1e and 3¢ for the processors, the disk controller, the disks, the, fdresspower supplies
and the bus respectively, with= 10~ failures/hour. There is only one repairman and the repair
rates are30 repairs/hour for all the components, except for the busclwvhias repair rate equal
to 15 repairs/hour. In the experiments shown in Tabl4 the multiprocessor and the disks have
two units each, and only one is needed for the system to beingorkB, SFB and SFBP are all
Importance Samplinghethods used inJancela 200R

Table 6.4: Example of andem computefirst version, in Cancela 200p

Method Yoie  V{Fuie} x t
FB 1.3%-06 3.3E-14
SFB 1.2E-06 2.0&-15
SFBP 1.28-06 2.2E-15
Forward Steps 1.21E-06 4.2¢-13

Consecutive Failures1.1%-06 3.9%-13
Measure of Rarity 1.20e—06 5.3&-13

Table6.5 shows the results obtained for the same system, but withasittur-unit multipro-
cessor (only one of the four processors is required to hawparationalsystem), and with each
RAID being composed of 5 drives, only 3 of which are requiredtfie system to beperational

Table 6.5: Example of andem computeisecond version, indancela 200p

Method Jeie  V{Fue} x t
FB 1.24-07 1.8&-15
SFB — 1.5€-16
SFBP 1.25-07 9.0%-17
Forward Steps 1.1%€-07 5.5%-14

Consecutive Failures1.30e—07 6.1&-14
Measure of Rarity 1.24e—07 1.1E-14

The third system used, also taken fro@ahcela 200R consists of a replicated database in
which there are four sites, and each site has a whole copeafdtabase, on a RAID disk cluster.
All clusters are identical, with the same redundanciesuffed-9), and with failure rate (for each
disk) equal to= = 10~2. There is one repairman per class, and the repair rate isel syi$tem is
consideredipif there is at least one copy of the database working. Reardtshown in Tablé.6.

Measure of Raritys efficient only if failure and repair rates are consideyatifferent. When
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this is not the case, the measure of rarity increases signtficat both, failures and repairs and, as
a consequence, an increase of such measure is not an iodittedt the systems is moving towards
the target event. In the case of the replicated databasaiefaind repair rates are, respectively,
1072 and 1. Compared to the rates of the other systems analyzesk thtes are considerably
close. This is the reason wihfeasure of Raritys not computed in Tabl6.6.

Table 6.6: Example of eeplicated databas@ [Cancela 200R

Method Yeie  V{Fue} x t
FB 854£-13 8.6%-25
SFB 1.1&-12 3.9%-23
SFBP 8.8E-13 2.3E-25
Forward Steps 8.04—13 4.4E-26

Consecutive Failures8.10e—13 4.1&-23
Measure of Rarity — —

In the second set of experiments the models are the ones ysétEbuyer et. al. in
[LEcuyer 2011B. In the first case (Example 5 irC’Ecuyer 20118), the system is composed
of two sets of processors with two processors per set, tweoodeatisk controllers with two con-
trollers per set, and six clusters of disks with four diskisgbester. The failure rates for processors,
controllers, and disks afex 1075, 2 x 1075 and2 x 1075, respectively. The repair rate is 1 for
each type of component. In each disk cluster, data is réptcavhich means that the failure of
a single disk does not provoke a system’s failure. The sys&earperationalif all data is acces-
sible from both processor types, meaning that at least cveepsor of each type, one controller
of each set, and three disks of each clusteoaerational Results are shown in Tab&7. BFB,
SBLR, ZVA(vg), ZVA(v1), ZVA(v2), and ZVA(v3) are alllmportance Samplinghethods used in
[L'Ecuyer 2011h.

Table 6.7: Example 5 inJEcuyer 2011k (Exact Value 5.68—05)

Method Yoie  V{Fuie} x t
BFB — 4.9%F-07
SBLR — 1.1£-03
ZVA(v0) — 6.21E—11
ZVA(v1) — 3.96e—11
ZVA(v2) — 4.8CE—11
Forward Steps 5.5%-05 3.0&-11

Consecutive Failures5.51E—-05 2.8%-11
Measure of Rarity 5.28—-05 9.8&-11

The last example is the one referred to as Example @' Bcliyer 2011B. The system is
composed of 20 types of components numbered from 0 to 19,4mitbmponents of each type.
All repair rates are assumed to be 1, but component’s failtes differ: typei-components have
failure rate); = (1 +i/10)e for 0 < i < 9 and\; = ie2/10 for 10 < i < 19, wheres = 1073.
The system igailed whenever a total of 7 components #aded. Results are shown in Tab&e8.
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Table 6.8: Example 6 inl{Ecuyer 2011

Method Feie  V{ue} x t
BFB 3.1CE-11 9.3%-17
SBLR — —
ZVA(vs3) 3.0CE—-11 1.26-22
Forward Steps 3.0-11 1.74&-23

Consecutive Failures2.9(—-11 4.2&-22
Measure of Rarity 2.38&—-11 8.7€&-21

All the CMIE estimations can be considered in the same order of preasidrefficiency of
the other methods to which the comparisons has been made.

6.8 CMIE vs. Splitting

If the sets of intermediate states are cuts, there is a faemavalence betweddMIE andSplitting
[Garvels 2000 Glasserman 1996 Ecuyer 2007a L'Ecuyer 2009 Villén-Altamirano 1991. In
both methods trajectories are managed similarly, but tteepnetation of them and, consequently,
the way the calculation is made, differs. The results of kasttimates coincide, but for certain
Splittingmodels for which the determination of the function of impmoite is particularly difficult,
the application ofCMIE is extremely simple.

| =

Figure 6.5: Some trajectories inGMIE vs. Splitting comparison

When the se€ is a cut, theCMIE estimator takes the form:

1 N1 n ) 1 No .
acie = E Z < I]i]) X E ZJI(CJ’Z)>
k=1 =1

j=1



6.8. CMIE vs. Splitting 97

_ N1N2 Z 3 Z[U T, (6.22)

Jj=1 k=1 =1

A different analysis on the same model shows that, any pattirgj at stater has a probability,
say Py, to reach —any state of— the sét before coming back ta. In the same way, a path
starting from any state in the sét has a probability, say?, to reach statel before coming
back tou. The setC' can be seen askoundor thresholdin the paths going fromu to d and,
therefore Spllttlng can be applled in the estimation of This Splitting estimation takes the form:

v = P1 X Pz, whereP1 and P2 are, respectively, standard estimatorsidfand P, as in any
ordinary Splitting appllcatlon Figures.5 shows part of a set of replications, some of which start
atu and goes forward t6', and some others that start@tand goes forward td. According to
this approach, the estimators Bf and P, are:

1 n

~ 1 )
p = FZ L,
=1 k=1
Ny n No )
W
ﬁ . 7j=1 k=1 i=1
2 = N1 n ‘ ’
DWW
=1 k=1
and theSplitting estimator is:
1 1 n LN .
T = PixP= o3 ST YA = e (6.23)
j=1 k=1 i=1

This leads to the conclusion that, if the g8t= {1,2,...,n} is a cut in the graph of the
Markov chain,CMIE and Splitting (based on a single level set) produce the same estimation. In
other words Splitting with a single level se€ is the particular case @&MIE in which the seC
is a cut in the graph of the Markov chain.

In a basicSplittingmodel there arboundsor thresholdsbetween the initial and the final state,
just like the seC in Figure6.5. The consecutive probabilitieB;, P, ... need to be estimated
somehow. One of them is the probability of reaching the fitaesfrom thethresholdthat is
immediately before. In systems like the ones introducedeatiBn 6.7, there are usually more
than one final state scattered through all the Markov chamgsof which may be located between
thresholds This feature requires a particular effort to desig8gitting function of importance,
while the application oCMIE is straightforward.

Another feature that may cause complications in a baglittingmodel is failure propagation.
Sometimes a particular failure may cause the simultaneoasrence of a set of other failures,
with a given probability. In a basi€plitting model this translates into crossing more than one
thresholdsimultaneously, what makes necessary to modify the bapimaph according to system
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under analysisCMIE is not affected by failure propagation.

6.9 Computational Cost

Let m, 1, be a path that starts atand reacht € C before coming back ta. Let L(m, %) be the
length ofr, ,, measured by the number of transitions. Considering that general— there is
more than one path that startsseind reaches € C' before coming back ta, each one of them
with some given probabilityl.(7 1) is a discrete random variable. Call;, = E{L(my )}
Similarly, I, 4 = E{L(m;4)} is the mean number of transitions of a path that starts a stat
k € C and hits statel before coming back ta.
Calling T', the number of transitions of the whole simulation:

Ny _ Noo A
v 3 (el S (u <L>+2J;J’Z>L<wé%>)>
1 =
([(] Z( J)L J) +ZIJ)JJZ)L( ())))

=1

N1
2
N1

E{T} = Z(E{IO YE{L(n }+Z<E{I<f YE(L(x{))} +
1

k=1

Z E{1VYE{ 0 }E{L(wlifﬁ)}) )

N1 N2
= Z(Po d+Z<Pkl k"‘zpk'Yklkd))
j=1 k=1 i=1
= N (Po lua + Z (Pr buk + Nopg Vi lk,d))
k=1

n
= Nipolua+ Z Nipk (lug + Novg lk.a)
=1
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Abstract

This chapter presents the concluding remarks of this thEgist, the main contributions are briefly
highlighted. Then, two sections are dedicated to the csiarhs regarding the two main method
families proposed and studied in this theSplitting/CPandCMIE. The last section is devoted to
discuss possible research lines to continue this work.

7.1 Main Contributions

This thesis has explored sorivonte Carlomethods designed to reduce the variance of the esti-
mator in a context ofare eventsAs a result, two methods have been proposed.

The first one Splitting on theCreation ProcesgSplitting/CP), applies to theeliability esti-
mation on a static model of a communication network for whtah links are extremely reliable.
The other oneConditional Monte Carlo with Intermediate Estimatiof@MIE), is intended to es-
timatedependabilityparameters on Markovian systems for which failure is asgsediwith states
that are visited with extremely low probability.

Both methods were studied empirically by doing several migakexperiments over many
well known benchmark models. The results of these expetgr&how that the performances of
the two methods are in the order of those of the best knownadsthin the case dEMIE some
of its properties were demonstrated and, besides, itsn@iwas given a closed form.

Before addressing each of the two proposed meth®plitting and Conditional Monte Carlo
were studied on a number of basic models. In the particulse caSplitting the variance was
determined for two different settings, in one of theffixéd Splitting the result matches the one
that was already published, in the other settifigéd Effor) the variance determination is a con-
tribution since, as far as we know, it is not in the literature

Ultimately, the main contribution of this thesis is to givewevaluation methods and useful
ideas for simulating systems subjectréme events



100 Chapter 7. Conclusions

7.2 Splitting on Network Reliability Estimation

The first of the proposed methods —named in this th&iditting/CR— applies to estimate the
reliability of highly reliable communications networkSplitting/CPis as an improvement of the
Creation Processa type of simulation in which the model evolves through atiois timet.
At the beginning, all the links arfailed and they becomeepaired after random times that are
proportional to their singleeliability. If the structure function¢(X), equalsl earlier thart = 1,
the replication ends and the network is considengérational Otherwise the replication ends and
the network is considerefdiled. The proposal of this thesis is to partition the period ¢ < 1 by
means ofthresholdsand to split or multiply every one of the network’s temporabletions, just
like “ordinary” applications ofSplitting do to the trajectories on the state space.

All the work and, consequently, most of the conclusions adothis proposal has been sup-
ported empirically. In the first set of experiments, the aacy and the computational efficiency
of Splitting/CPwere compared to the results of different methods taken frariiterature. This
comparison shows that, except from RV&ancela 2003 Splitting/CP performs in the order of
most of the well-known methods to which it was compared, marGeeation, Destruction and
Merge Process, Sequential Construction and Destructiaggér, Bound-based sampling, Fail-
ure Sets Method, Total Hazard, Leap—Evolve and Tree—-MengeCxoss Entropy over Merge,
Permutation ancCrude Monte Carlo Experiments also lead to the conclusion tSatitting/CP
behaves more efficiently on sparse graph networks (like #sde—\Wong or the 66—Grid) than
on dense graph networks (like the Dodecahedron or the coenpddworks).

In the second set of experiments, simulations were condumighe Dodecahedron network,
with increasingreliability. Therelative error V{Q}'/2/E{Q} of the Splitting/CPestimatorq is
very small and stays quite stable for widely varying value$adure rarity. There is actually a
very small growth whemeliability approaches 1, but a change in sixteen orders of magnitude of
unreliability translates into less than one order of magnitude increaselaiifve error (and the
growing step becomes smaller when the netwetiability grows). This suggests that the method
can attain very smatklative errorvalues, no matter how reliable the network is.

In the last set of experiments the robustnes$plitting/CPwas empirically analyzed. The
Coverage Factor, defined as the proportion of times thatthet @alue lies inside a confidence in-
terval, was determined for three different confidence E#1%, 95% and99%. Such a Coverage
Factor was calculated for different (increasing) valuethefsystenreliability, varying the single
link unreliability as the measure of rarity The tests were performed @H (the ten nodes com-
plete network), and the Dodecahedron, varying the meaguagity so as to let the whole network
unreliability span from2 x 10~2 down to2 x 102!, All the Coverage Factors were significantly
tight to the confidence level (all of them within1% of the confidence level). In addition, a test
proposed by Schruben was also applied; this test considerfuli coverage function (not just
its value at some of its levels), and allows for a more strewation of the appropriateness of
the confidence interval. The results obtained showed anlerté&ehaviour of thesplitting/CP
method, where the computed confidence intervals with réspeaormality assumptions for an
extremely wide range akliability values. These results show that glitting/CP estimator is
extremely robust.
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7.3 Conditional Monte Carlo on Markovian Systems

The second method proposed in this thesis, referred @paslitional Monte Carlo with Interme-
diate EstimationgCMIE), is a variance reduction technique developed to enhanuaaions in
the context ofrare eventson markovian systemsCMIE is based orConditional Monte Carlp

a classical variance reduction technique, whose use is ideispread in the field afare events
CMIE was conceived to estimate the probability of visiting théufe state before coming back
to the initial state (accepted as the state in which the sys&eip). The application of ordinary
Conditional Monte Carlarequires the knowledge of some exact probabilities in thel@hoTo
overcome the fact that this probabilities are likely to b&nown, the proposal dEMIE is to esti-
mate them, for which it is necessary to launch the methodyseely, from some selected states
called intermediate states.

From this point of viewSplitting can be considered the particular cas€dfIE in which the
events are implicitly defined bihresholdsin the state space of the Markov chain. However, the
way in which the target probability is recursively computedMIE is simpler than thé&plitting
algorithm, which needs to determine the probabilities assing eaclhresholdconditioned to
the previous cross, and has to keep track of the number o @raetthresholdis crossed.

Another advantage cZMIE over Splitting comes up in systems in which there are more than
one target state and/or fault propagation. The presenc® than one target state is a drawback
in the determination ofhresholds(cuts in the graph). Due to the presence of fault propagation
multiple thresholdscrosses may occur. A particular effort then is required tapa&plitting to
these particular settings, whereas @MIE implementations are straightforward and do not differ
with respect to ones in which there is only one target statietlagre is no fault propagation.

Based on the variance determination madedbHE, some properties of the intermediate sets
were derived. One of them, referred to the number of statassingle set, says that the addition
of states to an existing set never increases the variangetemdfore, a variance reduction may be
expected. The other one is similar in the sense that theiaddif sets of states never increases
the variance and, therefore, a variance reduction may beceegb. It is to remark that the last of
these two properties was proven for the particular case inhwthe sets of intermediate states are
cuts with no intersection states between them.

CMIE was adapted to the case of large multicomponent systemisese settings the number
of states is usually extremely high and explicit selectibimtermediate states may not be easy,
except for selections that can be made regarding the nunfibefailed or operational— compo-
nents. But it is also possible, and in this case useful, tdition to different events, other that just
visiting the intermediate states. Three variants were gseg on this regard=orward Stepsin
which the event occurs if the systems moves a numbé? sfeps closer to the target sta@&n-
secutive Failureswhere the event occurs if a sequenceéofailures (with no repairs in between)
occur and Measure of Rarityin which the event occurs if, after setting a measure ofyrdor
the paths that the systems takes through the graph, a patbhdtsat the measure exceeds some
boundB.

Both methodsCMIE with explicit intermediate states selection aBMIE adapted to large
multicomponent systems, were empirically tested over tbhdets used in different papers.

First, a 14 states continuous time Markov chain used by Juneja and Shdda in
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[Juneja 200[lwas used to make an experimental verification of the prasederived for the sets
of intermediate states. The sets of intermediate states determined explicitly. As expected,
Table6.1shows that the set with the lowest variance associated iddkest cut to the initial state
and Table6.2 shows that, as the number of sets of intermediates statesag®s, the variance of
the estimator decreases. Tabl& shows the variance reduction capacityG¥IIE compared to
the variance of a standard estimation in three scenariestsél with, respectively, one, two and
three sets of intermediate states. As expected, the largeance reduction (measured as a ratio
to the standard estimator variance) is achieved in the dabee® sets of intermediate states.

In the second set of experiments the varianCMIE adapted to large multicomponent sys-
tems, was tested on a series of experiments taken from sdveepapers. These tests were used
to compare the productariance x execution time of CMIE against the other methods’, all of
which are derived fronhmportance SamplingThe producbariance x execution time of CMIE
was above the product of some of the other methods and betoprdiduct of some others. How-
ever, the differences are narrow enough to consider thah#ikods perform in the same order of
efficiency.

CMIE can be easily extended to other typerafe eventproblem like, for instance, network
reliability estimation.

7.4 Open Research Lines

ConcerningSplitting/CP, one possible line of future work is to make a more insighafudlysis of
the asymptotic behaviour of accuracy and robustness. Teriexental results suggest that the
method might be close to conditions like Bounded RelativeiEand Bounded Normal Approxi-
mation. However, this topic merits a more detailed studgnapting to prove this more formally.

Further analysis may include the numbertlofesholdsin Splitting/CPR Certainly, there must
be an optimal number dhresholdsfor every graph topology and evergliability value. Some
observations were pointed out in this concern. Howeves, dbtermination is critical, as it has a
direct impact on the efficiency of the method. A few guidedimeere given in this thesis in order to
make an initial attempt. These guidelines are supportecdbgnmnmendations made for a general
case, making use of upper and lower bounds. But a more fomadfsis on this respect would be
worthwhile.

Another Splitting/CPissue that should be developed in more detail is the trafibediveen
accuracy and execution time. An estimation is globally effitif a desired accuracy level can be
obtained in a reasonable time. The work in this thesis has foeeised, mostly, on increasing the
accuracy. But this increasing is, obviously, achieved aetkpense of the execution time. A more
detailed analysis of the trade—off between accuracy ancuérae time is, therefore, a useful line
of work.

ReagardingCMIE, it is also of interest to analyse the asymptotic behavioa t@ see how
close or how far it is to have Bounded Relative Error and/onrigted Normal Approximation.

A topic to improve inCMIE is the selection of the intermediate states sets. For the afas
only one set, it was proven that, from the accuracy point efwihe best selection is the closest
cut to the initial state. In the case of two sets, the seleatiothe second set is tied to the graph
topology and is not straightforward. This topic deservethir attention in order to generalize the
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mechanism, not only for two but also for more than two setstarmediate states.

Like in Splitting/CP, and becasue of similar reasons, an important issue to woik the
trade—off between accuracy and execution time. In the daselpone set of intermediate states,
this analysis may give support to decide the most appr@pfiatation” for such set; in the case
of more than one set it may help to decide not only the “locetipbut also the number of sets to
use.

All these lines of work, either foBplitting/CPor CMIE, would be greatly simplified if closed
form expressions for the variance were given. Howeveretlage alternatives (eg. the use of
bounds) for cases —lik&plitting/CRP— in which these expressions seem to be very difficult to
obtain.






APPENDIX A

Variance in the case of two sets of
Intermediate States

In this appendix, the variance of ti@&MIE estimator, for the case of two intermediate staéls,
and(Cs, is developed. The probabilities used are shown in FigL2e
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Let H*) be any possible replication &f, what means thdt[ém), Hfm) ..... H,({f), are the com-
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1 N1 ni )
=V EZZHI v ¢ -

r=1 =0

For any givenz, only one of the valueﬂéx), H{x), ..., HiY, equalsl, and the rest equals
0. As HZ.(:”) = 1 w.p. p;, the term} ;" Hl(m)'yl’ equalsy; w.p. p;. To evaluate the variance,
randomness of the expression between braces is only ng%’iothus,Z?:lo Hl(x)fyl’ is a random
variable on the state spa¢e;, v, .. .,7,, }, With probabilities{pg, p1, ..., pn, }. Then:
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Expression A.1) can be used to derive the case of more than two sets of intiéaiteestates.
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APPENDIXB

Variance comparison between the cases
of one and two sets of Intermediate
States

In this appendix it is shown that if a second set of intermtedigates’s is added to a model with
asingle set’;, the variance of the resulting estimator is less than orlgheavariance in the case
with only Ci. The proof is based on a comparison between the formulanaatan AppendixA,
for two sets, and the variance expression show®.iblj, for one set.

Referring to Figures.2, omitting the set’, and considering that is the only set of interme-
diate states, the variance of tBMIE estimator, shown ing;11), can be written as:

V{Acie} = Nil (i p’ - 72> + ﬁ (7 - i pm’2>
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=0
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Considering now Figuré.2 with both sets of intermediate statés, andC», the variance of
the CMIE estimator, developed in Appendi is:
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An attempt to prove that the latter variance is lower thanquiakthe prior one, translates into
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110 States

proving that:
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Note that
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which, considering thalv > 1, completes the proof.

It is simple to extend this proof to show that if additionat @miadded to a model witll sets
of intermediate states, the variance in the model ith- 1 sets will be lower than or equal the
variance in the model witly intermediate states.
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