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Abstract

In this thesis, we study the problem of analysing topological structure in point cloud data. One
widely used tool in this domain is persistent homology. By processing the data at all scales, it
does not rely on a particular choice of scale, which is one of the main challenge faced in this
area. Moreover, its stability properties provide a natural connection between discrete data
and an underlying continuous structure. Finally, it can be combined with other tools, like the
distance to a measure, which allows to handle noise that are unbounded. The main caveat of
this approach is its high complexity.

In this thesis, we will introduce topological data analysis and persistent homology, then show
how to use approximation to reduce the computational complexity. We provide an approxima-
tion scheme to the distance to a measure and a sparsifying method of weighted Vietoris-Rips
complexes in order to approximate persistence diagrams with practical complexity. We detail
the specific properties of these constructions.

Persistent homology was previously shown to be of use for scalar field analysis. We provide
a way to combine it with the distance to a measure in order to handle a wider class of noise,
especially data with unbounded errors. Finally, we discuss interesting opportunities opened
by these results to study data where parts are missing or erroneous.
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|§ Introduction

Data gathering is now a daily activity, from companies collecting data about their customers
or employees, to intelligence agencies and polling organisations. The belief is that information
is aresource. For example, some governments want to encourage economic growth through
the use of data as shown by the open data initiative [1, 2, 3]. However, data in itself is useless.
It is necessary to interpret it and shape it into information.

Interpretation is often done through visualisation. Given a 2 or 3-dimensional object, we,
human beings, are able to interpret it. Data is usually given as a point set in some high
dimensional space. For example, grey scale images are points in a space whose dimension is
the number of pixels. An answer to a poll is a point in a space whose dimension is the number
of questions. Such high-dimensional data are impossible to visualise directly and we need to
process them before interpretation.

Multiple problems are part of this interpretation. Clustering [41, 59, 78, 95] and segmen-
tation [98] try to separate points into different groups. Reconstruction tries to recover a
continuous object from data points, usually under the form of a triangulation [21, 47]. Dimen-
sionality reduction projects data onto a smaller-dimensional space, which can make it easier
to visualise or analyse, using the most relevant parameters to describe the data [62, 93].

In this thesis, we consider topological data analysis and more precisely topology inference. We
aim to recover structure in the data by inferring the underlying topology. This knowledge can
guide us for the resolution of the above problems. If we know the correct number of connected
components, then we know the right number of clusters we should obtain in clustering. If we
know the intrinsic dimension of the data, then we know the size of the space we need to use
for dimensionality reduction. One of the most popular tools for topological data analysis in
recent years has been persistent homology, which analyses the data at different scales.

One must not forget that practical data is almost always noisy, either from measurement errors
or from imperfect models. Topological data analysis methods need to be robust against noise.
Existing algorithms usually work well when the noise is bounded. However, aberrant values
are common in data. A faulty sensor or a mistake can create points that have no relation with
the rest of the data and are difficult to handle.

Recently, persistent homology has spread to a large variety of fields. One application has been
to use persistent homology to define signatures for data. In this setting, persistence provides
topological information that discriminates between different classes of phenomena. This



Chapter 1. Introduction

has been used to classify images of different pathologies [4, 38], to analyse electroencephalo-
grams [97] or differentiate between shapes [23]. Moreover it can provide a way to cluster or
segment data [33, 85, 90]. The next step is to search for a certain pattern and thus detect and
identify features, which has been applied for images [77], subtypes of cancer [84] or cyclic
patterns in genome [46].

Persistent homology also provides a way to better understand the structure of objects and
visualise it, from the structure of matter in astrophysics [91, 92] to compressed granular
media [75], complex networks [72, 86] or dynamical systems [10]. In biology, it can explain
protein compressibility [65] and describe root structures [57]. It has also been used to study
the propagation of genes coding resistances to antibiotics [58]. The reconstruction itself can
be done [35], provide structure for tracking [9] and visualisation for cortical structures [76, 89].
The output of persistent homology is usually a persistence diagram, a structure that does not
suit well a statistical setting. For example, we do not know how to define the mean of two
diagrams. However, the introduction of persistence landscapes [16] makes possible the use of
statistical analysis for topology, as has been done for orthodontic data [64, 70].

1.1 Persistent homology

Given a family of nested topological spaces indexed by a parameter « € R, & = {F,}, persistent
homology studies the evolution of the topology of these spaces as a grows from —oco to co. In
data analysis, the most usual way to build a sequence of topological spaces is to grow balls.
Given a point cloud P, it means that we are considering the sub-level sets of the distance to P.
Assuming that P is sampling an underlying object K, the hope is that some of the sub-level
sets have the same topological type as K. The topology of the sub-level sets is often stable over
an interval of values. In this thesis, we only consider parameters defined over subsets of R.
By topology, we mean the homology. Intuitively, it corresponds to the connected components
in dimension 0, the holes or cycles in dimension 1, the cavities in dimension 2 and so on.
Consider Figure 1.1, where we have a set of points noisily sampled along the edges of a square
S. We want to recover the topology of S which has 1 connected component and 1 cycle. For
a <0, the sub-level set of the distance to P is empty. When a = 0, the sub-level set is exactly
P and therefore has 14 connected components, 1 for each point of P. As « increases and the
balls grow, we finally obtain a sub-level set that has the same topology as S. Remark that it is
stable for some values a.

The topological information obtained using persistence is usually represented by a persistence
diagram. A topological feature, for example a cycle, appears in one of the topological spaces of
Fy € &. ais called the birth time of the topological feature. The topological feature then exists
in some Fy, a <y < f and no longer exists in Fs for § > . B is called the death time of the
topological feature. Note that one 0-dimensional feature, id est, one connected component
does not die and thus has an infinite death time. The persistence diagram of dimension d of &
is the multi-set composed of pairs (x, y) where x is the birth time of d-dimensional feature and
y is the death time of the same dimensional feature. Persistence diagrams can be represented
either by a multi-set in R? or a barcode. In the first case, every pair (x, y) is represented by a
point. In the second case, (x, y) is represented by a bar starting at x and ending at y. Figure 1.2
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1.1. Persistent homology

O

Figure 1.1 — Growing balls for persistence

shows the two representations obtained for topological features of dimension 1 (cycles) in the
example of Figure 1.1.

Figure 1.2 — Persistence diagram in dimension 1

The idea of persistence is that the topology features that corresponds to the underlying object
K are stable over an interval of values of the parameter. Therefore, they have a longer lifespan
than the feature due to noise. In our example, we see that one feature of dimension 1 has
longer lifespan than the others. It corresponds to the cycle in S. The two smaller bars are due
to small cycles appearing as the balls grow.

Persistence is multi-scale. We consider the whole range of values for a and therefore, we look
at the data at all scales. It means that we can detect and recover the topology of objects that
have different topology depending on the considered scale. For example, the point cloud
of Figure 1.3 samples a spiral rolled over a torus. When we look at it very closely, we have a
1-dimensional object, the spiral. From an intermediate distance, we have the torus, which
is a 2-dimensional object. Persistent homology is able to correctly analyse this difference of
topology depending on the scale.

A good persistence diagram for inference is a diagram where the ratio between the lifespan
of relevant features and irrelevant ones, called gap, is large. Persistence diagrams are stable
to small variations of the function used to defined the sub-level sets. When the distance to P
approximates the distance to K, we obtain a good diagram.

The computation of persistence diagrams does not escape the so-called curse of dimensional-
ity, which means that they work well in small dimensions but not in higher ones due to a blow
up in complexity. The technique to compute persistence diagrams of a family & of union

3



Chapter 1. Introduction

Figure 1.3 — Spiral over a torus

of balls is to build an increasing family of simplicial complexes ¢%. A simplicial complex is a
set of points, edges, triangles, tetrahedra and so on. The family ¢ approximates the topology
of &#. The classical algorithm [57] computing persistent homology has a time complexity of
O(N3), where N is the number of simplices in the maximal simplicial complex in ¢. However,
if & is described using 7 balls in a space of dimension d, we need to build the maximal
d-dimensional simplicial complex in ¢. Its size is (/7). Thus the complexity will be of order
0(n*%), which make it unusable in practice for high dimensions.

Recent approaches try to make the complexity dependent on the intrinsic dimension instead
of the extrinsic one. For example, this has been achieved for Vietoris-Rips complexes [88].
It means that an object of small dimension embedded in a much higher dimensional space
can be analysed without paying the complexity cost of the ambient space. This is a way to
circumvent the curse of dimensionality without doing dimensionality reduction.

1.2 The problem of outliers

Aberrant values, also called outliers, create problems when computing persistence diagrams.
Consider the 1-skeleton of a cube, id est, the set of its edges. In input, we are given a point set
that samples the skeleton and contains four outliers located at the centre of four of the cube
faces, such that the two empty faces are opposite, as shown in Figure 1.4. These noisy points
perturb the persistence diagram significantly and reduce the gap.

.......

Figure 1.4 — Sampling of a cube skeleton with outliers

We aim at recovering the persistence diagram of the cube skeleton shown in Figure 1.5, id est
the persistence diagram of the sub-level sets of the distance to the cube skeleton. The object
has a unique connected component appearing at 0 and existing for all non negative values of
the parameter a. At the start, we have 5 topological features of dimension 1, or cycles, because

4



1.3. The distance to a measure

the cube has six faces and one is algebraically the sum of the five others. As the offset grows,
the faces are filled and the 1-dimensional features disappear, replaced by a 2-dimensional
feature corresponding to the void inside the cube.

Bettio

Betti 1

Betﬁz

Figure 1.5 — Cube skeleton persistence diagram

The presence of outliers disrupts the persistence diagram. Computing the persistence diagram
of the sub-level sets filtration of the distance to the point cloud, we obtain Figure 1.6. Observe
that the diagram in dimension 1 has now a smaller gap but we can recover the correct structure.
However, in dimension 2, the persistent homology is completely different and the gap is 1,
which means that we can not separate signal from noise. We have two topological features.
Each corresponds to one half of the cube. When the faces are filled by the growing offsets, a
connection simultaneously forms in the middle of the cube, created by the four outliers.

Betti()

Betti 1

Betti 2

(=]
—

Figure 1.6 — Persistence diagram obtained from the sampling with outliers

Recovering the whole diagram is especially useful when persistent homology is used to derive
signatures. Differences in the later part of the diagram can provide interesting information to
discriminate objects. However, outliers can completely change the aspect of the diagram.

1.3 The distance to a measure

To handle noise and especially outliers, the idea is to replace the distance to the point cloud
P by another function. Such a function must have two properties. It needs to be stable with
respect to small variations in the data and its sub-level sets have to be easily computable.

We use the distance to a measure. Given a point set P in a metric space X with n points and a
mass parameter m = % where k is an integer, the distance to the empirical measure y on P is

5
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the function defined over X by

1 k
dum(¥) = | 7 Y dx(x, pi(x))?
i=1

where p;(x) is the i th nearest neighbour of x in P and dx (x, p;(x)) is the distance between x
and p;(x). In a more general setting, the distance to a measure u quantifies the cost of the best
transport plan to bring a fraction m of the mass from p to the point we consider. This function
is stable as has been first shown in [25] and can be easily computed in Euclidean spaces [67].
Thus it is a good candidate for topological inference.

Going back to the cube skeleton, the persistence diagram of the distance to the empirical
measure and a mass corresponding to 5 points is given in Figure 1.7. The diagram still contains
noise but there exists a clear difference between the lifespans of real topological features and
those due to noise in dimension 1 and 2.

Betti 0 i
| —
1
Betti, | =
1
Betti =
0 1

Figure 1.7 — Diagram obtained using the distance to the empirical measure for the cube
skeleton

The use of the persistence diagram of the distance to a measure for real data is confronted
with a major issue. Outside of Euclidean spaces, the sub-level sets of the distance to a measure
are not computable. In Euclidean spaces, the sub-level sets of the distance to a measure are
a union of balls [67]. However, the number of balls needed to describe them is the same as
the number of non empty cell in the k"-order Voronoi diagram of P, which can be as large as
0} (nL%J k{%n [39]. Hence, it is necessary to approximate them before being able to use it
in practice. An approximation with a linear number of balls was proposed in [67] and lower
bounds on the number of balls needed are given in [80]. Unfortunately, these results are
limited to Euclidean spaces and do not extend to other metric spaces.

This approximation is not sufficient to handle data in a high-dimensional space. The large size
of the simplicial complex used to compute persistence diagrams remains. The result from [88]
assumes that for one F, € %, all balls have the same radius. The balls in the sub-level sets
filtration of d, ;, do not verify this property and the method of [88] has to be adapted.

1.4 Contributions
This thesis investigates the complexity of computing persistent homology and how we can
handle noise with aberrant values. We aim at making homology inference robust to noise,

6



1.4. Contributions

and tractable for intrinsically low-dimensional data, even if embedded in-high dimensional
spaces. We propose an approximation method to the persistence diagrams of the distance to
a measure and introduce new settings in which it can be used in order to broaden the set of
possible applications.

Distance to ameasure. The distance to a measure p was defined in Euclidean spaces in [25].
Its stability is guaranteed if two measures are close with respect to the Wasserstein distance.
We straightforwardly extend this stability result to general metric spaces. Once the stability
of the distance to a measure is established, a natural question concerns the identifiability of
measures using the distances to measures. We provide new results on how we can identify
measures knowing only their distance to measure functions.

The second requirement for the use of the distance to a measure in persistent homology is
the computability of its sub-level sets. We improve the theoretical guarantees of the first
approximation provided in [67]. The sub-level sets are approximated using a linear number
of balls with a constant multiplicative approximation factor. We introduce new ways to
approximate distance to a measure functions in any metric space with similar guarantees. We
provide tight theoretical bounds.

Data structures for persistence of power distances. The result of the approximation of the
distance to a measure is a power distance. The computation of persistence diagrams of
power distance is thus an important challenge. The Vietoris-Rips filtration classically used
to approximate persistence diagrams for distance functions can be adapted to the power
distance case by the addition of weights. It gives a new structure called the weighted Rips
filtration. We study the stability of this construction and show that it is a metric space.
However, the use of the weighted Rips is not enough to make the computation of persistence
tractable. Like its unweighted version, it does not escape the curse of dimensionality. The size
of the filtration needed to compute the persistence diagram is exponential in the ambient
dimension. We adapt the linear sized approximation of the Vietoris-Rips filtration [88] to the
weighted Rips filtration. We thus obtain a filtration whose size is linear in the number of input
points and exponential in the intrinsic dimension of the data and such that its persistence
diagram approximates the persistence diagram of the power distance.

New noise conditions for the distance to ameasure. Given two probability measures y and
v, the assumptions on the Wasserstein distance between p and v to ensure the closeness of
the two distances to measures d,, ,, and d,,, are not optimal. We propose new conditions
such that the distance to a measure can be used for the computation of persistence diagrams.
In particular, it can allow a partial recovery of the persistence diagram when a complete
approximation is not possible.

Scalar field analysis and incomplete data. Persistence is also known to be used for scalar
field analysis [32]. The aim is to study the structure of a real valued function defined over a
Riemannian manifold. The previous algorithm was unable to handle outliers, either in the
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function values or the position of the points. Using a new estimator for function values, built
using the distance to a measure, we adapt the previous pipeline to handle combinations of
noise with outliers in the geometry as well as in the function values. Moreover, this estimator
can be seen as a regression operator and we provide convergence rates.

This kind of techniques seems promising for the analysis of incomplete data. We provide
an elementary algorithm and some examples suggesting further directions of research. The
theoretical setting for incomplete data does not exist yet and we only present an illustration of
the problem.

1.5 Organisation

The research presented in this thesis is partially the outcome of two collaborations soon to be
published.

Chapters 2 and 3 introduce classical notions in topological data analysis and straightforwardly
extend the stability results of the distance to a measure to general metric spaces. Section 3.5,
however, presents new results on the identifiability of measures using the distance to a mea-
sure.

Chapters 4 and 5 are the result of a collaboration with E Chazal, S. Oudot and D. Sheehy [18].
The first one concerns approximation to the distance to a measure, while the second one
studies the approximation of the persistence diagrams of power distance functions. The
approximation of the distance to a measure is obtained by an original method which also
provide new results for existing methods. The data structure for the computation of persistence
diagram is a technical adaptation of a previous work from D. Sheehy [88].

Chapter 7 studies scalar field analysis and is the outcome of a visit to T. Dey and Y. Wang at
The Ohio State University. The results, obtained in collaboration with E Chazal, S. Oudot and E
Fan [17] are an adaptation of [32] to new noise conditions, using the distance to a measure
and a new function estimator.

Finally, Chapters 6 and 8 present connected work studying the noise conditions of Chap-
ter 7and the proprieties of the new estimator. Chapter 8 also presents an opening to the
incomplete data problem.



Y4 Preliminaries

In this chapter, we introduce notions of algebraic topology and geometry used in this thesis.
First, we formalise the topological properties we study. They are the simplicial and singular
homologies. Then, we define their persistent versions before making some general geometric
considerations.

2.1 Simplicial and singular homologies

We introduce two algebraic constructions. First is the simplicial homology, built using simpli-
cial complexes. It provides a computable descriptor of the topology of simplicial complexes.
Second is the singular homology, which allows to discuss the homology of more general spaces
and can be related to simplicial homology.

2.1.1 Simplicial complexes
The construction of simplicial and singular homologies rely on simplicial complexes. We first
introduce abstract simplicial complexes.

Definition 2.1 Given a set of indices I c N, an abstract n-simplex is a set of n + 1 distinct
elements of I.

Definition 2.2 Given a set of indices I N, an abstract simplicial complex is a set S of abstract
simplices such that, for any subset o € S, every simplex o' < o belongs to S.

Abstract simplices and complexes can be realised using geometric simplices.

Definition 2.3 Given an Euclidean spaceR%, a geometric n-simplex o is the convex hull of a
set of n points (vy, ..., Vy) in R4,

If the resulting object has dimension 7, the n-simplex is said to be non-degenerate. Given a
n-simplex o, the n + 1 points of which o is the convex hull are the vertices of o. Consider the
n+ 1 sets of points obtained by removing one point from the vertices of o. Each of these sets
defines a (n— 1)-simplex ¢’ called a facet of o.

Figure 2.1 shows a 2-simplex and its facets of decreasing dimensions. A 2-simplex is a triangle.
It has 3 facets of dimension 1 which are its edges. These edges have each 2 facets of dimension
0 which are the vertices of the triangle.
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Figure 2.1 — Decomposition of a 2-simplex

Definition 2.4 A set of geometric simplices S is a geometric complex, if for any n-simplex o € S,
all facets d' of o belong to S and if the intersection of any pair of simplices is a face of each of
them.

Every abstract simplicial complex is isomorphic to a geometric simplicial complex [83, Theo-
rem 3.1]. This simplicial complex is called the geometric realisation of the abstract complex
and is a topological space for the topology induced by inclusion. The combinatorial structure
of abstract and geometric complexes is equivalent. We use the geometric complexes to give
some intuition about homology.

Simplicial complexes sharing the same 1-skeleton, i.e. the same set of edges or 1-simplices,
can be ordered using the inclusion. This ordering is partial but has a greatest element called
the clique complex.

Definition 2.5 Let P be a set of points and E c P? a set of edges. The clique complex of (P,E) is
the maximal simplicial complex for the inclusion among complexes whose 0-simplices are P
and 1-simplices are E.

In other words, the clique complex contains all simplices that could be built using the set
of edges E. Clique complexes form a family of simplicial complexes with some interesting
properties. First, they can be stored efficiently as only the 1-skeleton is needed to describe
the whole complex. Secondly, it is relatively easy to prove the contiguity of simplicial maps
involving clique complexes using Lemma 2.12 and thus to provide theoretical guarantees for
algorithms in Chapter 5.

2.1.2 Chain complexes

Homology is an algebraic construction using a chain complex. Consider a sequence of Abelian
groups {C;};>0 and homomorphisms {0;};>0 between those groups such as shown in Fig-
ure 2.2. A chain complex is a sequence where, for all n, 8,,0,,+1 = 0. This condition means that
Im 8,41 < Ker 9, and we can define quotient groups using these spaces.

0 0 0
Crit —— Gy G — G — 0

Figure 2.2 — Chain complex

10



2.1. Simplicial and singular homologies

Definition 2.6 Given a chain complex C, the quotient group Ker 8,,/Im 0,4 is called the n'"
homology group of C.

Building a quotient group means that all elements of Im 8,,;; are equivalent to 0. This implies
that two elements are equivalent if and only if their difference is an element of Im 8,,4;. The
elements of Im 8,1 are called boundaries while the element of Ker ,, are called cycles. All ho-
mologies use this construction and differ by the choice of the groups {C;} and homomorphisms
{0:}.

2.1.3 Simplicial homology

We consider a simplicial complex X and assume that we have a numbering of the vertices of
X. For the purpose of simplicial homology, the order of the vertices in simplices has an impor-
tance. It defines a notion of orientation. Given a n-simplex o, we write [vy, ..., Vj,..., U jreeer Unl
the set of its vertices. The orientation is reversed when two vertices are exchanged, —o =
(vg,..., VjyeeerViyerns Upnl.

Let A, (X) be the free Abelian group whose basis is the n-simplices of X with coefficientin a
ring A. Writing S,,(X) for the set of all n-simplices of X, the elements of A, (X) are of the form
Y oes, (x) Noo. Given two elements ) n,0 and ). n,.o, their sum is given by Y. (ng + n})o.

On 01 0o
co —— Ap(X) — Ap(X) A(X) — Ao(X) —— 0

Figure 2.3 — Chain complex over a simplicial complex

The boundary operator is induced by the decomposition of simplices shown in Figure 2.1.
In dimension 2, the boundary of a triangle will be its three edges. Signs in the coefficient
ny intuitively indicate the orientation of the simplices and the boundary operator is defined
such that the orientation of all simplices is coherent. Given a n-simplex ¢ and its vertices
[vg,..., Unl, we denote [vy, ..., D;,..., V] the simplex obtained by removing the vertex v;.

Definition 2.7 Given a simplicial complex X, the boundary homomorphism 9, : A, (X) —
Ap—1(X) is defined on the basis elements by:

0n(0) =Y (=1 [vg,..., Diy..., Ul
i

The sign part of the definition ensures that the orientation is consistent as shown in Figure 2.4.
The definition over the basis set extends to a homomorphism. By convention, 8, = 0 for n < 0.
Remark that applying 0; to the three edges from the triangle will give 0 because each vertex
appears once positively and once negatively. It is consistent with the construction of a chain
complex, which requires that 6,100, =0.

Lemma 2.8 The composition 0,,_1 00, : Ap(X) — Ap_2(X) is zero.

11
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o+

NI

Figure 2.4 — Examples of boundaries

Proof: Let 0 be a n-simplex. By definition, ,(0) = Zi(—l)i [vo,...D;,..., ;] and hence

07-100,(0) = Y (=1 (=1 [vg,...0j, Vg Up] + Y (=D (=1 g, o Dy Dy V)

j<i j>i

=Y DD o, 0y Dy val = Y (D (=D [0, Dy Dy U]
j<i j<i

=0

Definition 2.9 Given a simplicial complex X, the n'" homology group of X is
H,(X)=Kerd,/Im 0,1,
where 0y, is the boundary homomorphism on A, 1 (X).

We give some intuition on a small simplicial complex in Figure 2.5. Intuitively, simplicial
homology counts holes in a complex. In this case, there are two holes of dimension 1. Thus,
we expect to have two generators for the homology group of dimension 1.

F

Figure 2.5 — Homology of a small simplicial complex

A representative cycle of the left hole could be the three edges [BC], [CE] and [EB], id est the
chain [BC] + [CE] + [EB]. For commodity, we write this cycle (BCE). Remark that the cycle
(ACEB) is in the same homology class as (BCE). The difference between the two of them is
(ACB) = [AC] + [CB] + [BA] which is the boundary of a 2-simplex and thus belongs to Im J5.
More complex elements are also representatives of this class, (ACDEFBEFBC) for example.

12



2.1. Simplicial and singular homologies

We can also choose a short representative for the right hole by taking (DGF). Now, the cycle
(BCDGF) is in neither of these classes. However, it is equal to (BEC) + (DGF) in the quotient
group. These two cycles constitutes a set of generators of the homology group of dimension 1.
Counting holes is equivalent to counting generators.

Many properties we prove are true for all homology groups of the simplicial complex X. In
this case, we write H, (X) instead of H,(X) to denote the fact that we can choose the group
arbitrarily. We defined simplicial homology with coefficients in a ring A. In practice, we restrict
ourselves to coefficient in finite fields for computation reasons. From now, A is assumed to be
a finite field.

2.1.4 Simplicial maps
We can relate simplicial complexes using the notion of simplicial maps.

Definition 2.10 Let X and Y be two simplicial complexes. A simplicial map f: X — Y isan
application such that for any simplex o € X, f(0) = Upeq f (p) is a simplex of Y. Moreover, two
simplicial maps f : X — Y and g: X — Y are contiguous if o € X implies that f(o)ug(o) €Y.

Simplicial maps induce homomorphisms between homology groups of X and Y. Moreover,
contiguous maps induce the same homomorphisms in simplicial homology. Combining
Theorems 12.4 and 12.5 from [83]:

Theorem 2.11 Two contiguous simplicial maps f,g: X — Y induce two homomorphisms f
and g, that are equal in simplicial homology.

We use the notion of contiguity for technical results in Chapter 5. We will only consider clique
complexes at this time and the contiguity will be proved using the following technical lemma:

Lemma2.12 Let X and Y be clique complexes and let f and g be two functions from the
vertex set of X to the vertex set of Y. If for every edge (p, q) € X, the simplex generated by
{fp),gp),f(@,g@)}isinY, then f and g induce contiguous simplicial maps from X to Y.

Proof: Let o be a simplex of X. Every pair in f (o) U g(o) is of the form (f(p), f(q)), (f(p), g(q)),
or (g(p), g(q)) for some vertices p and g in o. Since (p, g) € o, the hypothesis of the lemma
implies that all of these pairs are edges of Y. Thus, f(0) U g(o) is a simplexin Y because Y is a
clique complex. Moreover, f(o) € Y and g(o) € Y because simplices are closed under taking
subsets. Therefore, f and g are contiguous simplicial maps. [ |

2.1.5 Singular homology

Objects in real life are not simplicial complexes so analysing them using simplicial homology
does not make a lot of sense except if we can relate it to more general objects. This is done
by building singular homology. We denote the standard n-simplex by A" = {(fy,...,t;) €
R™ Yt =1At =0}

Definition 2.13 Asingular n-simplex in a topological space X is a continuous map o : A" — X.

13
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The construction done with abstract and geometric complexes can also be done with singular
complexes to define singular homology groups. For simplicial complexes, both constructions
are equivalent [69, Theorem 2.27].

Theorem 2.14 Let X be a simplicial complex. Then the simplicial and singular homology
groups of X are isomorphic.

In this thesis, we restrict ourselves to the class of triangulable metric spaces.

Definition 2.15 A metric space X is triangulable if it is homeomorphic to a locally finite simpli-
cial complex.

The homeomorphism between X and a locally finite simplicial complex C, either abstract or
geometric, implies that their singular homology groups are isomorphic. Hence, the singular
homology of X is equivalent to the simplicial homology of C. Therefore, we can compute the
homology of C in order to obtain the homology of X. More details on singular homology can
be found in [69, 83].

2.2 Persistence

In this section, we define persistence diagrams and study how to compare them. We provide a
way to prove the closeness of persistence diagrams using the notion of interleaving between
persistence modules. Finally, we quickly discuss the computation of persistence diagrams.

2.2.1 Persistence diagrams

First, we introduce the basic vocabulary of persistent homology. A filtration {Fy}acr is a
family of topological spaces F, such that for any a < 5, F, < Fg. The inclusion of Fy, into
Fg is denoted by Fy — Fg. A persistence module is a family of vector spaces {Ug}qcr OVer a
field k and of homomorphisms ug :Ug — Ug such that forall a < f <, ul, = ug o ug and
ugy = Id. Given a filtration & = {Fy}qer and a < 3, the inclusion induces a homomorphism at
the homology level H. (Fy) — H.(Fg). These homomorphisms and the homology groups of
F,, form one persistence module for each dimension. For the sake of simplicity, we call the set

of these modules, the persistence module of &.

Definition 2.16 A persistence module U = ({U,}, {ug}) is quadrant-tame or q-tame if all ho-
momorphisms ug with a < B have finite rank. By extension, a filtration & = {Fy}qer is said

q-tame if its persistence module is q-tame.

This notion of tameness ensures some basic properties for the persistence module. For
example, a g-tame persistence module has a well-defined persistence diagram [26, Theorem
2.8]. Other kind of tameness exists but we limit ourselves to g-tameness. A complete overview
of the tameness properties can be found in [26].

We define the direct sum W = U & V of two persistence modules as W, = U, ® V,, and wg =

ug & vg . A persistence module W is indecomposable if the only decompositions of W are W & 0

14
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and 0 ® W. Given an interval J c R, the interval module I is defined as the persistence module
such that I; = k if t € J and 0 otherwise and i St =1Id if s, t € J and 0 otherwise.

Interval modules are indecomposable [26, Proposition 1.2] and a persistence module V where
each V; is finite dimensional can be decomposed into a direct sum of interval modules
V = @, V! [42]. Moreover, this decomposition is unique up to a bijection between the
intervals [26, Theorem 1.3]. It means that if V = @ LI]]l = ®De MI]K'" then there exists a
bijection o : L — M such that J; = K;(;) for all /.

Each interval module I in the decomposition V can be seen as a homology generator that
appears at the start of J and disappears at the end of J. These two points are called respectively
birth and death of the generator. The set of interval modules in the decomposition describes
the persistence module and we define the persistence diagram using these intervals.

Definition 2.17 The persistence diagram Dgm(V) of a q-tame persistence moduleV = @ V!
is the multi-set:
Dgm(V) = {(p;, gl € L}

where p; and q; are the extremities of J;.

For persistent homology, the number of points at coordinates (a, b) corresponds to the number
of generator that appears in the homology groups at time a and disappear at time b. An
alternate definition of persistence diagrams rely on counting rectangles. We consider two
sequences A = (a;)jez and B = (bj) jez such that a; < a;+1 and bj < bj4; for all i and j,
lim;_._oa; =limj_._o bj = —oco and lim;_. a; = limj_.o, b; = co. Looking at rk(H. (Fg,) —
H, (Fp))), we have the number of generators that existed in F,, and still exist in Fp,.

bj |- 7:_ 0 rectangle containing n{ points
|
|

Figure 2.6 — Discrete construction of persistence diagram

Now, using the ranks of the homomorphisms around a; and b, we can obtain the number n{
of classes that are born between a;-; and a; and die between b;_; and b; for b; > a;_;.

n] =tk(Hy(Fq,) = He(Fp,_)) + K(Hi(Fa, ) — H(Fp)
—1K(H(Fa;) — Hi(Fp,)) — tk(Hy (Fq, ,) = Hk(Fp, ,))

15
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This number n{ corresponds to the number of points present in the blue rectangle of Figure 2.6.
The counting rectangles can be refined by building two sequences of sequences A, = (a]') ez
and B, = (b;’)jez such that limsupi_j{lbj —bj-1l;la; — a;-11} = 0. Both constructions of persis-
tence diagrams are equivalent for g-tame persistence modules and points outside the diagonal
A ={(x,x)|x € R}. Point located on A are not useful for inference purposes. They are ignored
by the notion of distance used to compare persistence diagrams.

A persistence diagram can be represented in different ways. We use two equivalent representa-
tions in this thesis. Figure 2.7 shows these two representations for a given diagram. The first
one is the most direct. Seeing the diagram as a multi-point set of R?, we just draw each point
on the plane. While this representation is natural and is nice to intuitively comprehend the
notion of distance that will be introduced later, it does not work well when there exist points
with multiplicity. The second way of drawing the diagram is called a barcode. Each point is
now represented by an interval, which starts at its birth and stops at its death. Sometimes
less compact, this representation works better when points have multiplicity more than one
as we draw as many intervals as their multiplicity. In this example, two of the points have
multiplicity 2, fact that is not visible on the first representation.

Figure 2.7 — Two representations of the same diagram

In this thesis, we often build filtrations using functions. By abuse of notation, we speak of the
filtration of a function instead of its sub-level sets filtration {f ! (] — 0o, @])}acr. By extension,
we speak about the persistence diagram of f and consider the tameness of f instead of the
ones of its sub-level sets filtration.

2.2.2 Bottleneck distance

To compare persistence diagram, we use the bottleneck distance. The idea is that two persis-
tence diagrams are close if their features with long lifespan have close birth and death times.
First we introduce the notion of §-matching.

Definition 2.18 Let P and Q be two multi-sets of points in R?. A §-matching between P and Q
is a collection of pairs M c P x Q such:

¢ Any point of P is matched with at most one point of Q and reciprocally.
* Vipg)eM,lIp-qllo=6.
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e Ifae PUQ is unmatched, then a is at distance at most 6 from the diagonal A for ||.||oo-

Definition 2.19 Let P and Q be two multi-sets of points in R?. The bottleneck distance between
P and Q is defined by:

dp(P,Q) =inf{6|3M a 6 -matching between P and Q}

[lase@

Figure 2.8 — Bottleneck distance

The bottleneck distance ignores points that are close to the diagonal. In the persistent homol-
ogy setting, it means that only the elements with a long lifespan have to be matched for two
diagrams to be close.

We also use a variant of the bottleneck distance. When comparing sets which do not have the
same scale, we use the bottleneck in a logarithmic scale. Consider an object K sampled with
n points P. We build the point cloud P’ using a homothety of factor 10. Then P’ sampled an
object K’ which is ten times the size of K. The bottleneck distance between the diagrams of P
and P’ is large. However, the topologies of K and K’ are the same but at different scales. By
looking at the points in a logarithmic scale, the persistence diagrams are much more similar
as shown in Figure 2.9. On both diagrams, blue points correspond to the diagram of the small
object and red squares to the one of the big object. In logarithmic scale, they are identical up
to a translation along the first bisector, which corresponds to the scale factor.

10 - 10 =,

1

01 10 1 1 10

Figure 2.9 — Comparison of persistence diagrams of an object at two different scales
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Definition 2.20 Let P and Q be two multi-sets of points in R?. Consider the multi sets P' and
Ql images of P and Q by the application (x,y) — (In(x),In(y)). The bottleneck distance in
logarithmic scale between P and Q is defined by:

dy¥(P,Q) = dp(P', Q")

2.2.3 Persistence module interleaving

In practice, we compare persistence modules using the notion of interleaving. Theorem 2.23
then implies a proximity of the persistence diagrams for the bottleneck distance. First, we
introduce the notion of e-homomorphism.

Definition 2.21 Let U = ({U,}, {ug}) and V = ({Vg}, {vg}) be two persistence modules. An e-
homomorphism fromU toV is a collection ® = {¢p; : Uy — Vis4e)} rer Of linear maps such that
the diagram of Figure 2.10 commutes for all a < f.

B
u
U, a Ug
Pa J J(/)ﬂ
Vate Bre Vﬁ+e
a+e

Figure 2.10 — Diagram of an e-homomorphism

e-homomorphisms are sometime called homomorphisms of degree €. The collection of maps
{uj*€} is an e-endomorphism and is called the shift map 1f). The notion of e-interleaving
relates two persistence modules by guaranteeing that we can go from one to the other and
then come back. It is not an inverse as it does not give us the identity, but the shift map 1%.

Definition 2.22 LetU = ({U,}, {ug}) andV = ({V,}, {vg}) be two persistence modules. U and V
aree-additively interleaved if there exists two e-homomorphism ® fromU toV and ¥ fromV to
U such that:

Yo =15 DY =13

The definition of e-interleaving is equivalent to the commutativity of the diagrams in Fig-
ure 2.11. This notion of interleaving is called additive due to the addition of parameter ¢
when doing shifts in the diagram and by opposition to the multiplicative interleaving defined
later. Unless stated otherwise, we speak of two e-interleaved modules when the interleaving is
additive.

The main stability result for persistence diagrams states that two interleaved g-tame persis-
tence modules have diagrams close with respect to the bottleneck distance [22, 26].

Theorem 2.23 LetU = ({U,}, {ug}) andV = ({Vg}, {vg}) be two q-tamee-interleaved persistence
modules, then dg(Dgm(U), Dgm(V)) <e.

18
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U,_
Ug Uﬁ Unp—e e Ug+e

¢ Kz %& /wa

Vase T Vﬁ+€ Va
a+e
p a+e
v UV, _
Vu - Vﬁ Va-e — Va+e
U/aJ lWﬁ sz\ %x
Ug+e e Uﬁ+€ Ua
Upte

Figure 2.11 — Commutative diagrams of additive e-interleaving

The proof of this theorem is quite long and technical. The interested reader can either refer
to the complete proofs in [22, 26] or the one restricted to sub-level sets filtrations of g-tame
functions in [40].

It is not always possible to achieve an e-interleaving in practice but we can sometimes work in

a logarithmic scale. Given a persistence module U = ({Uy}, {ug}), we consider the persistence
In(p)
.

module U’ = Ujyq), U

Definition 2.24 LetU = ({U,}, {ug}) andV = ({Vg}{ vg}) be two persistence modules. LetU' and
V' be the persistence modules considered in logarithmic scale. U and V are e -multiplicatively
interleaved if U’ and V' are e-additively interleaved.

As for the additive interleaving, it corresponds to a set of commutative diagrams given in
Figure 2.12

(1+e)’a
a a
Ua - Uﬁ Ua —>U(l+€)2a
(ybal J(Pﬁ (,N /1//(1+e)af
Vii+e)a —wop Viitep Vii+e)a
Vi+e)a
Ug U‘(x1+e)2a
Va Vﬁ Va V(1+€)2a
Wal J‘/fﬁ u&\ %lﬂz)a
U(1+€)a W’ U(1+e)ﬁ U(1+e)a
(1+6)a

Figure 2.12 — Commutative diagrams of multiplicative e-interleaving

The use of logarithmic scale immediately implies:
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Corollary 2.25 LetU = ({Ug}, {ug}) andV = ({V,}, {vg}) be two multiplicatively e -interleaved
persistence modules, then:

A% (Dgm(U), Dgm(V)) < In(1 +e).

Proof: The persistence modules U and V can be looked at logarithmic scale to obtain U’ and V'
that are additively In(1 + ¢)-interleaved. By definition of the logarithmic bottleneck distance,
d};g(ng(U),ng(\/)) = dg(Dgm(U'),Dgm(V")). Using Theorem 2.23, we obtain

dg’g(ng(&J),ng(\/)) =dg(DgmU),Dgm(V)) <In(1 +e¢)

Sometimes, interleaving is done directly on filtrations instead of persistence modules.

Definition 2.26 Let {Uy}qer and {Vyleer be two filtrations and e = 0. {Uy} and {Vy} are e-
interleaved if forany a € R, Uy € Vyie € Ugie.

Remark that it directly implies that their persistence modules are interleaved.

Corollary 2.27 Let {Ug}aer and {Vylaer be two q-tame and e-interleaved filtrations. Then
dp(Dgm({Ug}), Dgm({Vy})) <e.

Proof: The two filtrations {U,} and {V,} with the inclusions induce two persistence modules U
and V. {U,} and {V,} are e-interleaved. Hence, the diagram 2.11 commutes when all maps are
inclusions, which means that U and V are e-interleaved and Theorem 2.23 applies. [ |

2.2.4 Computation of persistence diagrams

A filtered simplicial complex is a simplicial complex S with a function f : S — R such that for
any pair of simplices o, o’ of S such that ¢’ c g, f(0') < f(0). We have a filtration & = {F}
where F, = f~1(] — 0o, al) is a simplicial complex for any a € R. This filtration induces a
persistence module. Taking the homology coefficients in a finite field, the computation of
Dgm(%) is equivalent to the reduction of a matrix of size N x N, where N is the number of
simplices in Fo, [57]. The worst case complexity is thus O(N3).

However, this matrix is usually sparse. Algorithms have been developed to improve the
running time of persistence diagram computation [8, 14, 99]. Versions using the inherent
duality between homology and cohomology also exist [12, 44, 45]. In practice, these algorithms
have a running time that is linear in the number of simplices N.

Until now, we restricted ourselves to the computation of persistent homology for filtrations
of simplicial complexes. This will be sufficient for the work in this thesis. It should however
be noted that the definition of persistence modules is not restricted to sequences of sets that
are filtrations. Transposed to simplicial complexes, this means that we can discuss sequences
where we have simplicial maps between complexes. It was first introduced for the zig-zag
persistence [19] where inclusions can occur in both directions, i.e. the family {F;};en verifies
for every i, either F; c Fj;, of F; o Fj;,. Algorithms to compute this kind of diagrams have
been developed [20, 81] and then extended to any simplicial maps [48].
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2.3 Geometry

Algebraic preliminaries were necessary to introduce the concept of persistence diagrams.
However, guarantees on the result of algorithms for topological data analysis rely on geometric
assumptions. In this section, we make a quick overview of some common geometric concepts
and results that will be used during the thesis.

2.3.1 Metric spaces

We mostly work with metric spaces. Recall that a metric space X is a set with a distance function
dx(-,-) defined for every pair of elements. The distance is a non-negative and symmetric
function that satisfies the triangle inequality, i.e. dx(x, y) < dx(x, z) + dx(y, z) for any x, y, z
and such that dx(x, y) = 0 if and only if x = y. Given an element x € X and a real radius r = 0,
we denote B(x,r) ={y € X|dx(x, y) < r} the open ball of centre x and radius r. Similarly, the
closed ball will be denoted B(x,r) = {y € X|dx(x,y) <r}.

Subsets of X can be compared against each other using the Hausdorff distance. Given P and
Q two subsets of X, the idea is to measure how far a point of P has to be moved before being
in Q, and reciprocally. Formally, the Hausdorff distance is given by:

dy (P, Q) = max | sup inf dx (x, y); sup inf dx (x, y) |-
yeQ X€P xep ¥€Q
On the space of compact subsets of X, dy verifies the axioms of a distance. Introducing the
function distance to the subset P as dp(x) = infpe pdx(x, p) and the distance dg to Q, the
Hausdorff distance can be rewritten as the infinite norm between dp and dg. Furthermore, it
can be characterised using inclusions of sub-level sets.

Lemma 2.28 Given two subsets P and Q of a metric space X, dy(P,Q) = ||dp — dgl|co-

Proof: Let x be a point of X. For any € > 0, there exists a point y € P such that dx (x, y) < dp(x)+e.
Moreover, there exists z € Q such that dx(y, z) < dy (P, Q) +¢€. Hence dq(x) < dp(x) +dy(P,Q) +
2¢. This is true for all € > 0 and therefore ||dg — dplloo < du (P, Q).

There also exists a point x’ € X such that |dq(x") — dp(x)| = ||dg — dplle — €. Without loss of
generality, we assume that dp(x') < d(x). There exists y' € P such that dx (x',y") < dp(x') +€.
Forany z' € Q, dx(y',z") =z dx(x',2') — dx(x',y") =2 do(x") — dp(x') —€. Hence dy(BQ) = ||dg —
dplloo- ]

Lemma 2.29 Given two subsets P and Q of a metric space X, the Hausdorff distance dg (P, Q) is
less than e if and only if, for any a € R,

dp' (1 —00,a)) cdg' (1 - 00, a +€]) c dp' (1 — 00, a + 2€]).

Proof: Remark that if a < 0, then dljl(] —o00,a]) = @. Assume that dy(BQ) <¢, take a =0
and let x be a point of d;l (] —oo,a]). Then for any i > 0, there exists a point p € P such that
dx(x, p) < a + 7. By definition of the Hausdorff distance, there exists a point g € Q such that
dx(p, q) < e+n. Using the triangle inequality, dx(x, g) < a + €+ 2n. As there exists a g € Q for
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any value of 77, this means that dg(x) < a + €. The second inequality is obtained by reversing
the roles of P and Q.

Now assume that d;,l(] —o0,a]) C dél(] —00,a+€]) C d;l(] — 00, a + 2¢]). This implies that
Pc d;l (J=00,0]) c dél (] — o0, €]). In other words, for any p € P and n > 0, there existsa g € Q
such that dx(p, q) < € +1). Hence, sup ,c pinfgeq dx (p, q) < €. Doing the same with the second
inequality and @ = —¢, we obtain dg (P, Q) <e. [ |
Subsets of a metric space can have an intrinsic dimension that is smaller than the dimension
of the ambient space. For example, a curve in the Euclidean plane is of intrinsic dimension
1, while the ambient space if of dimension 1. The intrinsic dimension is described by the
doubling dimension.

Definition 2.30 The doubling constant Ax of a metric space X is the maximum over all balls
B(x,r) with x € X of the minimum number of balls of radius r /2 required to cover B(x,r). The
doubling dimension is defined to belog, (1x).

When working in Euclidean spaces, we sometimes encounter the assumption that an input
point set is in general position.

Definition 2.31 Let P be a point set in an Euclidean space R®. P is in general position if for
anyi < d, no set of i + 3 distinct points of P is on a sphere of dimension i and the convex hull of
any d + 1 distinct points of P is of dimension d.

This condition means for example that no triple of points are aligned and no quadruple of
points are co-circular. Some geometric constructions such as the Delaunay triangulation
requires this condition to avoid degenerate cases that can hinder the complexity or the sound-
ness of algorithms. The general position assumption is reasonable if the point set P is finite. If
P is not in general position, it suffices to slightly perturb every point and we obtain a point set
that is in general position with probability 1.

2.3.2 Compact sets

Usually, we are given an input point set P and we assume the existence of an underlying object
K. Our objectives is to study K, sometimes called the ground truth using P. Assumptions on
the Hausdorff distance between P and K are common to provide theoretical guarantees. The
distance usually needs to be bounded by some geometric quantities describing K. Here, we
consider the case of a compact set K.

Every x € X has a closest point in K. However, this point is not necessarily unique. The set of
all points that have at least two nearest neighbours on K is called the medial axis of K and is
illustrated in Figure 2.13.

Definition 2.32 Let K be compact set of metric space X and A its medial axis. Thereach of K is

defined as
rx = inf dx(x, A)
xeK
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Figure 2.13 — A curve and its medial axis

A standard assumption for reconstruction is that the reach of K is not too small. For example,
it has to be positive or more than the Hausdorff distance between K and the point set P.
Intuitively, this ensures that we have no point close to the medial axis and hence, given a point
p € P, we can approximate well where its projection P is located.

The use of the reach has some limitations when there exist some sharp vertices for example.
The reach of the surface of a cube is 0. More precise quantities have been proposed for
sampling compact sets such as the weak feature size and the u-reach [24], however we only
use the notion of reach in this thesis.

2.3.3 Riemannian geometry

Riemannian manifolds have nice regularity properties and are often used to state hypotheses.
Here, we introduce smooth Riemannian submanifolds of Euclidean spaces and some concepts
we need to express our assumptions. For a more thorough presentation, the reader can refer
to specialised books such as [52, 63].

Definition 2.33 A smooth d'-submanifold of R® is a subset M c R% such that for any point
x € M, there exists an open set U containing x and a C* diffeomorphism ¢ from U onto an
open subset p(U) < R? such that (U 1 M) is a vector subspace of dimension d'.

The scalar product on the tangent spaces of a submanifold M of R% induces a metric d, called
the geodesic metric. The pair (M, dy) is a metric space called a Riemannian submanifold of
R9. As for any metric space, we can speak of balls defined on this space. The shortest path
between two points x and y is called the minimizing geodesic. Remark that the geodesic
distance between two points on a submanifold of R? is always greater than their distance in
the metric of the embedding space R“. The shortest path to go from one point to another is
always longer when we restrict ourselves to stay on a subspace rather than being allowed to
move in the whole space.

The data we can work with is given under the form of point sets. We usually assume that the
point set samples the manifold M with a certain precision.

Definition 2.34 Let M be a Riemannian manifold and let P — M be a point set. P is a Rieman-
nian e-sampling of M if for any x € M, there exists p € P such that dy (x, p) <e.

Remark that if P is a Riemannian e-sampling of M, then dp; (P, M) < €. One part of the relation
is given by the inclusion of P inside M and the other is directly implied by the sampling
assumption and the fact that the Riemannian metric is greater than the Euclidean metric.
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Riemannian manifolds are very general objects and we cannot hope to reconstruct them or
infer correct information on them without adding some regularity assumptions.

To describe the way a Riemannian submanifold M folds, we use the notion of sectional curva-
ture at a point p. It is a function from the space of tangent 2-planes of M at p to R, whose value
is the curvature of a geodesic starting at p and tangent to the plane. This notion of curvature
is an extension to higher dimensions of the usual curvature notion for curves and surfaces.
For a formal definition, we refer the reader to [52, Chapter 4]. The sectional curvature being
the only notion of curvature used in this thesis, it will simply be called curvature.

Proposition 2.35 ([49, Proposition 2.1]) LetM c R? be a smooth compact manifold without
boundary. Then the absolute value of the curvature of M is bounded by c\y which verifies:

<2
C|\/|_r—2
M

where ry is the reach of M.

Another useful concept is the strong convexity radius p(M) defined as the largest radius such
that for any point of x € M and radius r < p(M), the geodesic ball 8(x, r) is strongly convex,
i.e. the shortest geodesic between two points y and z of 28(x, r) is unique and enclosed inside
B(x,1).

2.3.4 Lower bound on the volume of Riemannian balls

Assuming we sample a compact manifold uniformly, we want to guarantee that we obtain a
dense enough point set on the manifold. We obtain it using a lower bound on the volume
of Riemannian balls, id est the balls in the Riemannian metric. Consider a manifold M with
sectional curvature upper bounded by cy. Then for any point x € M, the Giinther-Bishop
theorem provides a lower bound of the volume of the Riemannian ball of radius a.

Theorem 2.36 (Giinther-Bishop) Assuming that the sectional curvature of a manifold M is
always less than c\ and a is less than the strong convexity radius of M, then for any point x € M,
the volumeV (x, a) of the geodesic ball centred on x and of radius a is greater than V;!"' (a) where
d' is the intrinsic dimension of M and V;,M (a) is the volume of the Riemannian ball of radius a
on a surface with constant curvature cy.

We explicitly bound the value of 7 (x, a), with the following technical lemma:

Lemma 2.37 Let M be a Riemannian manifold with curvature upper bounded by c\,, then for
any x € M and a < min(p(M); \/%)’ the volumeV (x, a) of the geodesic ball centred at x and of
radius a verifies:

V(x,a) =€ a®

where ‘5;',"' is a constant independent of x and a.
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Proof: Given a < min(p(M), \/%), we want to bound the volume VM (a). Consider the sphere

of dimension d’ and curvature cy. The surface S‘Ci,\//l_1 of the border of a ball of radius a < \/%

on this sphere is given by [66]:

, N (d\' _ra- ,
SfM_l(a):ZF(E) F(E) cMz( 1)sind_l(qwa)

We can bound the value of V;!"' (a):
a !
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4 (1\4 _(d'\! =1
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and using the Gilinther-Bishop Theorem, we have for any a < min(p(M); \/%) and any x € M,

V(x,a) =€) a? .
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k] Distance to a measure

The limitations of the distance to a compact and the distance to a point set led to the introduc-
tion of the distance to a measure. First proposed by Chazal, Cohen-Steiner and Mérigot in [25],
this function aimed at adding robustness with regard to aberrant values, also called outliers.
In this chapter, we introduce the function and extend its stability results to any metric space
along with some easy but interesting properties. Then we study the identifiability of measures
knowing their distances and provide new qualitative results.

3.1 Measures

The original idea behind distance to a measure functions was to consider point sets as mea-
sures when they were previously considered as compact sets. Measures are functions defined
over a specific algebraic construction called o -algebra. Intuitively, a measure tries to capture
the size of an object. To be coherent with this idea, the measure needs some basic properties.

Definition 3.1 A o-algebra </ on a set X is a non-empty collection of sets that is stable by
complement and countable union.

When we measure objects thanks to a function y, we want p to have some natural properties.
Especially, if objects are disjoint, the size of their union has to be equal to the sum of their
individual sizes. This is called the o-additivity of u and is formally defined for any countable
family (Uy) nen family of pairwise disjoint sets of « by u(U, U,) =X, n(Up).

Definition 3.2 A measure u over a o-algebra </ is a non-negative and o -additive function
defined on of such that u(@) =0

In this thesis, we will always work in a metric space X and consider the o-algebra generated by
the open balls of X. It means that the o-algebra «f will be the smallest set 5 (X) that contains
all open balls and is closed by complement and numerable union. The elements of B (X) are
called Borel subsets of X. All measures in this thesis will be defined over B (X) and, by abuse of
notation, we will write that measures are defined on the metric space X. More specific kinds
of measures interest us. First of all is the notion of probability measure.

Definition 3.3 A probability measure on a metric space X is a measure such that u(X) = 1.
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Given a Borel subset A € B(X), the value u(A) is sometimes called the mass of A and u(X)
is called the rotal mass of u. Thus, a probability measure pu is a measure of total mass 1.
Introducing the empirical measure, one can consider a set of points as a measure.

Definition 3.4 Let P be a finite set of points in a metric space X. The empirical measure [Lp is

defined as:
1

= — o
HP |P|,,§p”

where 6, is the Dirac measure at point p.

Recall that the Dirac measure at a point p is the measure such that for any set A, §,,(A) is equal
to 1if p € A and 0 otherwise. The empirical measure is the probability measure sharing its
mass evenly between all the points of the point set. Remark that in the case of a multi-set,
when points can appear more than once, the definition still stands and the points have a mass
proportional to their multiplicity. Empirical measures belongs to a larger class of measures
called the measures with finite support.

Definition 3.5 Given a measure p defined on a metric space X, the support of u, Supp(u), is the
smallest closed set of X whose complement has measure 0.

Definition 3.6 A measure u is said to have finite support if Supp (1) is a finite point set P.

Measures with finite support and especially empirical measures are often used to approximate
other measures. Some discussion can be found in Section 6.3.3.

Definition 3.7 Given a probability measure u defined on a metric space X and 1 < p < oo, the
p'" moment of i for a point xo € X is defined by

fde(x’ x0)Pdp(x).

3.2 Wasserstein distances

To compare measures with same total mass, we use Wasserstein distances, also called optimal
transportation distances. Intuitively, they are the minimal cost to move all the mass from one
measure to another. The way two move the mass between two measures is described by a
transport plan:

Definition 3.8 Let u and v be positive measures with the same total mass on a metric space X.
Atransport plan between i and v is a measure m on X x X such that for all A, B € 5(X),

(A xX)=pu(A) and n(X x B) =v(B).

We denote by IT(u, v) the set of all transport plans between p and v. The p'” order cost of the
transport plan 7 is defined as

Cplm) = U dx (x,y)Pdn(x,y) |
Xx X
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The Wasserstein distance between p and v is the minimum cost over all transport plans.

Definition 3.9 Let u and v be positive measures with the same total mass on a metric space X.
The Wasserstein distance of order p between u. and v is defined as

Wpl.v) :nerlzll(i;?v)( Xxxdx(x,y)”dn(x, Y K
