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Méthodes numériques de simulation de problèmes d'interaction

fluide-structure

Résumé :

Cette thèse présente une famille de schémas explicites pour la résolution d'un problème
couplé d'interaction entre un �uide visqueux incompressible et une structure élastique (avec
possiblement un comportement visco-élastique et/ou non linéaire). La principale propriété de
ces schémas est une condition de Robin consistante à l'interface, qui représente une caracté-
ristique fondamentale du problème continu dans le cas où la structure est mince. Si le couplage
s'e�ectue avec une structure épaisse, une condition de Robin généralisée peut être formulée
pour le problème semi-discret en espace, à l'aide d'une condensation de la matrice de masse
de la structure. Une deuxième caractéristique majeure de ces schémas est la capacité d'obtenir
une condition de Robin qui intègre à la fois des extrapolations de la vitesse et des e�orts du
solide (donnant lieu à un schéma de couplage explicite), mais également un traitement impli-
cite de l'inertie de la structure, qui rend le schéma stable quelle que soit l'intensité de l'e�et
de masse ajoutée. Un résultat général de stabilité et de convergence est présenté pour tous les
ordres d'extrapolations dans un cadre linéaire représentatif. On montre, en particulier, que les
propriétés de stabilité se conservent lorsque le couplage s'e�ectue avec une structure mince ou
épaisse. En revanche, la précision optimale obtenue dans le cas d'une structure mince n'est pas
retrouvée avec une structure épaisse. L'erreur introduite par le schéma de couplage comporte
en e�et une non-uniformité en espace, qui provient de la non-uniformité des reconstructions
discrètes des opérateurs visco-élastiques. L'approximation induite par la condensation de la
matrice de masse solide n'est pas responsable de cette non-uniformité. À partir de ce schéma,
on propose également des méthodes itératives pour la résolution du schéma fortement couplé.
La convergence de cette méthode est démontrée dans un cadre linéaire et ne montre pas de
sensibilité à l'e�et de masse ajoutée. Finalement, les résultats théoriques obtenus sont illustrés
par des exemples numériques variés, dans les cas linéaire et non linéaire.

Mots-clés : interaction �uide-structure, �uide incompressible, structure viscoélastique,

schéma de couplage, préconditionnement, résolution partitionnée, méthodes Robin-Neumann.





Numerical methods for incompressible fluid-structure interaction

Abstract:

This thesis introduces a class of explicit coupling schemes for the numerical solu-
tion of �uid-structure interaction problems involving a viscous incompressible �uid and
a general elastic structure (thin-walled or thick-walled, viscoelastic and non-linear).
The �rst fundamental ingredient of these methods is the notion of interface Robin-
consistency on the interface. This is an intrinsic (parameter free) feature of the con-
tinuous problem, in the case of the coupling with thin-walled solids. For thick-walled
structures, we show that an intrinsic interface Robin consistency can also be recovered
at the space semi-discrete level, using a lumped-mass approximation in the structure.
The second key ingredient of the methods proposed consists in deriving an explicit Robin
interface condition for the �uid, which combines extrapolations of the solid velocity and
stresses with an implicit treatment of the solid inertia. The former enables explicit cou-
pling, while the latter guarantees added-mass free stability. Stability and error estimates
are provided for all the variants (depending on the extrapolations), using energy argu-
ments within a representative linear setting. We show, in particular, that the stability
properties do not depend on the thin- or thick-walled nature of the structure. The opti-
mal �rst-order accuracy obtained in the case of the coupling with thin-walled structures
is, however, not preserved when the structure is thick-walled, due to the spatial non-
uniformity of the splitting error. The genesis of this problem is the non-uniformity of
the discrete viscoelastic operators, related to the thick-walled character of the struc-
ture, and not to the mass-lumping approximation. Based on these splitting schemes,
new, parameter-free, Robin-Neumann iterative procedures for the partitioned solution
of strong coupling are also proposed and analyzed. A comprehensive numerical study,
involving linear and nonlinear models, con�rms the theoretical �ndings reported in this
thesis.

Keywords: �uid-structure interaction, incompressible �uid, viscoelastic struc-
ture, thin-walled structure, splitting scheme, preconditioning, partitioned procedure,
Robin-Neumann methods.
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Introduction and main results

This thesis is devoted to the numerical simulation of mechanical systems involving
the interaction of an incompressible �uid and an elastic structure. These problems
arise in a wide range of engineering �elds, from aeroelasticity of bridge decks and
parachute to naval hydrodynamics and the bio-mechanics of air�ow and blood (see,
e.g., [87, 110, 99, 40, 90, 72]). Computer based simulation of blood �ow in large arteries
can be used, for instance, in the design of medical devices (see, e.g.,[82, 107]) and the
understanding of some pathologies (e.g., aortic coarctation in [109, 9]). Besides, the
resolution of inverse problems from patient-speci�c imaging is particularly relevant
for diagnosis and prognosis (see, e.g., [101, 9]). This examples illustrates the need
for the development of e�cient numerical methods for incompressible �uid-structure
interaction, which is one of the main objectives of this thesis.

The �uid will be described by the incompressible Navier-Stokes equations (in a
moving domain) and the structure by the non-linear (visco-)elastodynamic equations,
coupled on the �uid-structure interface Σ via the kinematic/kinetic relations{

uf = us on Σ,

σsns = −σfnf on Σ.
(1)

Here, uf and us stand for the �uid and solid velocity, and σfnf and σsns for the �uid
and solidtraction forces on the interface1. In most applications, the displacement of the
structure cannot be considered in�nitesimal. Thus, the position of the interface and,
as a result, the computational �uid domain are unknowns of the problem, leading to
an additional geometrical compatibility constraint on Σ.

The separate simulation of either an incompressible �uid or an elastic structure are
rather well known. The e�cient simulation of their interaction through the interface
relations (1) is, however, more di�cult. Over the last �fteen years, the development
of e�cient numerical methods for the solution of the coupled problem has been an
extremely active �eld of research (see, e.g., [42, 75] for recent reviews).

In general, the time discretization exploits the heterogeneous structure of the cou-
pled problem. For instance, the �uid and the solid are discretized by di�erent implicit
time-marching schemes, tailored by their di�erent mathematical properties. The way
the interface coupling conditions (1) are treated at the discrete level (i.e., after space
and time discretization) de�nes the so-called coupling scheme. Three di�erent kinds
of coupling schemes are traditionally referred to in the literature as: implicit, semi-
implicit and explicit coupling schemes.

1It should be noted that, in the case of the coupling with a thin-walled structure, the notation σsns

represents the left-hand side of the solid momentum conservation equation (see Chapter 2).
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A priori, the most e�cient way to solve these coupled problems is to consider an
explicit coupling scheme (or loosely coupled scheme, see [100, 103, 41]), that only
involves the solution of the �uid and of the structure once per time step with an explicit
treatment of the �uid domain motion and of (1). For instance, we can consider the
standard Dirichlet-Neumann explicit coupling scheme:{

uf,n = us,n−1 on Σ,

σs,nns,n = −σf,nnf,n on Σ.

Clearly, the resulting solution procedure is genuinely partitioned, in the sense that it
facilitates the (re-)use of independent �uid and solid solvers, that have been speci�cally
developed for each sub-system (�uid and solid) separately. Unfortunately, the stability
of this scheme is dictated by the amount of added-mass in the system (see, e.g., [25,
61]). More precisely, the method su�ers from unconditional instability in a physical
regime whenever

ρsε

ρfλ
< 1, (2)

where ρs and ρf stand for the solid and �uid density respectively, ε is the solid thickness
and λ the largest eigenvalue of the so-called added-mass operator, related to the domain
geometry. Blood �ow in large arteries is a widespread example in which (2) holds. It
should be noted that (2) only involves purely physical quantities and, therefore, tuning
the time or spatial grid discretization parameters does not cure the problem.

This failure explains why explicit coupling schemes have been practically ruled out
for the simulation of incompressible �uid-structure interaction problems and, in part,
it has motivated the tremendous amount of work devoted to improve e�ciency via
alternative methods, based on the more computationally onerous implicit and semi-
implicit coupling paradigms (see, e.g., [88, 85, 64, 71, 52, 36, 35, 47, 104, 7, 81, 3, 67,
63, 30, 98, 92, 6]).

For an implicit coupling scheme the coupling conditions are exactly enforced at
each time step, providing unconditional stability and optimal accuracy. The coupling
condition for the implicit coupling scheme reads:{

uf,n = us,n on Σ,

σs,nns,n = −σf,nnf,n on Σ,
(3)

together with an implicit treatment of the geometric compatibility on the interface.
Schemes for which (3) holds are often referred to in the literature as strongly coupled.
The payo� of this enhanced stability is the resolution of a highly-coupled nonlinear
problem (at each time-step), which often is computationally demanding. The mono-
lithic approach consists in solving the whole coupled problem using speci�c global
solvers and appropriate preconditioners (see, e.g., [111, 58, 63, 30, 36, 62, 71, 92]). On
the contrary, partitioned methods are modular algorithms using sub-iterations within
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each time step ([85, 64, 36, 81, 3, 35, 32, 33]), where the �uid and solid problems are
alternatively solved with appropriate interface conditions. As mentioned above, the
main advantage of a partitioned resolution is that it enables the use of separate solvers
for the �uid and the solid. Such an advantage comes however at a price, computational
e�ciency over a monolithic approach is not necessarily guaranteed (see, e.g., [4, 63]).
In fact, strong added-mass e�ect not only causes instability of Dirichlet-Neumann
explicit coupling schemes, but it also harms the convergence of Dirichlet-Neumann
partitioned methods (see, e.g., [25]). Partitioned procedures that overcome this is-
sue through Robin interface conditions have been reported in [3], at the expense of
introducing free algorithmic parameters that can be hard to tune.

In a semi-implicit coupling scheme, the geometry is treated explicitly. The �uid
domain is updated using the interface displacement from previous time-steps, whereas
the conditions (3) are enforced on the interface. This does not compromise numerical
stability (see, e.g., [96, 108, 94]) and is less computationally onerous than the above
discussed (fully) implicit schemes. It should be noted, however, that since the �uid
and solid problems remain strongly coupled via (3), the computational complexity at
each time-step is still high. Further computational cost reduction can be obtained by
reducing the implicit part of the coupling scheme. Typically, this has been achieved
by using a fractional-step time-marching in the �uid [47, 104, 5, 1] or in the structure
[67, 15, 88, 14].

Stable explicit coupling schemes, circumventing the aforementioned infamous
numerical instabilities, have only recently been proposed in the literature. In [16, 18,
20], added-mass free stability is achieved through a speci�c Robin-Robin treatment of
the interface coupling conditions, derived from Nitsche's interface method (see, e.g.,
[69, 95]) and a stabilization of the interface pressure �uctuations in time (weakly
consistent interface compressibility). The price to pay is deterioration of the accuracy,
which demands restrictive constraints on the discretization parameters (parabolic-
CFL condition), unless enough correction iterations and appropriate extrapolations
are performed (see [20, 18, 42]). Numerical evidence suggests that optimal �rst-order
accuracy can be achieved by using a non-symmetric penalty-free formulation (see [20,
Section 4.3]). The stability analysis of the resulting schemes remains, however, an open
issue.

For a linear coupled problem involving the Stokes equations and an undamped
elastic thin-solid model (string or membrane), added-mass free stability and optimal
(�rst-order) accuracy are obtained with the Robin-Neumann explicit coupling schemes
introduced in [44, 43]. In short, these methods are incremental displacement-correction
fractional-step schemes which introduce optimally consistent perturbations of the in-
terface kinematic constraint (1)1. The non-incremental variant corresponds to the so-
called kinematically coupled scheme, reported in [67], which is known to yield poor
accuracy (see [44, 43]). Numerical evidence suggests that enhanced accuracy can be
obtained with the variants recently introduced in [15, 88, 14]. It should be noted that,
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if physical damping is present in the structure equations, the kinematically coupled
scheme [67] and its variants [15, 88, 14] are no longer explicit coupling schemes, since
the solid viscous contribution must be integrated within the �uid solver (semi-implicit
coupling scheme).

To summarize, a challenge remains in the design and the analysis of stable explicit
coupling schemes for the coupling with general solid models (thin- and thick-walled,
including damping and non-linear behavior) and which deliver optimal accuracy with-
out restrictive constraints on the discretization parameters. This will be addressed in
Chapters 2-4 by building on the ideas introduced in [44].

Outline and main results of this thesis

This thesis focuses on the design and analysis of iterative solution procedures of strong
coupling (Chapter 1 and Sections 2.5 and 3.4.3) and of Robin-Neumann explicit cou-
pling schemes (Chapters 2-4). We summarize below the contributions of the thesis
chapter by chapter. These contributions are recalled in the introduction of each chap-
ter.

Chapter 1 is an introductory chapter in which we consider the iterative solution
of a semi-implicit coupling scheme in the case of a non-linear incompressible �uid gov-
erned by the Navier-Stokes equation in ALE formalism and a general elastic structure,
described by a black-box Neumann-to-Dirichlet map. In this framework, the objective
is to investigate iterative solution procedures that are insensitive to the added-mass
e�ect and that are computationally less demanding than standard Dirichlet-Neumann
iterations. In the framework of defect-correction iterations, we recover the procedures
already reported in [3] and in [33], and propose a new algorithm.

Basically, all the discussed algorithms involve a relaxation of the Dirichlet condition
for the �uid and/or the incompressibility constraint, leading to a relative insensitivity
to the added mass e�ect. In addition, some of the methods proposed allow a separate
resolution of the �uid velocity and pressure. This speci�c feature yields additional
computational savings.

The three iterative procedures involve a free parameter that has to be properly
chosen since the global performances of the scheme highly depend on it. We propose
an extensive study of an algorithm based on the arti�cial compressibility method (see
[34]) to investigate the role played by the parameter and how the convergence speed
depends on it. At last, a short numerical study is presented.

In Chapter 2, we introduce a class of Robin-Neumann explicit coupling schemes
for the numerical solution of �uid-structure interaction problems involving a viscous
incompressible �uid and a general thin-walled structure (e.g., including damping and
non-linear behavior). The methods proposed build on the ideas introduced in [44] by
proposing new developments.
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It is well known that much materials exhibit viscoelastic behavior and this is,
in particular, the case of biological tissue (see, e.g., [79, 24, 115]). Since viscoelastic
constitutive laws introduce hydrodynamic e�ects within the solid equation, one can
think of implicitly embeddeding this contributions within the �uid, trough a non-
standard Robin condition, and then solve for the solid with the remaining purely
elastic contributions (see [67, 43, 88, 15]). As mentioned above, this strategy yields a
coupling scheme which is not explicit and the corresponding solution procedure is not
partitioned, since part of the solid constitutive behavior must be transferred to the �uid
solver. On the other hand, if we keep the whole viscoelastic contribution in the solid
solver, the parabolic part of coupled system is not fully implicitly treated and, hence,
one could argue that this might yield restrictive stability time-step restrictions. In this
chapter, we consider the latter approach, the whole solid viscoelastic contribution is
explicitly coupled with the �uid using the inherent Robin consistency of the interface
coupling.

The second contribution has to do with the formulation of the explicit coupling
schemes. We propose a new Robin-Neumann coupling paradigm which enables the
�uid-solid splitting exclusively in terms of the solid velocity and �uid stress on the
interface. An interesting feature of this new formulation is its intrinsic character, in
the sense that it avoids the annoying extrapolations of the solid viscoelastic terms
within the �uid. Hence, the resulting solution procedures are genuinely partitioned.
This is, in particular, essential for the coupling with Reissner-Mindlin shell models,
commonly used in engineering practice (see, e.g, [26, 10]), and that include transverse
shear strain e�ects via rotation surface vectors (independent of the mid-surface dis-
placements). Indeed, the intrinsic Robin interface condition removes the ambiguity in
the extrapolation of rotation unknowns and of non-linear terms. The explicit coupling
schemes are then formulated in a fully non-linear setting, involving the incompressible
Navier-Stokes equations (ALE formalism) and a non-linear viscoelastic shell model.

The third development concerns the numerical analysis of the methods within a
representative linear setting, involving a Stokesian �uid and a viscoelastic thin-walled
solid (string or membrane). By generalizing the arguments reported in [44], a pri-
ori energy and error estimates are provided for all the variants. The analysis shows
that the sole implicit treatment of the solid inertia is enough to guarantee (added-
mass free) stability. Sub-optimal time-convergence is expected for the variant without
extrapolation and optimal accuracy is obtained for the schemes with �rst- and second-
order extrapolations. In particular, the method with �rst-order extrapolation is (to our
knowledge) the �rst explicit coupling scheme which guaranties unconditional stability
and optimal (�rst-order) accuracy for the considered model problem.

The fourth development deals with the partitioned solution of implicit coupling,
via the iterative Robin-Neumann procedures introduced in [3]. So far the convergence
analysis of these methods has been addressed in speci�c simpli�ed models (e.g., inviscid
�uid) and in particular geometrical con�gurations (e.g., a rectangle), using modal
analysis (see [3]). In this work, we show that the the stability analysis of the explicit
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Robin-Neumann coupling schemes can be reshaped to derive, using energy arguments,
a general result on the (added-mass free) convergence of these iterative methods. To the
best of our knowledge, the error estimate proposed is the �rst which yields convergence
towards the implicit coupling solution in such a general setting.

Finally, the theoretical results are con�rmed by a comprehensive numerical study
based on both linear and non-linear models.

In Chapter 3, we propose an extension (the �rst, to the best of our knowledge) of
the explicit coupling schemes introduce in Chapter 2 and [44] to the case of the coupling
with thick-walled structures: linear and non-linear (possibly damped) elasticity. We
show that an intrinsic (parameter free) interface Robin consistency can be recovered
at the space semi-discrete level, using a lumped-mass approximation in the structure.
Instead of the usual identity operator, the generalized Robin condition involves a new
interface operator which consistently accounts for the solid inertial e�ects within the
�uid. The �uid-solid splitting is hence performed through appropriate extrapolations
of the solid velocity and stress on the interface. A priori energy estimates, guaranteeing
(added-mass) free stability, are derived for all the extrapolations considered within a
representative linear framework.

The second contribution of this chapter deals with the partitioned solution of im-
plicit coupling. In fact, the proposed explicit coupling schemes can be interpreted as
a single iteration (with appropriate initialization) of a new Robin-Neumann iterative
method. Unlike traditional Robin based procedures (see, e.g., [3]), these iterations are
parameter free. Using energy arguments, we demonstrate the (added-mass free) con-
vergence of this iterative procedure towards the implicit coupling solution. To the best
of our knowledge, the error estimate proposed is the �rst which yields convergence
of a Robin-Neumann procedure in the framework of the coupling with a thick-walled
structure (linear viscoelasticity).

Several numerical experiments, based on di�erent linear and non-linear �uid-
structure interaction examples from the literature, illustrate the accuracy and per-
formance of the methods proposed. Though the proposed extension retains the main
stability properties of the original explicit Robin-Neumann schemes, numerical evi-
dence suggests that their optimal (�rst-order) accuracy is not necessarily preserved.
Indeed, the order of the kinematic perturbation induced by the splitting is expected
to be O((τ/h)

1
2 ), O(τ/h

1
2 ) or O(τ 2/h

1
2 ), depending on the order of the extrapolations

and with τ, h respectively denoting the time and space discretization parameters.

Finally, Chapter 4 is devoted to the a priori error analysis of the generalized
Robin-Neumann methods introduced in Chapter 3. We show that these schemes can
be seen as a lumped-mass approximation of a semi-implicit (fractional-step) coupling
scheme with the same stability properties as the original explicit coupling.

A priori error estimates are derived for all the variants (including the case without
mass-lumping in the structure) using energy arguments. The analysis proposed repre-
sents, to the best of our knowledge, the �rst theoretical convergence result for a explicit
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coupling scheme with a thick-walled structure. Though the proof of the error estimates
follows the main steps of thin-walled case (Chapter 2), the thick-walled nature of the
solid and the mass-lumping approximation make the analysis more intricate.

The analysis predicts an O(h−
1
2 ) perturbation in the splitting error, con�rming

the numerical results reported in Chapter 3. The analysis shows that this perturba-
tion is exclusively related to the thick-walled character of the structure, through the
non-uniformity of the discrete viscoelastic operator, and not to the mass-lumping ap-
proximation in the solid. This point is also evidenced via numerical experiments. We
show, in addition, that alternative splitting methods that have been recently reported
in the literature (e.g., [14]) su�er from this issue.
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Chapter 1

Partitioned solution of a strong coupling

scheme
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1.1 Introduction

In this Chapter, we consider the numerical simulation of the interaction between an
incompressible �uid and an elastic structure describing, for instance, blood �ow in a
large artery (see, e.g., [60]). For this kind of problem, the �uid-solid density ratio is
close to 1 and the computational domain has a slender shape. These two particularities
lead to a large added-mass e�ect ([25, 61]) that has three major consequences:

• Dirichlet-Neumann iterative solutions procedures need strong relaxation to guar-
antee convergence;

• The convergence rate of this method is low and dictated by the amount of added-
mass in the system;
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• Explicit coupling schemes based on Dirichlet-Neumann coupling conditions are
unstable.

In this chapter, the �uid is described by incompressible Navier-Stokes equations
in ALE (arbitrary Lagrangian Eulerian) formulation. The solid model is described in
an abstract form as a general Neumann-to-Dirichlet map, allowing the use of a wide
range of solvers. We consider a semi-implicit coupling scheme in which the motion of
the �uid domain is treated explicitly.

The general objective is to investigate iterative solution procedures that are in-
sensitive to the added-mass e�ect, using appropriate (non-linear) preconditioners of
the coupled problem. Multiple choices are discussed, some of them leading to already
existing strategies and other to a new one. As we shall see in the following, added-mass
free preconditioners are mainly obtained by simpli�ed �uid-structure coupled models
where one of the following ingredients are used:

• The solid acts as a spring, leading to Robin condition for the �uid. As it is dis-
cussed in [3], the compliance of the spring plays the role of a relaxation parameter
for the Dirichlet boundary condition;

• The incompressibility of the �uid is relaxed, either by using a Chorin-Temam
projection scheme or by introducing arti�cial compressibility (see, e.g., [34]).

The rest of this chapter is organized as follows. Section 1.2 recalls the coupled prob-
lem and its time discretization. Then three iterative procedures are brie�y presented in
Section 1.3. The analysis of the third method in a linear setting is done in Section 1.4.
At last, a short numerical study are presented in Section 1.5.

1.2 Problem setting

1.2.1 The coupled problem

We consider a reference domain Ω = Ωf∪Ωs for the �uid-structure interaction problem
and we denote by Σ

def
= ∂Ωf ∩∂Ωs the �uid-structure interface in this reference con�gu-

ration. The �uid border ∂Ωf = Σ∪Γ is composed of the �uid-structure interface Σ and
of the inlet/outlet boundary Γ

def
= Γin ∪ Γout (see Figure 1.1). The solid border ∂Ωs is

split into Σ, Γd and Γn. The symbols nf and ns denote the outward unit normal to the
�uid and the solid, respectively. At time t > 0, the current con�guration of the �uid
domain, Ωf(t), is parametrized by the ALE map A def

= IΩf
+ df as Ωf(t) = A(Ωf , t),

where df : Ωf × R+ → Rd stands for the displacement of the �uid domain. In prac-
tice, df = Ext(d|Σ), where Ext(·) denotes any reasonable lifting operator from the
(reference) interface Σ into the (reference) �uid domain Ωf , which vanishes on Γ.

The strong form of the non-linear �uid-structure problem reads therefore as follows:
�nd the �uid velocity u : Ωf×R+ → Rd, (d = 2, 3) the �uid pressure p : Ωf×R+ → R,
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Figure 1.1: Geometrical description

the structure displacement d : Ωs×R+ → Rd and the structure velocity
.
d : Ωs×R+ →

Rd such that

(Fluid)


ρf∂t|Au+ ρf(u−w) ·∇u−∇ · σf(u, p) = 0 in Ωf(t),

divu = 0 in Ωf(t),

σf(u, p)nf = −p̄nf on Γ,

(1.1)

(Solid)


ρs∂t

.
d− divΠ(d) = 0 in Ωs,

.
d = ∂td in Ωs,

d = 0 on Γd,

Π(d)ns = 0 on Γn,

(1.2)

(Coupling)


df = Ext(d|Σ), w = ∂td

f on Ωf ,

u = w on Σ(t),

Π(d)ns = −Jσf(u, p)F−Tnf on Σ,

(1.3)

complemented with the initial conditions

u(0) = u0, d(0) = d0,
.
d(0) =

.
d

0
.

Here ∂t|A represents the ALE time derivative, F def
= ∇A the �uid domain gradient of

deformation and J def
= detF the Jacobian.

Remark 1.2.1. Note that the physical quantities u, p and w are de�ned in the ref-
erence �uid domain Ωf . In (1.1) and (1.3)2 they are evaluated in the current �uid
domain, Ωf(t), by composition with A−1(·, t). In order to ease the presentation, this
change of variable is not speci�ed in the equations.

The quantity p̄ represents a pressure enforced at the inlet/outlet interface Γ. The
constants ρf and ρs stand for the �uid and solid densities, respectively. The Cauchy
stress tensor is denoted by σf(u, p)

def
= −pI+2µε(u) with the dynamic viscosity µ and

ε(u)
def
= 1

2

(
∇u+∇uT

)
. At last, Π(d) denotes the �rst Piola-Kirchho� tensor.

The coupled problem (1.1)-(1.2) and (1.3) is the root problem in this thesis. A
review of the mathematical analysis for this type of problem can be found in [89]. In
particular, the next result (from [91] and [45]) states an energy inequality.
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Lemma 1.2.1. Assume that the structure is hyper-elastic (with energy density function
W ) and that the coupled �uid-structure system is isolated, ( i.e. u = 0 on Γ). Let

E(t)
def
=

∫
Ωf(t)

ρf

2
|u|2 +

∫
Ωs

ρs

2
|
.

d|2 +

∫
Ωs

W
(
d
)

be the total mechanical energy of the �uid-structure system described by (1.1)-(1.2) and
(1.3). Then, the following energy identity holds:

E(t) = E(0)−
∫ t

0

∫
Ωf(s)

2µ|ε(u)|2.

1.2.2 Time discretization

In what follows, τ > 0 denotes the time step, ∂τXn def
= (Xn − Xn−1)/τ the discrete

backward di�erence derivative and Xn− 1
2

def
= (Xn + Xn−1)/2 the mid-point approxi-

mation. We use a standard semi-implicit time discretization of (1.1) and a mid-point
(energy-preserving) scheme for the structure (1.2). For a positive integer m, Hm(Ωf)

denotes the standard Sobolev space and we de�ne Hm(Ωf)
def
=
[
Hm(Ωf)

]d. The space
Hm

Σ (Ωf) stands for the closed subspace of functions of Hm(Ωf) with zero trace on Σ.
For the sake of simplicity, we reduce the solid model to a Neumann-to-Dirichlet

map S : H1(Ωf) × L2(Ωf) → H
1
2 (Σ), that maps the couple of �uid unknowns (u, p)

to the interface restriction λ = S(u, p)
def
= d|Σ, where d is the solution of the following

problem: 

ρs

τ

( .
d−

.
d
n−1)−∇ ·Π((d+ dn−1)/2

)
= 0, in Ωs,

1

τ
(d− dn−1) =

1

2

( .
d+

.
d
n−1)

, in Ωs,

d = 0 on Γd,

Π
(
(d+ dn−1)/2

)
ns = 0, on Γn,

Π
(
(d+ dn−1)/2

)
ns = −J f,nσf(u, p)

(
F f,n

)−T
ns, on Σ.

Remark 1.2.2. From now on, the time discretized solid model will be embedded into
this black-box abstract operator S.

The time semi-discretized formulation of the coupled problem (1.1)-(1.3) with an
implicit treatment of the coupling conditions reads therefore as follows: for n > 0, �nd
the domain displacement df,n : Ωf → Rd and the �uid unknowns un : Ωf → Rd and
pn : Ωf → R such that



1.2. Problem setting 13

1. Geometry update (explicit step):
df,n = Ext(dn−1|Σ),

wn = ∂τd
f,n,

Ωf,n = (IΩf + df,n)(Ωf).

2. Fluid-structure interaction step (implicit coupling):

ρf

τ
(un − un−1)|A + ρf(un−1 −wn) ·∇un −∇ · σf(un, pn) = 0 in Ωf,n,

div un = 0 in Ωf,n,

σf(un, pn)nf = −p̄nnf on Γ,

un =
S(un, pn)− dn−1

|Σ

τ
on Σn,

(1.4)

3. Update the interface displacement

dn|Σ = S(un, pn).

Remark 1.2.3. Note that, by de�nition, all the time semi-discrete �uid �elds {un}n≥0,
{pn}n≥1 and {wn}n≥1 are de�ned in the reference con�guration Ωf . In (1.4) these �elds
are transported to Ωf,n by composition with (An)−1, where An def

= IΩf +df,n. This also
applies to the solid quantities appearing in the right-hand side of (1.4)4.

The variational form of (1.4) reads as follows: for n ≥ 0, �nd un ∈ H1(Ωf) and
pn ∈ L2(Ωf) such that

ρf

τ

(∫
Ωf,n

un · vf −
∫

Ωf,n−1

un−1 · vf

)
+ ρf

∫
Ωf,n

(
un−1 −wn

)
·∇un · vf

− ρf

∫
Ωf,n

(
∇ ·wn

)
un · vf +

∫
Ωf,n

σ(un, pn) :∇vf +

∫
Ωf,n

q divun

+

∫
Σn

(
un −

S(un, pn)− dn−1
|Σ

τ

)
· ξ = −

∫
Γ

p̄(tn)vf · n (1.5)

for all (vf , q, ξ) ∈ H1
Σ(Ωf)× L2(Ωf)× L2(Σ). Note that, or the sake of simplicity, we

have integrated the Dirichlet boundary condition on Σn in the variational formulation.

Remark 1.2.4. The test functions and the time-semidiscrete quantities are de�ned in
the reference con�guration (see Remark 1.2.3 above). Hence, each appearance of these
�elds within the integrals

∫
Ωf,n and

∫
Ωf,n−1 of (1.5) implicitly includes a composition

with (An)−1 and (An−1)−1, respectively. The same applies to the boundary integral on
Σn.
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The standard Dirichlet-Neumann iteration to solve problem (1.4) consists in setting
the initial values u0 = un−1, p0 = pn−1, λ0 = dn−1

|Σ and performing the following
iteration, until convergence:

1. Fluid step (Dirichlet): �nd (uk, pk) ∈H1(Ωf)× L2(Ωf), such that

ρf

τ
(uk − un−1)|A + ρf(un−1 −wn) ·∇uk −∇ · σf(uk, pk) = 0 in Ωf,n,

div uk = 0 in Ωf,n,

σf(uk, pk)n
f = −p̄nnf on Γ,

uk =
λk−1 − dn−1

|Σ

τ
on Σn,

(1.6)

2. Solid step (Neumann): �nd λk ∈H
1
2 (Σ) such that

λk = S(uk, pk). (1.7)

Unfortunately, added-mass issues make this iteration unconditionally unstable when
dealing with the simulation of blood �ow in large arteries because the �uid-solid density
ratio is close to 1 and the domain is lengthy (see [25]). One solution to overcome this
di�culty is to introduce a relaxation step at the end of the algorithm. Practically, the
iteration in the case of a static relaxation with parameter ω becomes:

1. Fluid step (Dirichlet): �nd (uk, pk) ∈H1(Ωf)× L2(Ωf), such that

ρf

τ
(uk − un−1)|A + ρf(un−1 −wn) ·∇uk −∇ · σf(uk, pk) = 0 in Ωf,n,

div uk = 0 in Ωf,n,

σf(uk, pk)n
f = −p̄nnf on Γ,

uk =
λk−1 − dn−1

|Σ

τ
on Σn,

(1.8)

2. Solid step (Neumann): �nd λ̃k ∈H
1
2 (Σ) such that

λ̃k = S(uk, pk). (1.9)

3. Relaxation step: set
λk = ωλ̃k + (1− ω)λk−1. (1.10)

Of course, the parameter ω has to be properly chosen and the iteration may fail to
converge if ω is to large (see [3]). A possible improvement is to use dynamic relaxation
with, for example, Aitken's formula (see [81, 85]). Nevertheless, this method still yields
very slow convergence rate and high computational costs. In this context, the purpose
of this chapter is to propose an alternative generic formulation in order to derive
iterative procedures with better numerical properties.



1.2. Problem setting 15

1.2.3 The defect-correction method

We �rst introduce some notations. Let V be the space

V
def
= H1

Σ(Ωf)× L2(Ωf)×L2(Σ),

and A : H1(Ωf) × L2(Ωf) × L2(Σ) → V ′, the �uid linear operator taken from (1.5)
and de�ned for all

(
v, q, ξ

)
∈ V by〈

A
(
u, p,λ

)
,
(
v, q, ξ

)〉
V ′,V

def
=
ρf

τ

(∫
Ωf,n

u · v −
∫

Ωf,n−1

un−1 · v
)
− ρf

∫
Ωf,n

(∇ ·wn)u · v

+ ρf

∫
Ωf,n

(un−1 −wn) ·∇u · v +

∫
Ωf,n

σ(u, p) : ε(v)

+

∫
Ωf,n

q divu+

∫
Γ

p̄(tn)v · nf

+

∫
Σn

(
u−

λ− dn−1
|Σ

τ

)
· ξ.

(1.11)
Whith this notation, problem (1.4) reduces to the determination of

(un, pn) ∈H1(Ωf)× L2(Ωf),

such that the following residual vanishes in V ′:

R
(
un, pn

) def
= A

(
un, pn,S(un, pn)

)
= 0. (1.12)

In this chapter, we use the defect-correction method (see e.g. [106]) to build a se-
quence (uk, pk) that converges towards the solution

(
un, pn

)
of (1.12). To this aim,

we introduce a variety of simpli�ed residuals denoted by R̃ as preconditioner for the
implicit coupling problem and we study the numerical properties of the following se-
quence: {

(u0, p0) = (un−1, pn−1)

R̃(uk, pk) = R̃(uk−1, pk−1)−R(uk−1, pk−1) ∀k ≥ 1,
(1.13)

From (1.13), we infer that the limit of the sequence (uk, pk) (if it exists) provides a
solution of (1.12). Moreover, the computation of (uk, pk) only requires the evaluation
R(uk−1, pk−1) of the full residual and not the resolution of the full problemR(uk, pk) =
0. The contribution of this chapter therefore consist in proposing simpli�ed residuals
R̃ that are easy to inverse and studying the convergence speed of the resulting iterative
procedure.

Remark 1.2.5. Iteration (1.13) has clear connections with the stationary Richardson

iterative method in the case where the residual R̃ is a linear operator. Indeed, in this
case, iteration (1.13) reduces to(

uk
pk

)
=

(
uk−1

pk−1

)
− R̃

−1
R(uk−1, pk−1)
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Hence, we call the simpli�ed residual R̃ a preconditioner in the following.

Remark 1.2.6. The original Dirichlet-Neumann iteration (1.6)-(1.7) can also be seen
as a defect-correction iteration with the choice

R̃(u, p) = A
(
u, p,0

)
,

which illustrate that defect-correction iteration are a convenient framework for deriving
iterative solution algorithms of problem (1.4).

1.3 Preconditionning strategies

In this section, we present four algorithms based on defect-correction iteration to solve
problem (1.5).

1.3.1 Algorithm 1: Robin-Neumann iteration

We �rst propose to use a simpli�ed solid model S̃ which is linear and reacts pro-
portionally to the stress applied to it. Namely, for all (u, p) ∈ H1(Ωf) × L2(Ωf), we
set

S̃(u, p)
def
= −ασ(u, p)nf , (1.14)

for a positive parameter α. With this model, the solid acts as a coil spring without
mass and with rigidity 1/α. The corresponding residual R̃ reads

R̃1

(
u, p

) def
= A

(
u, p, S̃(u, p)

)
.

With this choice of the preconditioner, iteration (1.13)2 writes〈
R̃1

(
uk, pk

)
, (v, q, ξ)

〉
V ′,V

=
1

τ

∫
Σn

(
S(uk−1, pk−1)− S̃(uk−1, pk−1)

)
· ξ

and leads to the following defect-correction iteration based on a Robin interface con-
dition for the �uid:

ρf uk − un

τ

∣∣∣∣
A

+ ρf(un−1 −wn) ·∇uk −∇ · σf(uk, pk) = 0 in Ωf,n,

∇ · uk = 0 in Ωf,n,

σf(uk, pk)n
f +

τ

α
uk =

τ

α

S(uk−1, pk−1)− dn−1
|Σ

τ
+ σf(uk−1, pk−1)nf on Σn,

σ(uk, pk)n
f = −p̄nf on Γ.

(1.15)
Iteration (1.15) is similar to the family of Robin-Neumann iterations proposed in [3],
with the correspondence τ/α def

= αf . In addition, the main di�erence between iteration
(1.15) and the original Dirichlet-Neumann iteration (1.8)-(1.9) is the relaxation of
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the Dirichlet boundary condition (1.6)4. Indeed, the boundary condition (1.15)3 also
writes:

uk =
S(uk−1, pk−1)− dn

τ
− α

τ

(
σf(uk, pk)n

f − σf(uk−1, pk−1)nf
)

Thus, apart from its physical interpretation, the parameter α also plays the role of a
relaxation parameter. At the limit α → 0, the relaxation vanishes and the Dirichlet
condition (1.6)4 is recovered. As for the relaxed Dirichlet-Neumann iteration (1.8)-
(1.10), numerical evidences suggests that iteration (1.15) does not converge if the
amount of relaxation α is to small and the solid model is thick-walled.

Remark 1.3.1. Since algorithm 1 introduces a free parameter α, the choice its value
is critical. In a two-dimensional linear framework involving an inviscid incompressible
�uid and the membrane model

ρsε

τ 2

(
dk − 2dn−1 + dn−2

)
+ βd = −σf(uk, pk)n

f on Σ,

for the solid, a study from [3] suggests that the optimal choice is

α = ρsε+ βτ 2, (1.16)

where ρs, ε stand for the density and thickness of the solid, respectively, and β the
zero-th order term in the solid model. In this case, the iteration always converges
without the need of relaxation step on the solid interface displacement. This optimal
value, derived from a simpli�ed problem, will be systematically chosen for the numerical
experiments in Section 1.5. However, for more complex �uid and solid models, the
convergence of (1.15) with the value of the parameter given by (1.16), the convergence
is not guaranteed.

1.3.2 Algorithm 2: Projection scheme

In this section, we propose to use a semi-implicit coupling scheme proposed in [47] (see
also [5, Section 3.3]) as preconditioner for the coupled problem (1.4). This semi-implicit
coupling scheme implicitly couples the �uid pressure with solid unknowns while leaving
the treatment of the viscous e�ects in the �uid explicit. In strong form, this coupling
scheme reads as follows:

1. Fluid advection-di�usion step (explicit): �nd ũn ∈H1(Ωf) such that
ρf ũ

n − un−1

τ

∣∣∣∣
A

+ ρf(ũn−1 −wn) ·∇ũn − 2µ∇ · ε(ũn) = 0 in Ωf,n,

2µ ε(ũn) = 0 on Γ,

ũn = ∂τd
n−1
|Σ on Σn.

(1.17)
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2. Projection step (implicit coupling): �nd (un, pn) ∈H1(Ωf)× L2(Ωf) such that

ρf u
n − ũn

τ

∣∣∣∣
A

+∇pn = 0 in Ωf,n,

∇ · un = 0 in Ωf,n,

pn = p̄(tn) on Γ,

un · nf = S(ũn, pn) · nf on Σn.

(1.18)

Here, we reformulate the coupling scheme (1.17)-(1.18). We add equation (1.18)1 writ-
ten at time tn−1 to (1.17)1 and we reformulate problem (1.18) into a pure Poisson
problem. The resulting coupling scheme reads as follows:

1. Fluid viscous advection-di�usion step (explicit): �nd ũn ∈H1(Ωf) such that
ρf ũ

n − ũn−1

τ

∣∣∣∣
A

+ ρf(ũn−1 −wn) ·∇ũn − 2µ∇ · ε(ũn) = −∇pn−1 in Ωf,n,

ũn = ∂τd
n−1
|Σ on Σn,

2µ ε(ũn)nf = 0 on Γ.
(1.19)

2. Fluid projection step (implicit): �nd pn ∈ L2(Ωf) such that

τ

ρf
∆pn =∇ · ũn in Ωf,n,

τ

ρf

∂pn

∂n
= −

(
S(ũn, pn)− 2dn−1

|Σ + dn−2
|Σ

τ

)
· nf on Σn,

pn = p̄(tn) on Γ.

(1.20)

Inspired from (1.19)-(1.20), we propose to use the following preconditioner:〈
R̃2

(
u, p

)
, (v, q, ξ)

〉
V ′,V

def
=
ρf

τ

(∫
Ωf,n

u · v −
∫

Ωf,n−1

un−1 · v
)
− ρf

∫
Ωf,n

(∇ ·wn)u · v

+ ρf

∫
Ωf,n

(un−1 −wn) ·∇u · v +

∫
Ωf,n

σ(u, pn−1) : ε(v)

+

∫
Ωf,n

q divu+
τ

ρs

∫
Ωf,n

∇p ·∇q −
∫

Γ

γ (p− p̄(tn)) q

+

∫
Σn

S̃(un−1, p)− 2dn−1
|Σ + dn−2

|Σ

τ
· nfq

+

∫
Σn

(
u−

dn−1
|Σ − dn−2

|Σ

τ

)
· ξ.

(1.21)
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Note that we did not enforce pn = p̄ as a standard Dirichlet condition in (1.21) as it
is done for the pressure problem (1.20). Indeed, p̄nf represents the full stress applied
on the interface Γ and not only the pressure pn. However, we recall that this problem
will only be used as preconditioner. Therefore we wrote a Robin condition on the
pressure for the projection step, involving a free parameter γ. Numerical experiments
shows that the value of this parameter does not have a big in�uence on the convergence
properties of the resulting iteration.

Another key di�erence between the preconditioner (1.21) and problem (1.19)-(1.20)
is the introduction of the simpli�ed solid operator (1.14). The implicit coupling with the
simpli�ed structure is thus embedded into the pressure problem as a Robin condition
for the pressure.

The defect-correction method yields the following iteration: �nd (uk, pk) ∈
H1(Ωf)× L2(Ωf), such that

ρf

τ

(∫
Ωf,n

uk · v −
∫

Ωf,n−1

un−1 · v
)
− ρf

∫
Ωf,n

(∇ ·wn)uk · v

+ ρf

∫
Ωf,n

(un−1 −wn) ·∇uk · v +

∫
Ωf,n

σ(uk, pk−1) : ε(v)

+

∫
Ωf,n

q divuk +
τ

ρs

∫
Ωf,n

∇(pk − pk−1) ·∇q −
∫

Γ

γ(pk − pk−1)q

+

∫
Σn

S̃(uk−1, pk)− S̃(uk−1, pk−1)

τ
· nfq

+

∫
Σn

(
u−

S(uk−1, pk−1)− dn−1
|Σ

τ

)
· ξ +

∫
Γ

p̄(tn)v · nf = 0.

(1.22)

for all (v, q, ξ) ∈ V .
For the sake of clarity, we also present the strong form of problem (1.22):

1. Fluid step: �nd uk ∈H1(Ωf) such that
ρf ũ

n − ũn−1

τ

∣∣∣∣
A

+ ρf(un−1 −wn) ·∇uk − 2µ∇ · ε(uk) = −∇pk−1 in Ωf,n,

uk =
S(uk−1, pk−1)− dn−1

|Σ

τ
on Σn,

2µ ε(uk)n
f = (pk−1 − p̄)nf on Γ,

(1.23)

2. Projection step: �nd pk ∈ L2(Ωf) such that

τ

ρf
∆pk =

τ

ρf
∆pk−1 +∇ · uk in Ωf,n,

τ

ρf

∂pk
∂n

+
α

τ
pk =

τ

ρf

∂pk−1

∂n
+
α

τ
pk−1 on Σn,

τ

ρf

∂pk
∂n

+ γpk =
τ

ρf

∂pk−1

∂n
+ γpk−1 on Γ.

(1.24)
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Remark 1.3.2. At the limit k → ∞, the projection step (1.24)1 simply reduces to
∇ · u = 0 and the boundary conditions (1.24)2 and (1.24)3 vanish. In the �uid step
(1.23), the full Neumann condition (1.4)3 on Γ is recovered from (1.23)3.

In addition to Algorithm (1.15), this iterative procedure has three remarkable features:

• It enables a separate resolution of the �uid velocity uk and the �uid pressure pk,
leading to savings in terms of computational cost.

• The pressure step represents a relaxation of the incompressibility condition (1.4)2,
which was not present in Algorithm (1.15) . Besides, the Dirichlet condition from
the Dirichlet-Neumann iteration (1.6)-(1.7) is preserved.

• Interestingly, the coupling between the solid model and the �uid pressure only
reveals through the term ∇ · uk+1. As we shall see in numerical experiments
below, it is su�cient to ensure added-mass insensitivity.

1.3.3 Algorithm 3: Arti�cial compressibility

The next preconditioner also involves a relaxation of the �uid incompressibility. It is
inspired from [33] (see also [77]). The relaxation of the incompressibility condition is
achieved through an arti�cial compressibility term, where the divergence of the �uid
velocity is proportional to the time derivative of the pressure as follows:

∇ · u = −c ∂tp, (1.25)

with c a positive constant.

Remark 1.3.3. For a compressible �uid, when there is an accumulation of mass some-
where (∇ · u < 0), then the pressure grows (∂tp > 0). Hence the sign of c is positive.

In this case, our preconditioner writes

〈
R̃3

(
u, p

)
, (v, q, ξ)

〉
V ′,V

def
=
ρf

τ

(∫
Ωf,n

u · v −
∫

Ωf,n−1

un−1 · v
)
− ρf

∫
Ωf,n

(∇ ·wn)u · v

+ ρf

∫
Ωf,n

(un−1 −wn) ·∇u · v +

∫
Ωf,n

σ(u, p) : ε(v)

+

∫
Ωf,n

q divu− c

τ

∫
Ωf,n

(p− pn−1)q

+

∫
Σn

(
u−

dn−1
|Σ − dn−2

|Σ

τ

)
· ξ,

(1.26)
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for all (v, q, ξ) ∈ V , and the corresponding iterative procedure reads as follows: �nd
(uk, pk) ∈H1(Ωf)× L2(Ωf), such that

ρf

τ

(∫
Ωf,n

uk · v −
∫

Ωf,n−1

un−1 · v
)
− ρf

∫
Ωf,n

(∇ ·wn)uk · v

+ ρf

∫
Ωf,n

(un−1 −wn) ·∇uk · v +

∫
Ωf,n

σ(uk, pk) : ε(v)

+

∫
Ωf,n

q divuk −
c

τ

∫
Ωf,n

(pk − pk−1)q

+

∫
Σn

(
u−

S(uk−1, pk−1)− dn−1
|Σ

τ

)
· ξ +

∫
Γ

p̄(tn)v · nf = 0.

(1.27)

for all (v, q, ξ) ∈ V . In strong form, iteration (1.27) writes: �nd (uk, pk) ∈ H1(Ωf)×
L2(Ωf), such that

ρf uk − un−1

τ

∣∣∣∣
A

+ ρf(un−1 −wn) ·∇uk −∇ · σf(uk, pk) = 0 in Ωf,n,

∇ · uk = −c pk − pk−1

τ
in Ωf,n

uk =
S(uk−1, pk−1)− dn−1

|Σ

τ
n on Σn

(1.28)

Remark 1.3.4. A variant of this scheme is to localize the arti�cial compressibility
only on the interface (see [33]). In this case, equation (1.28)2 becomes

∇ · uk = −c pk − pk−1

τ
δΣ,

where δΣ stands for the Dirac distribution on the interface.

In this scheme, the Dirichlet boundary condition (1.28)3 is not modi�ed with re-
spect to the standard Dirichlet-Neumann procedure (1.6)-(1.7). However, the main
ingredient in this iterative procedure is the relaxation of the divergence-free constraint
(1.28)2.

As Algorithm 1, problem (1.28) involves a free parameter c that acts as a relaxation
parameter. Therefore we expect that the convergence properties of this iteration highly
depend on its value. The mathematical properties of iteration (1.28) depending on the
value of c in a simpli�ed linear setting is the purpose of next section.

1.4 Study of Algorithm 3 in a linear framework

In this section, we consider a two-dimensional inviscid incompressible �uid in a �xed
rectangular geometry such that Ωf = [0, L]× [0, R]. The solid is represented by mem-
brane model on Σ = [0, L]×{R}. The inlet and outlet boundaries are Γin = {0}×[0, R]
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and Γout = {L}× [0, R] respectively. Symetry conditions are enforced at the boundary
Γ = [0, L]× {0}.

The solid, whose transverse displacement is denoted by d, is represented by a mem-
brane equation on Σ, including a zero-th order term βd with β > 0.

This simpli�ed model has been studied in [3] for the derivation of the optimal
value of α in Robin-Neumann iterations (Algorithm 1). Here we propose to study the
behavior of the iterative procedure given by Algorithm 3 (iteration (1.28)). In this
framework, the coupled problem into consideration reads as follows: �nd (uk, pk) ∈
H1(Ωf)× L2(Ωf) and dk ∈ H

1
2 (Σ) such that



ρf uk − un−1

τ
+∇pk = 0 in Ωf ,

∇ · uk = −c pk − pk−1

τ
in Ωf ,

uk =
dk−1 − dn−1

τ
nf on Σ,

pk = p̄ on Γin ∪ Γout,

∂pk
∂n

= 0 on Γ,

ρsε
dk − 2dn−1 + dn−2

τ 2
+ β dk = pk on Σ.

(1.29)

If we take the divergence of (1.29)1 and thanks to the relation ∇ · un−1 = 0, we
can eliminate the �uid velocity and problem (1.29) reduces to the following pressure
problem: �nd the pressure pk ∈ L2(Ωf) such that

(
∆− ρf c

τ 2

)
pk = −ρ

f c

τ 2
pk−1 in Ωf ,

∂pk
∂n

= − ρf

ρsε+ βτ 2
pk−1 + vn−1 on Σ,

∂pk
∂n

= 0 on Γ,

pk = p̄ on Γin ∪ Γout.

(1.30)

with

vn−1
def
=
ρf

τ
un−1 · nf +

ρf

τ 2
dn−1 − ρfρsε

τ 2 (ρsε+ βτ 2)
(2dn−1 − dn−2).

The iterative procedure for the sequence pk therefore reads:

pk = M pk−1 + rn−1,
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where rn−1 denotes the solution of

(
∆− ρf c

τ 2

)
rn−1 = 0 in Ωf ,

∂rn−1

∂n
= vn−1 on Σ,

∂rn−1

∂n
= 0 on Γ,

rn−1 = p̄ on Γin ∪ Γout,

(1.31)

and M the automorphism of L2 that maps pk−1 to the solution p of

(
∆− ρf c

τ 2

)
p = −ρ

f c

τ 2
pk−1 in Ωf ,

∂p

∂n
= − ρf

ρsε+ βτ 2
pk−1 on Σ,

∂p

∂n
= 0 on Γ,

p = 0 on Γin ∪ Γout.

(1.32)

Hence the spectrum of M and more precisely its spectral radius governs the con-
vergence speed of iteration (1.29). We now state the main result of this part:

Theorem 1.4.1. The spectral radius ρ(c) of the operator M has the following proper-
ties:

• If c is large, ρ(c) is increasing and

lim
c→+∞

ρ(c) = 1−.

• If c is small, ρ(c) is decreasing and

lim
c→0

ρ(c) =
ρfL

π(ρsε+ βτ 2)
tanh−1

(
πR

L

)
.

Proof. We look for eigenfunctions of the operator M that writes p(x, y) = p1(x) p2(y)
for an (unknown) eigenvalue λ. Owing to (1.32), the relation Mp = λ p yields the
following problem: 

∆p =
ρf c

τ 2

(
1− 1

λ

)
p in Ωf ,

∂p

∂n
= − ρf

λ (ρsε+ βτ 2)
p on Σ,

∂p

∂n
= 0 on Γ,

p = 0 on Γin ∪ Γout.

(1.33)
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The Dirichlet condition on Γin ∪ Γout enforces

p1(x) = sin

(
k π x

L

)
for some k ∈ Z. Then, owing to (1.33)1, the function p2 is a solution of the following
ODE:

p′′2(y)

p2(y)
=
ρf c

τ 2

(
1− 1

λ

)
+
k2 π2

L2
(1.34)

Now we have to make an assumption for the sign of the right-hand side of (1.34). If
we suppose that

ρf c

τ 2

(
1− 1

λ

)
+
k2 π2

L2
= ξ2 ≥ 0, (1.35)

then, thanks to p′2(0) = 0, we have

p(x, y) = sin

(
kπx

L

)
cosh (ξy) .

Conversely, for all k > 0, the function de�ned above is an eigenfunction of the operator
M if there exist a couple (λ, ξ) ∈ R×R+ such that the Neumann boundary condition
(1.33)2 on Σ and (1.35) hold. This leads to the following non-linear system:

ξ tanh (Rξ) = − ρf

λ (ρsε+ βτ 2)
,

λ =
1

1− τ 2

ρf c

(
ξ2 − k2 π2

L2

) . (1.36)

We now introduce the notation c0
def
= τ 2/(ρfR2) and the following dimensionless quan-

tities: 

z
def
= Rξ,

γk
def
=
kπR

L
,

δ
def
=
ρsε+ βτ 2

ρfR
,

ν
def
=

c

c0

.

With these new de�nitions, system (1.36) reduces to
1 + δz tanh z =

1

ν

(
z2 − γ2

k

)
,

λ = − 1

δz tanh z
.

(1.37)

We introduce the continuous functions f : z 7→ 1 + δz tanh z and gk : z 7→ 1

ν
(z2 − γ2

k)

over R+. The next lemma states some properties of the solutions of system (1.37).
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Figure 1.2: Plot of f : z 7→ 1 + δz tanh z (red), plot of gk : z 7→ (1/ν)(z2 − γ2
k) (green).

Lemma 1.4.1. Let k be given. Then there exist a unique solution (zk, λk) ∈ R+ × R
of system (1.37).

Proof. We �rst focus on the existence of zk. We have

gk(0) < 0 < f(0) = 1,

and, in the neighborhood of +∞, we have f(z) = δz + o(z) and gk(z) = z2/ν + o(z2).
Therefore, there exist at least one solution zk of (1.37)1. At last, the value λk is given
by (1.37)2. Figure 1.2 represents the functions f and gk on the same plot.

We now prove that the solution (zk, λk) is unique. Let φ : z 7→ f(z) − gk(z). We
have that

1

δ
φ′(z) = tanh z + z

(
1− tanh2 z

)
− 2

δν
z,

and
1

2δ
φ′′(z) = (1− tanh2 z)(1− z tanh z)− 1

δν

for all z ∈ R+. If we suppose that δν ≤ 1 (see Figure 1.3, left), then φ′′ is negative
over R+, meaning that φ′ is strictly decreasing. In addition, since φ′(0) = 0, we have
that φ′ is strictly negative over R+∗ and, �nally, φ is strictly decreasing. Therefore, the
solution zk is unique in this case.

We now deal with the case δν ≥ 1 (see Figure 1.3, right). We seek for the solutions
of φ′(z) = 0. We have

φ′(z) = 0⇔ z = 0 or
tanh z

z
+ 1− tanh2 z =

2

δν
.

Since the function z 7→ (tanh z)/z + 1− tanh2 z is a strictly decreasing bijection from
R+ to ]0, 2] and that the right-hand side 2/δν lies in ]0, 2], we get that the function φ′

has only two zeros in R+ and we denote by z0 the strict positive one. Therefore, the
function φ′ is positive on [0, z0] and negative on [z0,+∞[. Finally, the solution zk is
still unique in this case.
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Figure 1.3: Shape of function φ. Left: δν ≤ 1, Right: δν > 1

Figure 1.4: Plot of functions f (red), gk1 (green) and gk2 (blue) with k1 < k2.

Lemma 1.4.2. The sequence zk is increasing. Moreover, for all integer k ≥ 1, we have

γk < zk <
δν +

√
(δν)2 + 4(ν + γ2)

2
.

Proof. Let (k1, k2) ∈ N∗ × N∗ such that k1 < k2. Then we have that

f(zk1) = gk1(zk1) > gk2(zk1).

Therefore, f(zk1)− gk2(zk1) > 0 and zk2 > zk1 . This situation is detailed in Figure 1.4.
Using the same argument, gk(γk) = 0 < f(γk) implies that zk > γk for all integer k.

Finally, we note that, for all z > 0, we have f(z) < 1 + δz. Since the solution z+
k of

gk(z) = 1 + δz is the root of a second-order polynomial, we get

zk < z+
k =

δν +
√

(δν)2 + 4(ν + γ2)

2
(1.38)

for all integer k.

We resume to the mathematical study of system (1.37). Owing to (1.37)2 and
Lemmas 1.4.1 and 1.4.2, we have a �rst increasing family of negative eigenvalues.



1.4. Study of Algorithm 3 in a linear framework 27

Thus, the spectral radius of iteration is governed by |λ1|. The next lemma is devoted
to the study of the variations of z1(ν), implicitly de�ned as a function of ν.

Lemma 1.4.3. The function ν 7→ z1(ν) is increasing and we have{
z1(ν) = δν + o+∞(ν)

z1(ν) = γ1 + o0(1)
(1.39)

Proof. Let (ν1, ν2) ∈ R+ × R+ such that ν1 < ν2. Then for all z > γ1, we have

1

ν1

(z2 − γ2
1) >

1

ν2

(z2 − γ2
1)

Therefore, owing to the arguments developed in the proof of Lemma 1.4.2, we infer
that the function ν 7→ z1(ν) is increasing. For the sake of clearness, the situation is
represented in Figure 1.5. Besides, from (1.38), we get that

lim
ν→0

z1(ν) = γ1

We now prove the �rst asymptotic result (1.39). We �rst infer that limν→+∞ z1(ν) =
+∞. Otherwise, if z1(ν) were bounded, equation (1.37)1 leads to a contradiction.
Finally, since 1 + δz1(ν) tanh z1(ν) = δz1(ν) + o+∞(z1(ν), (1.39)1 follows from (1.37)1.

To sum up, owing to (1.37) and Lemma 1.4.3, the quantity |λ1(ν)| is a decreasing
function of ν and the following limits hold:

lim
ν→0
|λ1(ν)| = 1

δγ1 tanh γ1

,

lim
ν→+∞

|λ1(ν)| = 0.
(1.40)

Now we deal with the case where

ρf c

τ 2

(
1− 1

λ

)
+
k2 π2

L2
= −ξ2 ≤ 0.

The same arguments as above yield new eigenfunctions

p(x, y) = sin

(
kπx

L

)
cos (ξy) .

Thus, owing to condition (1.33)2, we are now interested in the solutions (z, λ) of the
following system: 

δz tan z = 1 +
1

ν

(
z2 + γ2

k

)
,

λ =
1

δz tan z
.

(1.41)

We de�ne the functions h : z 7→ δz tan z and g̃k : z 7→ 1
ν

(z2 + γ2
k) over R+∗. The next

lemma is devoted to the mathematical study of system (1.41).
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Figure 1.5: Plot of functions f (red), g1 with ν = ν1 (blue) and ν = ν2 (green) with ν1 < ν2.

Figure 1.6: plot of functions h (red) and g̃k (green).

Lemma 1.4.4. For all k ∈ N∗, system 1.41 has an in�nite number of solutions,
denoted by (zk,p, λk,p) for p ∈ N. Moreover, the sequence (zk,0)k∈N∗ is increasing.

Proof. Let k ∈ N∗. The function g̃k is a bijection of every interval of the form [pπ, (p+
1
2
)π[ into R+. Thus, there exists a family (zk,p)(k,p)∈N∗×N of solutions of (1.41)1. The

corresponding values (λk,p)(k,p)∈N∗×N are derived from (1.36)2. For the sake of clarity,
the situation is represented in Figure 1.6.

We now focus on the properties of the sequence (zk,0)k∈N∗ . Let (k1, k2) ∈ N∗ × N∗
such that k1 < k2. Then we have that

g̃k1(z) < g̃k2(z)

for all z > 0 as shown in Figure 1.4. Thus, using arguments from Lemma 1.4.2, the
sequence (zk,0)k∈N∗ is increasing and the lemma is proved.

From (1.41) and Lemma 1.4.4, we infer that the largest eigenvalue of the family
(λk,p)(k,p)∈N∗×N is λ1,0. The next lemma is devoted to the study of the function ν 7→
z1,0(ν).
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Figure 1.7: plot of functions h (red), g̃k1 (green) and g̃k2 (blue) with k1 < k2.

Figure 1.8: plot of functions h (red), g̃1 with ν = ν1 (blue) and ν = ν2 (green) with ν1 < ν2.

Lemma 1.4.5. The function ν 7→ z1,0(ν) is decreasing. Moreover, we have the limits lim
ν→+∞

z1,0(ν) =
π

2

lim
ν→0

z1,0(ν) = z−
(1.42)

where z− is the unique solution in [0, π/2[ of z− tan z− = 1/δ.

Proof. Let (ν1, ν2) ∈ R+ × R+ such that ν1 < ν2. Then for all z > 0, we have

1 +
1

ν1

(z2 + γ2
1) > 1 +

1

ν2

(z2 + γ2
1)

This situation is represented in Figure 1.4. Using arguments from Lemma 1.4.2, we
conclude that the function ν 7→ z1,0(ν) is decreasing. Finally, the inferred limits follow
from (1.41)1, where we make ν tend to 0 and +∞.
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To sum up, owing to (1.41) and Lemma 1.4, the eigenvalue λ1,0(ν) is an increasing
function of ν and has the following limits: lim

ν→0
λ1,0(ν) = 0

lim
ν→+∞

λ1,0(ν) = 1
(1.43)

We conclude the proof of Theorem 1.4.1. Owing to (1.40) and (1.43), we have the
following alternative:

• If ν is large (this is the case, in particular, when c tends to +∞), the spectral
radius is dictated by λ1,0(ν). Therefore, ρ(c) is increasing and tends to 1.

• If ν is small (this is the case, in particular, when c tends to 0), the spectral radius
is dictated by |λ1(ν)|. Therefore, ρ(c) is decreasing and

lim
c→0

ρ(c) =
ρfL

π(ρsε+ βτ 2)
tanh−1

(
πR

L

)
.

Roughly speaking, Theorem 1.4.1 explains the low convergence speed if c is large
and the possible lack of convergence if c is small and

ρfL

π(ρsε+ βτ 2)
tanh−1

(
πR

L

)
> 1

However, the optimal value of c is hard to derive in this framework. Indeed, the implicit
relation

|λ1(ν)| = λ1,0(ν).

has to be solved. As we shall see in the next section, the localization of the arti�cial
incompressibility on the interface makes the analysis easier.

1.4.1 Interface arti�cal compressibility

A variant of the iterative procedure (1.29) is to localize the compressibility only on
the interface. We now consider the following iteration: �nd (uk, pk) ∈H1(Ωf)×L2(Ωf)
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and dk ∈ H
1
2 (Σ) such that

ρf uk − un−1

τ
+∇pk = 0 in Ωf ,

∇ · uk = −c pk − pk−1

τ
δΣ in Ωf ,

uk =
dk−1 − dn−1

τ
n on Σ

pk = p̄ on Γin ∪ Γout,

∂pk
∂n

= 0 on Γ,

ρsε
dk − 2dn−1 + dn−2

τ 2
+ β dk = pk on Σ.

(1.44)

The next theorem gives an explicit form for the spectral radius of iteration (1.44):

Theorem 1.4.2. The spectral radius ρ(c) of this iteration writes

ρ(c) =

∣∣∣∣∣∣∣∣
c− τ 2

ρsε+ βτ 2

c+
πτ 2

ρf L
tanh

(
π R

L

)
∣∣∣∣∣∣∣∣ .

Proof. The outline of the proof is similar to the one of Theorem 1.4.1. The reduction
of problem (1.44) into a pure pressure problem writes:

∆pk = 0 in Ωf ,

∂pk
∂n

+
ρf c

τ 2
pk = − ρf

(ρsε+ βτ 2)
pk−1 +

ρf c

τ 2
pk−1 + vn−1 on Σ,

pk = p̄ on Γin ∪ Γout

dpk
dn

= 0 on Γ,

(1.45)

with

vn−1
def
=
ρf

τ
un−1 · nf +

ρf

τ 2
dn−1 − ρfρsε

τ 2 (ρsε+ βτ 2)
(2dn−1 − dn−2).

Therefore, we are interested in the following eigenvalue problem: �nd (λ, p) such that

.



∆p = 0 in Ωf

∂p

∂n
+

ρf

λ (ρsε+ βτ 2)
p+

ρf c

τ 2
(1− 1

λ
) p = 0 on Σ

p = 0 on Γin ∪ Γout

∂pk
∂n

= 0 on Γ

(1.46)
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The analysis of problem is much simpler than problem (1.33). Indeed, owing to (1.46)1

and to the boundary conditions (1.46)3 and (1.46)4, we get eigenfunctions that write

p(x, y) = sin

(
kπ x

L

)
cosh

(
kπ y

L

)
and the corresponding eigenvalue satis�es:

kπ

L
tanh

(
kπ R

L

)
+
ρf c

τ 2
(1− 1

λ
) +

ρf

λ

1

ρsε+ βτ 2
,

which leads to

λk =

c− τ 2

ρsε+ βτ 2

c+
kπτ 2

ρf L
tanh

(
kπ R

L

) .
Since c > 0, we infer that |λk| is a decreasing sequence. We conclude that the spectral
radius ρ(c) of the iteration is equal to |λ1| and the theorem is proved.

Remark 1.4.1. The optimal value of c in this case is τ2

ρsε+βτ2
coinciding with the

optimal value of α = τ/αf (see Remark 1.3.1). This is somehow not surprising since a
certain similarity can be demonstrated between Algorithm 1 and Algorithm 3 as shown
in [31].

1.5 Numerical results

The numerical experiments are made with FreeFEM++ [70] in a two-dimensional
rectangular 2D geometry with L = 10, R = 0.5 and ε = 0.1 (all units are given in
the CGS system). Boundary conditions are p̄ = 0 on the outlet boundary (x = L)
and p̄ = 104 during Ti = 5 × 10−3 at the inlet boundary (x = 0). The �uid and solid
densities are ρf = 1 and ρs = 1.1, respectively. The �uid viscosity is set to µ = 0.035
and the structure has a Young modulus of E = 3 × 108 and a Poisson coe�cient of
ν = 0.3. The time step is τ = 10−4 and the �nal time is T = 15×10−3. We use a space
discretization based on P2/P1 �nite elements with a mesh size of h = 0.1.

The three algorithms presented in section 1.3 are compared to the standard
Dirichlet-Neumann iterations with Aitken's dynamic relaxation (see [81, 85]). They
all require the speci�cation of a free parameter. We choose to set it at its optimal
value (derived in the case of a linear simpli�ed model), namely

c = α =
τ 2

ρsε+ βτ 2
.

Figure 1.9 (Left) presents the mean number of iteration needed per time step for
di�erent values of the domain length. We clearly see that the Dirichlet-Neumann iter-
ations are sensitive to a variation of the domain length. The performances deteriorates
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Figure 1.9: Mean number of iteration per time step.

when the domain in lengthy. This is a well-known illustration of the added-mass e�ect.
The three preconditioned algorithms are rather insensitive to this e�ect and provide
better performances. Note that Algorithm 3 yields better performances than the other
algorithms.

Figure 1.9 (Right) presents the mean number of iteration needed per time step
for di�erent values of the domain solid density. We see that algorithms 1-3 are still
sensitive to the solid density. However, for physiological values of ρs, the performances
are better than the standard Dirichlet-Neumann iterations. Algorithm 3 still represents
the best alternative in this test-case.

Table 1.1 presents the CPU time needed to compute 20 time steps (in adimensional
units). Algorithm 2 becomes faster as the mesh size h tends to 0 since it allows a
separate resolution of the �uid velocity and pressure.

h 0.04 0.05 0.08 0.1 0.2

Algorithm 1 34 22,6 9,4 6,5 1,8

Algorithm 2 21,2 14,5 5,5 3,8 1

Algorithm 3 49 32 12 7,6 1,5

Table 1.1: Elapsed CPU time to compute 20 time steps (adimentionnal units)

1.6 Conclusion

In this chapter, we discussed three algorithms for the solution of semi-implicit cou-
pling (geometrical ALE non-linearities are treated explicitly) in incompressible �uid-
structure iteration. Although some of them (Algorithms 1 and 3) have already been
proposed in the literature, we present them in the framework of defect-correction iter-
ations. The main ingredient of these algorithms is the relaxation of either the velocity
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continuity constraint or the �uid incompressibility. Algorithm 2 enables a separate
resolution of the �uid velocity and pressure which can be interesting from the compu-
tational and implementation standpoints.

We have also provided a comprehensive study of Algorithm 3 (arti�cial compress-
ibility) and a major variant where the arti�cial compressibility is only located on the
interface in a representative linear setting. This study shows that the iteration may
fail to converge when the parameter c that relaxes the incompressibility constraint
is too small. In addition, the optimal value of c, derived from the interface arti�cial
compressibility model in a simpli�ed linear setting, coincides with the optimal value
of α for Algorithm 1, suggesting some similarities between Robin-Neuman iterations
and the arti�cial compressibility (see [31]).

Numerical evidences has shown that the methods discussed are less sensitive to the
added-mass e�ect that the standard Dirichlet-Neumann iterations, especially concern-
ing the domain length.

All these methods involve a free parameter whose value has to be properly chosen.
In the next chapters, we will propose alternative iterative procedures that congerge
without the need of tuning any free parameter (see Sections 2.5 and 3.3.4).



Chapter 2

Robin-Neumann explicit coupling schemes

for the coupling with a thin-walled structure

The results presented in this chapter lead to the paper [56]: M.A. Fernández, J. Mul-
laert, M. Vidrascu. Explicit Robin-Neumann schemes for the coupling of in-
compressible �uids with thin-walled structures. Comput. Methods Appl. Mech.
Engrg., 267:566�593, 2013.
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2.1 Introduction

In this Chapter, we introduce a class of explicit coupling schemes for the numerical
solution of �uid-structure interaction problems involving a viscous incompressible �uid
and a general thin-walled structure (e.g., including damping and non-linear behavior).
The methods proposed build on the Robin-Neumann splitting paradigm introduced
[44] for the coupling of a linear purely elastic thin-solid model (string or membrane)
and a Stokesian �ow.

The �rst novelty of this chapter concerns the presence of physical dissipation (damp-
ing) in the thin-solid model. It is well known that much materials exhibit viscoelastic
behavior and this is, in particular, the case of biological tissue (see, e.g., [79, 24, 115]).
Since viscoelastic constitutive laws (e.g., Kelvin-Voigt model) introduce hydrodynamic
e�ects within the solid equation, one can think of implicitly embeddeding this contri-
butions within the �uid, trough a non-standard Robin condition, and then solve for
the solid with the remaining purely elastic contributions (see [67, 43, 88, 15] and Re-
marks 2.3.1 and 2.3.2 below). Unfortunately, this strategy yields a coupling scheme
which is not explicit and the corresponding solution procedure is not partitioned, since
the solid viscous contribution must be integrated within the �uid solver. On the other
hand, if we keep the whole viscoelastic contribution in the solid solver, the parabolic
part of coupled system is not fully implicitly treated and, hence, one could argue that
this might yield restrictive stability time-step restrictions (see below). In this chapter,
we consider the latter approach, the whole solid viscoelastic contribution is explicitly
coupled with the �uid using the inherent Robin consistency of the interface coupling.

The second contribution of this chapter has to do with the formulation of the ex-
plicit coupling schemes. We propose a new Robin-Neumann coupling paradigm which
enables the �uid-solid splitting exclusively in terms of the solid velocity and �uid
stress on the interface. A remarkable feature of this new formulation is its intrinsic
character, in the sense that it avoids the extrapolations of the solid viscoelastic terms
within the �uid. Hence, the resulting solution procedures are genuinely partitioned.
This is, in particular, essential for the coupling with Reissner-Mindlin shell models,
commonly used in engineering practice (see, e.g, [26, 10]), and that include transverse
shear strain e�ects via rotation surface vectors (independent of the mid-surface dis-
placements). Indeed, the intrinsic Robin interface condition removes the ambiguity in
the extrapolation of rotation unknowns and of non-linear terms. The explicit coupling
schemes are then formulated in a fully non-linear setting, involving the incompressible
Navier-Stokes equations (ALE formalism) and a non-linear viscoelastic shell model.
The main idea consists in combining the Robin-Neumann splitting proposed with a
explicit treatment of the �uid domain motion.

The third novelty concerns the numerical analysis of the methods within a rep-
resentative linear setting, involving a Stokesian �uid and a viscoelastic thin-walled
solid (string or membrane). By generalizing the arguments reported in [44], a priori
energy and error estimates are provided for all the variants (i.e., with and without
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extrapolations). The analysis shows, in particular, that the sole implicit treatment of
the solid inertia within the �uid is enough to guarantee (added-mass free) stability.
In the case of the coupling with a purely elastic structure, this stabilization mecha-
nism has been originally demonstrated in [67] (and in [93] in a non-linear setting) for
the kinematically coupled scheme (i.e., without extrapolation), and then in [44] for
optimally accurate �rst-order schemes (i.e., with extrapolation). The present analy-
sis shows that, in the case of the coupling with a viscoelastic structure, the explicit
treatment of the solid viscous contribution in the �uid does not perturb the overall
stability of the variants without extrapolation and with �rst-order extrapolation. For
the scheme with second-order extrapolation, however, a 2-CFL (parabolic CFL) con-
dition is required for stability, instead of the mild 6/5-CFL (quasi-hyperbolic CFL)
condition derived in [44] without solid damping, or in [43] with an implicit treatment
of the solid damping in the �uid. As regards accuracy, sub-optimal time-convergence
is obtained for the variant without extrapolation and optimal accuracy is expected for
the schemes with �rst- and second-order extrapolations. In particular, the method with
�rst-order extrapolation is (to our knowledge) the �rst explicit coupling scheme which
guaranties unconditional stability and optimal (�rst-order) accuracy for the considered
model problem.

The fourth contribution of this chapter deals with the partitioned solution of im-
plicit coupling, via the iterative Robin-Neumann procedures introduced in [3]. So far
the convergence analysis of these methods has been addressed in speci�c simpli�ed
models (e.g., inviscid �uid) and in particular geometrical con�gurations (e.g., a rect-
angle), using modal analysis (see [3]). In this work, we show that the the stability
analysis of the explicit Robin-Neumann coupling schemes can be reshaped to derive,
using energy arguments, a general result on the (added-mass free) convergence of these
iterative methods. To the best of our knowledge, the error estimate proposed is the
�rst which yields convergence towards the implicit coupling solution in such a general
setting. The key argument consists in interpreting the explicit coupling schemes as sin-
gle iterations of a parameter free Robin-Neumann iterative procedure for the solution
of implicit coupling.

Finally, a comprehensive list of numerical experiments, based on di�erent linear
and non-linear �uid-structure interaction examples from the literature, supports the
above �ndings.

This chapter is organized as follows. In Section 2.2, we present the linear continu-
ous setting which serves as model coupled problem. In Section 2.3, we introduce the
Robin-Neumann explicit coupling schemes and their di�erent formulations within a
linear time semi-discrete framework. We also discuss the connections with the parti-
tioned solution of implicit coupling in section 2.5. Section 2.4 and 2.6 are devoted to
the stability and convergence analysis of the methods. In Section 2.7, we present the
generalization of the schemes to the non-linear case. The numerical experiments are
reported in Section 2.8. Finally, Section 2.9 draws the conclusions.
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2.2 A linear model problem

Let Ω be a domain of Rd (d = 2, 3) and ∂Ω = Γd ∪ Γn ∪ Σ a given partition of its
boundary. In what follows, the symbol Σ stands for the �uid-structure interface. We
consider a low Reynolds regime and assume that the structure undergoes in�nitesimal
displacements. The �uid is described by the Stokes equations in Ω, and the structure
is assumed to behave as a linear thin-solid (e.g., plate, membrane or shell) represented
by the (d− 1)-manifold Σ. Our coupled model problem reads therefore as follows: �nd
the �uid velocity u : Ω × R+ → Rd, the �uid pressure p : Ω × R+ → R, the solid
displacement d : Σ× R+ → Rd and the solid velocity

.
d : Σ× R+ → Rd such that

ρf∂tu− divσ(u, p) = 0 in Ω,

divu = 0 in Ω,

u = 0 on Γd,

σ(u, p)n = h on Γn,

(2.1)


u =

.
d on Σ,

ρsε∂t
.
d+Led+Lv

.
d =− σ(u, p)n on Σ,
.
d = ∂td on Σ,

d = 0 on ∂Σ,

(2.2)

complemented with the initial conditions

u(0) = u0, d(0) = d0,
.
d(0) =

.
d

0
.

Here, ρf and ρs respectively denote the �uid and solid densities and ε the solid thickness.
The �uid Cauchy-stress tensor is given by

σ(u, p)
def
= −pI + 2µε(u), ε(u)

def
=

1

2

(
∇u+∇uT

)
,

where µ stands for the �uid dynamic viscosity. The exterior unit-vector normal to ∂Ω
is denoted by n and h represents a given surface force on Γn. The strong formulation
of the thin-solid elastic and viscous contributions are supposed to be given in terms of
the surface di�erential operators Le and Lv, respectively.

The relations (2.2)1 and (2.2)2 enforce the kinematic and kinetic interface coupling
conditions, respectively. It should be noted that the latter represents also the momen-
tum equation of the structure. Though simpli�ed, problem (2.1)-(2.2) features some of
the main numerical issues that appear in complex nonlinear �uid-structure interaction
problems involving an incompressible �uid (see, e.g., [25, 42]).

Remark 2.2.1. A widely used form of the viscous operator Lv is given by the so-called
Rayleigh damping:

Lv
.

d
def
= α0ρ

sε
.

d+ α1L
e
.

d, (2.3)
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where α0, α1 ≥ 0 are given parameters (see, e.g., [76]). For instance, the expression
(2.3) is often used in artery wall modeling, where the second term corresponds to the
Kelvin-Voigt model (see, e.g., [79, 24, 115]), and the �rst takes into account the dis-
sipative e�ects of external tissue on blood vessels (see [90]). �

Examples of thin-walled solid models entering the abstract form of (2.2)2 are plate
models and shell models derived under the Kirchho�-Love kinematic assumption, the
so-called membrane-bending shell models (see, e.g., [26, Section 4.2.3]). Richer shell
models, such that the widespread Reissner-Mindlin shell models (see, e.g., [26, Sec-
tions 4.2.1-4.2.2]) which include transverse shear strain e�ects, will be considered in
this work. In this case, the relations (2.2) have to be replaced by

u =
.
d on Σ,

ρsε∂t
.
d+Le

d(d,θ) +Lv
d(
.
d,
.
θ) =− σ(u, p)n on Σ,

Le
θ(d,θ) +Lv

θ(
.
d,
.
θ) = 0 on Σ,

.
d = ∂td,

.
θ = ∂tθ on Σ,

d = θ = 0 on ∂Σ,

(2.4)

where the surface vector θ : Σ×R+ → R3 (satisfying the Reissner-Mindlin kinematic
assumption) describes the rotation around the normal to the mid-surface. The elastic
and viscous contributions are now given in terms of the surface operators (Le

d,L
e
θ)

and (Lv
d,L

v
θ). In particular, the quasi-static relation (2.4)3 represents the additional

equation for the rotations.
It should be noted that the kinematic and kinetic interface coupling (2.4)1,2 are

enforced only in terms of the mid-surface displacement. This approach, which amounts
to neglect the e�ect of the thickness of the shell across the interface, is a widespread
modeling assumption when coupling thin-solids with three-dimensional materials (see,
e.g., [27]).

For the sake of clarity, we will consider (2.1)-(2.2) as model problem for the deriva-
tion of the explicit coupling schemes in Section 2.3. We brie�y discuss their extension
to the case of the coupling with the general shell model (2.4) in Remark 2.3.7. The
stability and convergence analysis reported in Sections 2.4 and 2.6 focuses entirely on
the linear coupled problem (2.1)-(2.2). In Section 2.8, numerical results are presented
in the case of the coupling with (2.2), (2.4) and the non-linear version of (2.4) (see
Section 2.7).

2.3 Robin-Neumann methods

A fundamental feature of the coupled problem (2.1)-(2.2) is its underlying Robin con-
sistency on the interface. Indeed, by inserting (2.2)1 into (2.2)2 we get the expression

σ(u, p)n+ ρsε∂tu = −Led−Lv
.
d on Σ, (2.5)
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which yields a Robin-like interface condition for the �uid (see, e.g., [97, 67]). Instead
of formulating the �uid-solid time-splitting from the original Dirichlet-Neumann cou-
pling (2.2)1 and (2.2)2 (see, e.g., [25, 61]), in this work we consider the Robin-Neumann
interface conditions given by (2.5) and (2.2)2. The bene�ts of this approach are three-
fold:

• the implicit treatment of the solid inertial term in (2.5) guarantees (added-mass
free) stability;

• the explicit treatment of the solid viscoelastic terms in (2.5) enables the full
�uid-solid splitting without compromising stability;

• the resulting schemes are genuine partitioned methods with an intrinsic explicit
Robin-Neumann pattern (e.g., independent of the extrapolations of the right-
hand side of (2.5)).

2.3.1 Explicit coupling schemes

In what follows, τ > 0 denotes the time-step length, tn def
= nτ , for n ∈ N, and

∂τx
n def

=
1

τ

(
xn − xn−1

)
,

stands for the �rst-order backward di�erence. The approximation of (2.1)-(2.2) is split
into two sequential sub-steps:

1. solve for the �uid with a semi-implicit time-discretization of (2.5), that is, the
solid inertia is treated implicitly whereas the viscoelastic contribution is treated
explicitly via extrapolation. This yields the following explicit Robin condition for
the �uid:

σ(un, pn)n+
ρsε

τ
un =

ρsε

τ

.
d
n−1 −Ledn,? −Lv

.
d
n,?

on Σ, (2.6)

with

(dn,?,
.
d
n,?

) =


0 if r = 0,

(dn−1,
.
d
n−1

) if r = 1,

(2dn−1 − dn−2, 2
.
d
n−1 −

.
d
n−2

) if r = 2

(2.7)

and where r denotes the displacement-velocity extrapolation order;

2. solve for the solid �Neumann problem� (i.e., �uid stresses are transferred to the
solid):

ρsε∂τ
.
d
n

+Ledn +Lv
.
d
n

= −σ(un, pn)n on Σ. (2.8)

The resulting schemes enable the uncoupled sequential time-marching of the �uid and
the solid (explicit coupling scheme).
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Remark 2.3.1. The implicit treatment of the solid-damping, as advocated in [67, 88,
15], yields the following non-standard boundary condition for the �uid (see [43]):

σ(un, pn)n+
ρsε

τ
un +Lvun =

ρsε

τ

.

d
n−1 −Ledn,? on Σ. (2.9)

It should be noted that, in contrast to (2.6), the relation (2.9) leads to a coupling scheme
which is not explicit (it is semi-implicit). Moreover, the resulting solution procedure
is not partitioned, since it integrates the solid viscous behavior within the �uid solver.
For a simple Kelvin-Voigt modeling of the damping (e.g., with α0 = 0 and α1 > 0, see
Remark 2.2.1), solving the �uid with the interface condition (2.9) has a computational
complexity similar to the monolithic solution of a fully implicit scheme. Indeed, with
(2.9) the �uid system must include the interface term α1L

e, which is practically the
same as the term (α1 + τ)Le involved in the monolithic solver. The relation (2.9)
becomes particularly cumbersome in the case of the coupling with the general shell model
(2.4), since the viscous term Lv

d(
.

d,
.

θ) includes interface rotation unknowns which are
not present in the �uid solver. The situation can be even more critical in the case of
more realistic viscoelastic laws (see, e.g., [86, 74]), which involve time derivatives and
not only a simple proportionality between stress and strain. �

Remark 2.3.2. The interface relation (2.9) has clear connections with the time-
stepping procedures traditionally used in the Immersed Boundary Method (see, e.g.,
[102, 11]), which only treat explicitly the solid elastic contributions. Another key di�er-
ence with respect to (2.6)-(2.8) concerns the solid sub-step (2.8), which in the Immersed
Boundary Method simply reduces to the displacement-velocity relation

dn = dn−1 + τun|Σ.

In other words, the structure solver is never called. The price to pay for stability is a
restrictive CFL-like condition, which demands very small time-steps in practice (see,
e.g., [11, Lemma 7.3] and [113]). We shall see in Section 2.4.4 that the combination
of (2.6) and (2.8) �xes this issue. �

In order to avoid the extrapolations, −Ledn,? − Lv
.
d
n,?
, of the solid viscoelastic

contributions in the �uid Robin-step (2.6), we observe that, from (2.8), we have

Ledn,? +Lv
.
d
n,?

= −ρsε∂τ
.
d
n,? − σ(un,?, pn,?)n on Σ, (2.10)

for n > r (r = 1, 2) and with obvious notation for un,? and pn,?. Hence, by inserting
(2.10) into (2.6) we get the alternative explicit Robin interface condition

σ(un, pn)n+
ρsε

τ
un =

ρsε

τ

( .
d
n−1

+ τ∂τ
.
d
n,?
)

+ σ(un,?, pn,?)n on Σ. (2.11)

In fact, this relation holds for n > r and for all the extrapolations r = 0, 1 and 2.
A salient feature of this new formulation is its intrinsic character: it does not depend
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on the structure of the solid operator. In fact, (2.11) can be seen as an explicit time
discretization of the following Robin condition:

σ(u, p)n+
ρsε

τ
u =

ρsε

τ

.
d+ σ(u, p)n on Σ, (2.12)

in the sense that the right-hand side of (2.11) is an explicit approximation of the right-
hand side of (2.12). As shown in Table 2.1, the extrapolation of the solid velocity has
one order of accuracy higher than the resulting extrapolation of the �uid stress. This
compensates the O(τ−1) scaling of the Robin coe�cient in (2.12).

r
.
d
n−1

+ τ∂τ
.
d
n,?

σ(un,?, pn,?)n

0
.
d
n−1

0

1 2
.
d
n−1 −

.
d
n−2

σ(un−1, pn−1)n

2 3
.
d
n−1 − 3

.
d
n−2

+
.
d
n−3

2σ(un−1, pn−1)n− σ(un−2, pn−2)n

Table 2.1: Correspondence between the solid displacement/velocity extrapolations (2.7) and

the resulting extrapolations of the solid velocity and the �uid stress in (2.11).

Algorithm 2.1 Explicit Robin-Neumann schemes

For n > r:

1. Fluid step: �nd un : Ω× R+ → Rd and pn : Ω× R+ → R such that

ρf∂τu
n − divσ(un, pn) = 0 in Ω,

divun = 0 in Ω,

un = 0 on Γd,

σ(un, pn)n = h on Γn,

σ(un, pn)n+
ρsε

τ
un =

ρsε

τ

( .
d
n−1

+ τ∂τ
.
d
n,?
)

+ σ(un,?, pn,?)n on Σ.

(2.13)

2. Solid step: �nd dn : Σ× R+ → Rd and
.
d
n

: Σ× R+ → Rd such that
ρsε∂τ

.
d
n

+Ledn +Lv
.
d
n

=− σ(un, pn)n on Σ,
.
d
n

= ∂τd
n on Σ,

dn = 0 on ∂Σ.

(2.14)

To sum up, the proposed explicit Robin-Neumann schemes are detailed in Algo-
rithm 2.1, with the di�erent extrapolations listed in Table 2.1.

Remark 2.3.3. It should be noted that, according to Table 2.1, the schemes with the
�rst- and the second-order extrapolations (r = 1 or 2) are multi-step methods on the
interface (n ≥ 2 and n ≥ 3, respectively). Hence, additional data is needed to start
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the time-marching. In practice, this data can be obtained by performing one step of the

scheme with r = 0, this yields (u1, p1,
.

d
1
), and then one step of the scheme with r = 1,

which gives (u2, p2,
.

d
2
). As we shall see in Section 2.6, these initializations guarantee

the optimal �rst-order accuracy of Algorithm 2.1 with r = 1, 2. �

Remark 2.3.4. For r = 0, the relations (2.6) and (2.11) coincide and, thus, the
interface splittings (2.6)-(2.8) and (2.11)-(2.8) yield the same time-marching scheme
for n ≥ 1. For r = 1 or r = 2, the equivalence of the interface splittings (2.6)-(2.8)
and (2.11)-(2.8) holds for n > r. Hence, resulting schemes are equivalent only if they
are initialized using the same procedure. �

Remark 2.3.5. In the case of the coupling with an undamped thin-solid model (i.e.,
with Lv = 0 in (2.2)2), Algorithm 2.1 yields the explicit coupling schemes introduced
in [44], provided that the same initialization procedure is used. �

Remark 2.3.6. Explicit coupling schemes have been traditionally referred to in the
literature as weakly or loosely coupled (see, e.g., [41] and the references therein). Nev-
ertheless, we prefer to avoid this appellation since, as highlighted thereafter, it can
lead to misinterpretation. Even though Algorithm 2.1 has a computational complex-
ity similar to a standard Dirichlet-Neumann weakly coupled scheme, in essence, it is
a strongly-weakly coupled scheme (or semi-implicit coupling scheme), in the spirit of
[46, 47]. Indeed, the strong (or implicit) part of the coupling involves the solid inertia
contribution, appearing in the left-hand side of (2.11), whereas the weak (or explicit)
coupling is given by the extrapolation of the solid visco-elastic contributions. The cru-
cial point is that, since we consider a thin-solid model for the structure, the strongly
coupled part of the scheme is fully embedded into the �uid sub-step, through the explicit
Robin condition (2.11) which, in �ne, makes the coupling scheme explicit. �

Remark 2.3.7. In the case of the coupling with the general shell model (2.4), the
interface Robin consistency (2.5) becomes

σ(u, p)n+ ρsε ∂tu = −Le
d(d,θ)−Lv

d(
.

d,
.

θ) on Σ. (2.15)

Hence, in the �rst step of Algorithm 2.1, the explicit interface condition (2.6) has to
be replaced by

σ(un, pn)n+
ρsε

τ
un =

ρsε

τ

.

d
n−1 −Le

d(d
n,?,θn,?)−Lv

d(
.

d
n,?
,
.

θn,?) on Σ,

with obvious notation for the extrapolations θn,? and
.

θn,?. By applying the same argu-
ment as above, we can eliminate the extrapolations of the right-hand side in a intrinsic
fashion, yielding an unchanged interface condition (2.11) for the �uid. As a result, we
only need to replace the second step by In Algorithm 2.1 we simply need to replace the
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second step (2.14) by
ρsε∂τ

.

d
n

+Le
d(d

n,θn) +Lv
d(

.

d
n
,
.

θn) =− σ(un, pn)n on Σ,

Le
θ(d

n,θn) +Lv
θ(

.

d
n
,
.

θn) = 0 on Σ,
.

d
n

= ∂τd
n,

.

θn = ∂τθ
n on Σ,

dn = θn = 0 on ∂Σ,

(2.16)

which corresponds to the implicit �rst-order time-discretization of the shell model
(2.4)2−5. This clearly demonstrates the intrinsic nature of the explicit Robin interface
condition (2.11) and, in return, the partitioned features of Algorithm 2.1. �

2.4 Stability analysis

This section is devoted to the stability and convergence analysis of the explicit Robin-
Neumann schemes introduced in the previous section (after �nite element discretization
in space). In what follows, the symbols . and & will indicate inequalities up to a
multiplicative constant (independent of the physical and discretization parameters).

2.4.1 Notation and weak formulation

In the subsequent text, we will consider the usual Sobolev spaces Hm(Ω) (m ≥ 0),
with norm ‖ · ‖m,Ω. The closed subspaces H1

0 (Ω), of functions in H1(Ω) with zero trace
on ∂Ω, and L2

0(Ω), of functions in L2(Ω) with zero mean in Ω, will also be used. The
scalar product in L2(Ω) is denoted by (·, ·)Ω and its norm by ‖·‖0,Ω. In order to ease the
notation, we set (·, ·) def

= (·, ·)Ω. We consider the �uid velocity and pressure functional
spaces

V
def
=
{
v ∈ [H1(Ω)]3

/
v|Γd = 0

}
, V Σ

def
=
{
v ∈ V

/
v|Σ = 0

}
, Q

def
= L2(Ω),

equipped with the norms

‖v‖V
def
= ‖µ

1
2∇v‖0,Ω and ‖q‖Q = ‖µ−

1
2 q‖0,Ω.

The space W ⊂ [H1
0 (Σ)]3 stands for the space of admissible displacements. At last,

the following bi-linear and linear forms a : V ×V → R, b : Q×V → R and l : V → R,
given by

a(u,v)
def
= 2µ

(
ε(u), ε(v)

)
, b(q,v)

def
= −(q, divv), l(v)

def
= (h,v)Γn ,

will be used.
The strong formulation of the thin-solid viscoelastic contributions is supposed to

be given in terms of densely de�ned, self-adjoint and unbounded linear operators

Le : De ⊂ [L2(Σ)]3 → [L2(Σ)]3, Lv : Dv ⊂ [L2(Σ)]3 → [L2(Σ)]3,
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and we de�ne two bilinear forms ae and av by

ae
(
d,w

)
=
(
Led,w

)
Σ
, av

( .
d,w

)
=
(
Lv

.
d,w

)
Σ
, (2.17)

for all d ∈ De,
.
d ∈ Dv and w ∈ W . We further assume that ae and av are inner-

products intoW and that, endowed with the inner-product ae,W is a Hilbert space.
We set

‖w‖e
def
=
(
ae(w,w)

) 1
2 , ‖w‖v

def
=
(
av(w,w)

) 1
2 ,

and we assume that the following continuity estimate holds

‖w‖2
e ≤ βe‖w‖2

1,Σ, (2.18)

for all w ∈W , and with βe a positive constant.
The weak form of the linear coupled problem (2.1)-(2.2) reads as follows: �nd

(u(t), p(t),d(t),
.
d(t)) ∈ V ×Q×W ×W such that
u|Σ =

.
d,

ρf
(
∂tu,v

)
+ a(u,v) + b(p,v)− b(q,u)

+ ρsε
(
∂t
.
d,w

)
Σ

+ ae(d,w) + av
( .
d,w

)
= l(v),

.
d = ∂td

(2.19)

for all (v, q,w) ∈ V ×Q×W with v|Σ = w.

2.4.2 Space discretization: fully discrete schemes

Let {Th}0<h≤1 be a family of quasi-uniform triangulations of Ω. The subscript h ∈ (0, 1]
refers to the level of re�nement of the triangulation. In what follows, we let Xh andMh

denote, respectively, the standard spaces of continuous and (possibly) discontinuous
piece-wise polynomial functions of degree k ≥ 1 and l ≥ 0 (k − 1 ≤ l ≤ k):

Xh
def
=
{
vh ∈ C0(Ω)

/
vh|K ∈ Pk(K) ∀K ∈ Th

}
,

Mh
def
=
{
qh ∈ Q

/
qh|K ∈ Pl(K) ∀K ∈ Th

}
.

For the approximation of the �uid velocity we will consider the space V h
def
= [Xh]

d∩
V and for the pressure we will use either Qh

def
= Mh or Qh

def
= Mh ∩ C0(Ω). Whenever

the considered velocity/pressure pair fails to satisfy the standard inf-sup condition, we
consider a symmetric pressure stabilization method (see [17, 44]), given in terms of a
positive and symmetric bi-linear form sh : Qh ×Qh → R.

The discrete space for the solid displacement and velocity is chosen as the trace
space W h

def
=
{
vh|Σ

/
vh ∈ V h

}
∩W . Hence, the �uid and solid space discretizations

match at the interface. At last, we introduce the standard �uid-sided discrete lifting
operator Lh : W h → V h, such that, for all wh ∈ W h, (Lhwh)|Σ = wh and Lhwh

vanishes in all nodal values whose support is out of the interface.
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After �nite element discretization in space, the fully discrete version of Algo-
rithm 2.1 is detailed in Algorithm 2.2. In particular, it is worth noting that �uid
stresses on the interface are evaluated in a variationnaly consistent fashion, in terms
of the discrete lifting operator Lh.

Algorithm 2.2 Explicit Robin-Neumann schemes (fully discrete)

For n > r:

1. Fluid step: Find (unh, p
n
h) ∈ V h ×Qh such that

ρf
(
∂τu

n
h,vh

)
+ a(unh,vh) + b(pnh,vh)− b(qh,unh) + sh(ph, qh)

+
ρsε

τ

(
unh,vh

)
Σ

=
ρsε

τ

( .
d
n−1
h + τ∂τ

.
d
n,?
h ,vh

)
Σ

+ ρf
(
∂τu

n,?
h ,Lhvh

)
Ω

+ a(un,?h ,Lhvh) + b(pn,?h ,Lhvh) + l(vh)

(2.20)

for all (vh, qh) ∈ V h ×Qh with vh|Σ ∈W h.

2. Solid step: Find
( .
d
n
h,d

n
h

)
∈W h ×W h, such that

.
d
n
h = ∂τd

n
h,

ρsε
(
∂τ
.
d
n
h,wh

)
Σ

+ ae(dnh,wh) + av(
.
d
n
h,wh)

= −ρf
(
∂τu

n
h,Lhwh

)
− a(unh,Lhwh)− b(pnh,Lhwh)

(2.21)

for all wh ∈W h.

2.4.3 Kinematic perturbation of implicit coupling

In what follows, we shall make use of discrete reconstructions, Le
h : W → W h and

Lv
h : W →W h, of the elastic and viscous solid operators, de�ned by the relations

(Le
hw,wh)Σ = ae(w,wh), (Lv

hw,wh)Σ = av(w,wh), (2.22)

for all (w,wh) ∈W ×W h.
An important feature of Algorithm 2.2 is that it can be interpreted as kinematic

perturbations of an underlying implicit coupling scheme. Indeed, replacing n by n, ?
in (2.21)2 with wh = vh|Σ and adding the resulting expression to (2.20) yields

ρf
(
∂τu

n
h,vh

)
+ a(unh,vh) + b(pnh,vh)− b(qh,unh) + sh(ph, qh)

+
ρsε

τ

(
unh,vh

)
Σ

=
ρsε

τ

( .
d
n−1

h ,vh
)

Σ
− ae(dn,?h ,vh)− av(

.
d
n,?

h ,vh) + l(vh) (2.23)

for all (vh, qh) ∈ V h ×Qh with vh|Σ ∈W h and n > r.
Hence, by taking (vh, qh) = (Lhwh, 0) in (2.23), subtracting the resulting expression

from (2.21)2 and since l(Lhwh) = 0, we obtain
ρsε

τ

( .
d
n

h − unh,wh

)
Σ

+ ae(dnh − d
n,?
h ,wh) + av(

.
d
n

h −
.
d
n,?

h ,wh) = 0, (2.24)
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for all wh ∈W h and n > r. Thus, owing to (2.22), we get

unh|Σ =
.
d
n

h +
τ

ρsε

(
Le
h(d

n
h − d

n,?
h ) +Lv

h(
.
d
n

h −
.
d
n,?

h )
)
, (2.25)

for n > r. Moreover, owing to the initialization of the schemes considered in Sec-
tion 2.3.1, for the �rst- and the second-order extrapolation we have

u2
h|Σ =

.
d

2

h +
τ

ρsε

(
Le
h(d

2
h − d1

h) +Lv
h(
.
d

2

h −
.
d

1

h)
)
,

u1
h|Σ =

.
d

1

h +
τ

ρsε

(
Le
hd

1
h +Lv

h

.
d

1

h

)
.

In addition, taking vh|Σ = wh in (2.23) and adding the resulting expression to (2.24)
yields

ρf
(
∂τu

n
h,vh

)
+ a(unh,vh) + b(pnh,vh)− b(qh,unh) + sh(p

n
h, qh)

+ ρsε
(
∂τ
.
d
n

h,wh

)
Σ

+ ae(dnh,wh) + av
( .
d
n

h,wh

)
= l(vh).

(2.26)

for all (vh, qh,wh) ∈ V h × Qh ×W h with vh|Σ = wh and n > r. Once more, using
the initialization of the schemes, this relation holds true also for n ≥ 1 irrespectively
of the considered extrapolations.

In summary, the relations (2.25) and (2.26) are nothing but an implicit time-discre-
tization of (2.19) with the perturbed kinematic constraint (2.25). Therefore, in order to
asses the stability and accuracy of Algorithm 2.2, we only need to investigate how this
kinematic perturbation a�ects the stability and accuracy of the underlying implicit
coupling scheme. This will be the topic of Sections 2.4.4 and 2.6 below.

2.4.4 A priori energy estimates

We de�ne the total discrete energy, En
h , and dissipation, Dn

h , at time-step tn by

En
h

def
=ρf‖unh‖2

0 + ρsε‖
.
d
n

h‖2
0,Σ + ‖dnh‖2

e,

Dn
h

def
=
ρf

τ
‖unh − un−1

h ‖2
0 + ‖unh‖2

V + |pnh|2sh

+
ρsε

τ
‖
.
d
n

h −
.
d
n−1

h ‖2
0,Σ +

1

τ
‖dnh − dn−1

h ‖2
e + ‖

.
d
n

h‖2
v,

where |pnh|sh
def
=
(
sh(p

n
h, p

n
h)
) 1

2 . The following result states the energy stability of the
explicit Robin-Neumann schemes given by Algorithm 2.2.

For the sake of clearness, we recall here without proof the discrete version of the
Gronwall lemma which will be necessary for proving stability and also convergence of
the schemes.

Lemma 2.4.1 (from [73, Lemma 5.1]). Let τ , B and am, bm, cm, γm (for integers
m ≥ 1) be nonnegative numbers such that

an + τ

n∑
m=1

bm ≤ τ

n∑
m=1

γmam + τ

n∑
m=1

cm +B,
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for all n ≥ 1. Suppose that τγm < 1 for all m ≥ 1. Then, there holds

an + τ
n∑

m=1

bm ≤ exp

(
τ

n∑
m=1

γm
1− τγm

)(
τ

n∑
m=1

cm +B

)
,

for all n ≥ 1.

We also need the following estimates:

Lemma 2.4.2. Let βe > 0 be the constant from the estimate (2.18). There holds

‖wh‖2
e ≤

βeC
2
inv

h2
‖wh‖2

0,Σ,

‖Le
hwh‖e ≤

βeC
2
inv

h2
‖wh‖e,

‖Le
hwh‖0,Σ ≤

β
1
2
e Cinv

h
‖wh‖e,

‖Lv
hwh‖v ≤

(
α0ρ

sε+ α1
βeC

2
inv

h2

)
‖wh‖v.

(2.27)

for all wh ∈W h and with Cinv > 0 the constant of an inverse estimate.

Proof. The �rst estimate is obtained thanks to (2.18) and an inverse estimate:

‖wh‖2
e ≤ βe‖wh‖2

1,Σ ≤
βeC

2
inv

h2
‖wh‖2

0,Σ.

Then, for the next estimate, we write:

‖Le
hwh‖2

e ≤
βeC

2
inv

h2
‖Le

hwh‖2
0,Σ =

βeC
2
inv

h2
ae (wh,L

e
hwh) ≤

βeC
2
inv

h2
‖Le

hwh‖e‖wh‖e.

The same argument is used for the third estimate:

‖Le
hwh‖2

0,Σ = ae (wh,L
e
hwh) ≤ ‖Le

hwh‖e‖wh‖e ≤
βeC

2
inv

h2
‖Le

hwh‖0,Σ‖wh‖e.

At last, for estimate (2.27)4, we have:

‖Lv
hwh‖2

v = αρsε‖Lv
hwh‖2

0,Σ + β‖Lv
hwh‖2

e

≤
(
α0ρ

sε+ α1
βeC

2
inv

h2

)
‖Lv

hwh‖2
0,Σ

≤
(
α0ρ

sε+ α1
βeC

2
inv

h2

)
av (wh,L

v
hwh)

≤
(
α0ρ

sε+ α1
βeC

2
inv

h2

)
‖Lv

hwh‖v‖wh‖v.

Hence the proof is complete.
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We now state the main result of this section.

Theorem 2.4.1. Assume that h = 0 (free system) and let {(unh, pnh,d
n
h,

.

d
n

h)}n>r be
the sequence given by Algorithm 2.2. The initialization procedure of Remark 2.3.3 is
considered for the schemes with extrapolation (r ≥ 1). The following a priori energy
estimates hold:

• Without extrapolation (r = 0) or with �rst-order extrapolation (r = 1):

En
h + τ

n∑
m=r+1

Dm
h . E0

h, (2.28)

for n > r.

• Second-order extrapolation (r = 2):

En
h + τ

n∑
m=3

Dm
h . exp

(
tnγ

1− τγ

)
E0
h, (2.29)

for n ≥ 3, provided that (2.3) and the following conditions hold
τ

(
α0 + α1

(ωe

h

)2
)
≤δ,

τ 5
(ωe

h

)6

+ τ 2
(ωe

h

)2
(
α0 + α1

(ωe

h

)2
)
≤γ,

τγ <1,

(2.30)

where ωe
def
= Cinv

√
βe/(ρsε), Cinv denotes the constant of an inverse estimate,

0 ≤ δ ≤ 1 and γ > 0.

Proof. See Section 2.4.5.

Theorem 2.4.1 yields the unconditionally energy stability of the proposed explicit
Robin-Neumann schemes without extrapolations and with the �rst-order extrapola-
tions, provided that the initial discrete energy is bounded. Moreover, the energy esti-
mates (2.28) are derived without any major assumption on the solid damping operator
Lv, only symmetric and positiveness are required for the corresponding bi-linear form
(2.17). In the case of a Rayleigh modeling of the solid damping (2.3), the variant with
second-order extrapolations is energy stable, provided that the CFL-like conditions
(2.30) are satis�ed.

It is worth noting that all these variants are energy stable, irrespectively of the
amount of added-mass e�ect in the system. This demonstrates that the implicit treat-
ment of the solid inertial term in (2.5) is enough to guarantee added-mass free stability.
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Remark 2.4.1. From the result of Theorem 2.4.1 with r = 0, we deduce that the
implicit treatment of the solid viscosity in the �uid, as advocated in [67, 88, 15], is
not necessary for stability in the kinematically coupled scheme. Similar conclusions
can be inferred by adapting the arguments of [67, Section 6]. This important feature,
which yields an explicit coupling scheme and hence a partitioned solution procedure,
has been disregarded in [67, 88, 15]. It should be noted that the energy arguments of
[67, Section 6] do not apply to the schemes with extrapolation (r = 1 and r = 2)
considered in Theorem 2.4.1. As shown in Section 2.6 below, these schemes deliver
optimal �rst-order accuracy.

Remark 2.4.2. Theorem 2.4.1 generalizes the stability results reported in [44, The-
orem 1] to the case Lv 6= 0. In particular, for r = 2 and in the case of the coupling
with an undamped thin-solid model (i.e., Lv = 0) the relations (2.30) reduce to the

6/5-CFL condition τω
6
5
e . γh

6
5 derived in [44]. �

Remark 2.4.3. For the scheme with r = 2, the nature of the stability condition (2.30)
depends on the Rayleigh coe�cient α1 involved in (2.3). For α1 = 0, the relations (2.30)
are ful�lled under a 6/5-CFL condition τ = O(h

6
5 ), while a parabolic-CFL constraint

τ = O(h2) is required for α1 > 0. As stated in [43], this parabolic-CFL condition can
be circumvented by integrating the solid damping within the �uid solver (as advocated
in [67, 88, 15]), but the price to pay is a coupling scheme which is no longer explicit
(see Remark 2.3.1). �

Remark 2.4.4. By considering appropriate discrete Ritz-projections of the initial data
(see Section 2.6), it is possible to ensure that the right-hand side of (2.28) and (2.29)
is bounded uniformly with respect to h, that is,

E0
h . ρf‖u0‖2

0,Ωs + ρsε‖
.

d
0‖2

0,Σ + ‖d0
h‖2

e,

which yields the unconditional stability of the scheme. �

2.4.5 Proof of Theorem 2.4.1

We proceed by extending the arguments reported in [44, Section 4]. Using (2.25), we
take

(vh, qh) = τ(unh, p
n
h), wh = τ

.
d
n

h +
τ 2

ρsε

(
Le
h(d

n
h − d

n,?
h ) +Lv

h(
.
d
n

h −
.
d
n,?

h )
)
,
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as test functions in (2.26) for n > r. Thus, since fΓ = 0, we get the following discrete
energy equation

ρf

2

(
τ∂τ‖unh‖2

0,Ω + ‖unh − un−1
h ‖2

0,Ω

)
+ 2µτ‖ε(unh)‖2

0,Ω + τ |pnh|2sh

+
ρsε

2

(
τ∂τ‖

.
d
n

h‖2
0,Σ + ‖

.
d
n

h −
.
d
n−1

h ‖2
0,Σ

)
+

1

2

(
τ∂τ‖dnh‖2

e + ‖dnh − dn−1
h ‖2

e

)
+ τ‖

.
d
n

h‖2
v + τ 2

(
∂τ
.
d
n

h,L
e
h(d

n
h − d

n,?
h ) +Lv

h

( .
d
n

h −
.
d
n,?

h

))
Σ︸ ︷︷ ︸

T1

+
τ 2

ρsε

(
Le
hd

n
h +Lv

h

.
d
n

h,L
e
h(d

n
h − d

n,?
h ) +Lv

h

( .
d
n

h −
.
d
n,?

h

))
Σ︸ ︷︷ ︸

T2

= 0, (2.31)

for n > r. To complete the proof, we only need to control the terms T1 and T2. We
proceed by treating each case separately, depending on the extrapolation order r.
(i) Without extrapolation (r = 0). In this case, using Young's inequality, we have

T1 + T2 ≥ −
ρsε

2
‖
.
d
n

h −
.
d
n−1

h ‖2
0,Σ +

τ 2

2ρsε
‖Le

hd
n
h +Lv

h

.
d
n

h‖2
0,Σ, (2.32)

for n ≥ 1. Hence, the estimate (2.28) follows by inserting this expression into (2.31),
applying Korn's inequality to the �uid viscous dissipation and summing over m =
1, . . . , n.
(ii) First-order extrapolation (r = 1). In this case we have

T1 =
τ 2

2

(
τ∂τ
∥∥ .dnh∥∥2

e
+
∥∥ .dnh − .

d
n−1

h

∥∥2

e

)
+ τ
∥∥ .dnh − .

d
n−1

h

∥∥2

v
, (2.33)

and

T2 =
τ 2

2ρsε

(
τ∂τ
∥∥Le

hd
n
h +Lv

h

.
d
n

h

∥∥2

0,Σ
+
∥∥Le

h(d
n
h − dn−1

h ) +Lv
h(
.
d
n

h −
.
d
n−1

h )
∥∥2

0,Σ

)
,

(2.34)
for n ≥ 2. Hence, by inserting this expression into (2.31), use Korn's inequality and
summing over m = 2, . . . , n we get the estimate

En
h + τ

n∑
m=2

Dm
h . E1

h +
τ 2

2
‖
.
d

1

h

∥∥2

e
+

τ 2

2ρsε

∥∥Le
hd

1
h +Lv

h

.
d

1

h

∥∥2

0,Σ
.

The last two terms, related to the initialization of the scheme (see Remark 2.3.3), can
be bounded using (2.28) with r = 0, n = 1 and the additional control given by (2.32).
This yields the estimate (2.28) for n ≥ 2.
(iii) Second-order extrapolation (r = 2). For term T1 in (2.31) we simply have

T1 = τ 2
∥∥ .dnh − .

d
n−1

h

∥∥2

e
+
τ

2

(
τ∂τ
∥∥ .dnh − .

d
n−1

h

∥∥2

v
+
∥∥ .dnh − 2

.
d
n−1

h +
.
d
n−2

h

∥∥2

v

)
. (2.35)
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Term T2 is split as follows

T2 =
τ 2

ρsε

(
Lv
h

.
d
n

h,L
e
h(d

n
h − 2dn−1

h + dn−2
h )

)
Σ︸ ︷︷ ︸

T2,1

+
τ 2

ρsε

(
Le
hd

n
h,L

e
h(d

n
h − 2dn−1

h + dn−2
h )

)
Σ︸ ︷︷ ︸

T2,2

+
τ 2

ρsε

(
Le
hd

n
h +Lv

h

.
d
n

h,L
v
h(
.
d
n

h − 2
.
d
n−1

h +
.
d
n−2

h )
)

Σ︸ ︷︷ ︸
T2,3

,

(2.36)

and we estimate each term separately. Using (2.3), for the �rst term we have

T2,1 =α0τ
3
( .
d
n

h,L
e
h(
.
d
n

h −
.
d
n−1

h )
)

Σ
+
α1τ

3

ρsε

(
Le
h

.
d
n

h,L
e
h(
.
d
n

h −
.
d
n−1

h )
)

Σ

=
α0τ

3

2

(
τ∂τ‖

.
d
n

h‖2
e + ‖

.
d
n

h −
.
d
n−1

h ‖2
e

)
+
α1τ

3

2ρsε

(
τ∂τ‖Le

h

.
d
n

h‖2
0,Σ + ‖Le

h(
.
d
n

h −
.
d
n−1

h )‖2
0,Σ

)
.

(2.37)

The second term is treated as in [44, Page 38] using (2.27), which yields

T2,2 ≥− τ 6ω
6
e

h6
‖dnh‖2

e −
ρsε

4
‖
.
d
n

h −
.
d
n−1

h ‖2
0,Σ, (2.38)

where we have used the notation ωe
def
= Cinv

√
βe/(ρsε). Alternatively, we could have

used the positive term τ 2
∥∥ .dnh − .

d
n−1

h

∥∥2

e
in T1 and write

|T2,2| =
τ 2

ρsε

∣∣∣ae
(
Le
hd

n
h,
.
d
n

h −
.
d
n−1

h

)∣∣∣
≤ τ 2

ρsε
‖Le

hd
n
h‖e‖

.
d
n

h −
.
d
n−1

h ‖e

≤ τ 2

ρsε

βeC
2
inv

h2
‖dnh‖e‖

.
d
n

h −
.
d
n−1

h ‖e

≤ τ 3ω4
e

h4
‖dnh‖2

e +
τ

4
‖
.
d
n

h −
.
d
n−1

h ‖2
e.

In both variants, the coe�cient that appears before ‖dnh‖2
e has to be bounded to apply

the Gronwall lemma after summation over n. For the last term, we �rst use relation
(2.3) to obtain

T2,3 ≥−
τ 2

ρsε
‖Le

hd
n
h +Lv

h

.
d
n

h‖v‖
.
d
n

h − 2
.
d
n−1

h +
.
d
n−2

h ‖v

≥− τ 3

(ρsε)2
‖Le

hd
n
h‖2

v −
τ 3

(ρsε)2
‖Lv

h

.
d
n

h‖2
v −

τ

2
‖
.
d
n

h − 2
.
d
n−1

h +
.
d
n−2

h ‖2
v.
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Then, using (2.27), we get

T2,3 ≥−
τ 3ω2

e

h2

(
α0 + α1

ω2
e

h2

)
‖dnh‖2

e − τ 3

(
α0 + α1

ω2
e

h2

)2

‖
.
d
n

h‖2
v

− τ

2
‖
.
d
n

h − 2
.
d
n−1

h +
.
d
n−2

h ‖2
v.

(2.39)

Finally, by collecting the estimates (2.38)-(2.39) and using the conditions (2.30)1,2, we
obtain

T2,2 + T2,3 ≥− γτ‖dnh‖2
e − δ2τ‖

.
d
n

h‖2
v −

ρsε

4
‖
.
d
n

h −
.
d
n−1

h ‖2
0,Σ

− τ

2
‖
.
d
n

h − 2
.
d
n−1

h +
.
d
n−2

h ‖2
v.

(2.40)

We now proceed by inserting (2.35), (2.37) and (2.40) into (2.31), using Korn's
inequality and summing over m = 3, . . . , n. The last three negative terms of (2.40)
are controlled by the physical and numerical dissipation provided by (2.31) and (2.35),
while the �rst is handled via Lemma 2.4.1 (discrete Gronwall) with

an = En
h + En

cpl,

bn = Dn
h +Dn

cpl,

cn = 0,

γn = γ,

B = a2,

under the condition (2.30)3 and with
En

cpl
def
=
τ

2
‖
.
d
n

h −
.
d
n−1

h ‖2
v +

α0τ
3

2
‖
.
d
n

h‖2
e +

α1τ
3

2ρsε
‖Le

h

.
d
n

h‖2
0,Σ,

Dn
cpl

def
= τ‖

.
d
n

h −
.
d
n−1

h ‖2
e +

α0τ
2

2
‖
.
d
n

h −
.
d
n−1

h ‖2
e +

α1τ
2

2ρsε
‖Le

h(
.
d
n

h −
.
d
n−1

h )‖2
0,Σ.

This yields the bound

En
h + τ

n∑
m=3

Dm
h . exp

(
tnγ

1− τγ

)(
E2
h + τ‖

.
d

2

h −
.
d

1

h‖2
v + α0τ

3‖
.
d

2

h‖2
e

+
α1τ

3

ρsε
‖Le

h

.
d

2

h‖2
0,Σ

)
.

The estimate (2.29) then follows by using the energy estimate (2.28) with r = 1 and
n = 2, the additional control provided by (2.33) and (2.34), and the stability condition
(2.30).
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2.5 Iterative partitioned solution of implicit coupling

Algorithm 2.1 can also be interpreted as a single iteration (with appropriate initial-
izations) of a Robin-Neumann method for the partitioned solution of the following
implicit coupling scheme:

ρf∂τu
n − divσ(un, pn) = 0 in Ω,

divun = 0 in Ω,

un = 0 on Γd,

σ(un, pn)n = h on Γn,

un =
.
d
n

on Σ.

(2.41)


ρsε∂τ

.
d
n

+Ledn +Lv
.
d
n

=− σ(un, pn)n on Σ,
.
d
n

= ∂τd
n on Σ,

dn = 0 on ∂Σ.

(2.42)

The corresponding Robin-Neumann iterations are detailed in Algorithm 2.3, where
.
d0

and σ(u0, p0)n are initialized, respectively, with
.
d
n−1

+ τ∂τ
.
d
n,?

and σ(un,?, pn,?)n for
n > r (see Table 2.1).

Algorithm 2.3 Partitioned Robin-Neumann iterations

1. Initialize
.
d0 and σ(u0, p0)n.

2. For k = 1, . . . until convergence:

• Fluid step:

ρf

τ

(
uk − un−1

)
− divσ(uk, pk) = 0 in Ω,

div uk = 0 in Ω,

uk = 0 on Γd,

σ(uk, pk)n = h on Γn,

σ(uk, pk)n+
ρsε

τ
uk =

ρsε

τ

.
dk−1 + σ(uk−1, pk−1)n on Σ.

(2.43)

• Solid step:
ρsε

τ

( .
dk −

.
d
n−1)

+Ledk +Lv
.
dk = −σ(uk, pk)n on Σ,

.
dk =

1

τ

(
dk − dn−1

)
.

(2.44)

This kind of iterative solution procedures has been introduced in [3], as added-mass
free alternatives to the standard Dirichlet-Neumann iterations. It should be noted that
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the Robin coe�cient ρsε/τ involved in (2.43), has no free parameter and di�ers from the
one originally proposed in [3]. In fact, only inertial e�ects are included since Algorithm
2.1 explicitly treats the whole viscoelastic contribution of the structure, as usual in
explicit coupling schemes.

As we shall see in Section 2.5.1, the energy stability analysis of Algorithm 2.1 yields
a new result on the convergence properties of Algorithm 2.3.

2.5.1 Convergence of the iterative solution procedure

A salient feature the arguments involved in the energy based stability analysis of
Section 2.4.4 is that they can be reshaped to prove the convergence of Algorithm 2.3
towards the implicit coupling solution (2.41)-(2.42). This result is stated in the next
theorem where, for the sake of simplicity, we have considered only the time semi-
discrete version of the methods.

Theorem 2.5.1. For n ≥ 1, let
(
un, pn,

.

d
n
,dn) be given by the implicit scheme

(2.41)-(2.42) and
{

(uk, pk,
.

dk,dk)
}
k≥1

be the sequence of approximations given by Al-
gorithm 2.3. Then, the following estimate holds

∞∑
k=1

(
ρf‖uk − un‖2

0,Ω + ρsε‖
.

dk −
.

d
n‖2

0,Σ + ‖dk − dn‖2
e

)
. ‖d0 − dn‖2

e + τ‖
.

d0 −
.

d
n‖2

v +
τ 2

ρsε
‖Le(d0 − dn) +Lv(

.

d0 −
.

d
n
)‖2

0,Σ. (2.45)

In particular, we have

lim
k→∞

((
ρf
) 1

2 ‖uk − un‖0,Ω + (ρsε)
1
2 ‖

.

dk −
.

d
n‖0,Σ + ‖dk − dn‖e

)
= 0.

Proof. For k ≥ 1, we consider (2.44)1 at the (k− 1)-th iteration and add the resulting
expression to (2.43)5. This yields

ρsε

τ

(
uk −

.
d
n−1)

+Ledk−1 +Lv
.
dk−1 = −σ(uk, pk)n on Σ.

Hence, by combining this relation with (2.44)1 we get

uk =
.
dk +

τ

ρsε

(
Le(dk − dk−1) +Lv(

.
dk −

.
dk−1)

)
on Σ. (2.46)

It should be noted that d0 is de�ned through (2.44)1, with k = 0, in terms of
.
d0

and σ(u0, p0)n. We now introduce the following errors between the k-th iteration of
Algorithm 2.3 and the n-th step of (2.41)-(2.42):

euk
def
= uk − un, epk

def
= pk − pn, e

.
d
k

def
=

.
dk −

.
d
n
, edk

def
= dk − dn. (2.47)



56

By subtracting (2.41)-(2.42) from (2.43)1−4, (2.44) and (2.46), we get the following
system of equations for the errors:

ρf

τ
euk − divσ(euk , e

p
k) = 0 in Ω,

diveuk = 0 in Ω,

euk = 0 on Γd,

σ(euk , e
p
k)n = 0 on Γn,

euk = e
.
d
k +

τ

ρsε

(
Le(edk − edk−1) +Lv(e

.
d
k − e

.
d
k−1)

)
on Σ,

(2.48)


ρsε

τ
e
.
d
k +Leedk +Lve

.
d
k = −σ(euk , e

p
k)n on Σ,

e
.
d
k =

1

τ
edk .

(2.49)

We now proceed similarly to the proof of Theorem 2.4.1 with the �rst-order extrapo-
lation. We �rst multiply (2.48)1 by τeuk and integrate by parts in Ω. Then we multiply
(2.49)2 by τeuk |Σ and integrate the resulting expression over Σ. By adding these two
expressions and using (2.49)1,3 we get

ρf‖euk ‖2
0,Ω + 2µτ‖ε(euk )‖2

0,Ω + ρsε‖e
.
dk‖2

0,Σ + ‖edk‖2
e + τ‖e

.
dk‖2

v

+ τ
(
e
.
d
k ,L

e(edk − edk−1) +Lv(e
.
d
k − e

.
d
k−1)

)
Σ︸ ︷︷ ︸

T1

+
τ 2

ρsε

(
Leedk +Lve

.
d
k ,L

e(edk − edk−1) +Lv(e
.
d
k − e

.
d
k−1)

)
Σ︸ ︷︷ ︸

T2

= 0, (2.50)

where it only remains to estimate the terms T1 and T2. For the �rst term, using (2.49)3,
we have

T1 =
1

2

(
‖edk‖2

e − ‖edk−1‖2
e + ‖edk − edk−1‖2

e

)
+
τ

2

(
‖e
.
d
k‖2

v − ‖e
.
d
k−1‖2

v + ‖e
.
d
k − e

.
d
k−1‖2

v

)
,

while, for the second, we get

T2 =
τ 2

2ρsε

(
‖Leedk +Lve

.
d
k‖2

0,Σ − ‖Leedk−1 +Lve
.
d
k−1‖2

0,Σ

)
+

τ 2

2ρsε
‖Le(edk − edk−1) +Lv(e

.
d
k − e

.
d
k−1)‖2

0,Σ

The estimate (2.45) follows by inserting these last two identities into (2.50) and after
summation over k = 1, . . . ,∞.
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To the best of our knowledge, the result stated in Theorem 2.5.1 is the �rst which
guarantees the convergence of a Robin-Neumann iterative procedure towards the im-
plicit coupling solution (2.41)-(2.42). In fact, so far the convergence of these methods
has been addressed in further simpli�ed models using modal analysis (see, e.g., [3]).
A second valuable consequence of Theorem 2.5.1 is that the pure inertial character of
the Robin coe�cient ρsε/τ is enough to guarantee the convergence of the iterations.

2.6 A priori error estimates

This section is devoted to the convergence analysis of Algorithm 2.2 in a linear frame-
work.

2.6.1 Preliminaries and main result

In what follows, we shall make use of the Ritz-projector

πe
h : W →W h,

associated to the inner-product ae given by (2.17). Thus, for all w ∈W , πe
hw ∈W h

is de�ned by the relation
ae(w − πe

hw,wh) = 0 (2.51)

for all wh ∈W h. We assume that the following error estimate holds

‖w − πe
hw‖0,Σ + h‖w − πe

hw‖1,Σ . hk+1‖w‖k+1,Σ (2.52)

for allw ∈
[
Hk+1(Σ)

]d∩W . For the �uid velocity, we consider the Stokes-like operator
(P h, Rh) : V → V h ×Qh de�ned, for all v ∈ V , by

P hv|Σ = πe
h (v|Σ) ,

a(P hv,vh) + b(Rhv,vh) = a(v,vh) ∀vh ∈ V Σ,h,

b(qh,P hv) = sh(qh, Rhv) ∀qh ∈ Qh.

(2.53)

Remark 2.6.1. Note that the �uid and solid velocity projectors match at the interface.
This point is fundamental for the convergence analysis below since it guarantees that
(2.68), that is, the discrete error counterpart of (2.25) holds. The choice of a Ritz-
projector πe

h for the solid velocity is also a critical point. It is motivated by the relation
(2.67) which avoids the need of a control on ‖unh‖v. In fact, since the solid damping is
explicitly coupled with the �uid, we have control only on ‖

.

d
n

h‖v.

We assume that the following approximation properties hold for P h:

‖v − P hv‖V + |Rhv|sh . hkµ
1
2

(
‖v‖k+1,Ω + h

1
2‖v‖k+1,Σ

)
,

‖v − P hv‖0,Ω ≤ cµh
k+1
(
‖v‖k+1,Ω + h

1
2‖v‖k+1,Σ

)
,

(2.54)

for all v ∈ [Hk+1(Ω)]d with v|Σ ∈ [Hk+1(Σ)]d and div v = 0.
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Remark 2.6.2. A similar estimate to (2.54) was proved in [44, Lemma 3] with the
Lagrange interpolant Ih (v|Σ) playing the role of the Ritz-projection πe

h (v|Σ) in (2.53).
Note that a purely elastic structure is considered in [44]. In the present setting, the
estimate (2.54) follows from the general approximation result of [44, Lemma 5] which
yields

‖v − P hv‖V + |Rhv|sh . µ
1
2hk‖v‖k+1,Ω + µ

1
2h

d−2
2 ‖(Ih − πe

h)v‖∞,Σ.

Hence, using an inverse inequality (see, e.g., [12, Theorem 4.5.11]), we have

‖v − P hv‖V + |Rhv|sh . µ
1
2hk‖v‖k+1,Ω + µ

1
2h

1
2‖(Ih − πe

h)v‖1,Σ

. µ
1
2hk‖v‖k+1,Ω + µ

1
2h

1
2‖Ihv − v‖1,Σ + µ

1
2h

1
2‖v − πe

hv‖1,Σ.

We can then retrieve (2.54)1 from standard approximation theory and (2.52). At last,
estimate follows (2.54)2 by an Aubin-Nitsche argument (see, e.g., [44, Lemma 6]).

Remark 2.6.3. The estimates (2.54) hold for inf-sup compatible velocity/pressure
approximations (with sh = 0) or under suitable assumptions on the symmetric sta-
bilization operator sh (see [44, Section 3.1.1]). In particular, the consistency of sh is
said to be of order l̃ ∈ {l, l + 1} if there exits a projection operator Πh : Q→ Qh such
that

|Πhq|sh .µ−
1
2hl̃‖q‖l̃,Ω ∀q ∈ H l̃(Ω),

‖q − Πhq‖Q .µ−
1
2hl+1‖q‖l+1,Ω ∀q ∈ H l+1(Ω).

(2.55)

Examples of such stabilization operators are discussed in [17]. We can mention, for
instance, the methods reported in [28, 8, 23] which are optimal for arbitrary polyno-
mial order, or the method introduced in [13] which is optimal for piece-wise a�ne
approximations. �

We assume that the exact solution of problem (2.19) has the following regularity,
for a given �nal time T ≥ τ :

u ∈
[
H1
(
0, T ;Hk+1(Ω)

)]d
, u|Σ ∈

[
H1
(
0, T ;Hk+1(Σ)

)]d
,

∂ttu ∈
[
L2
(
0, T ;L2(Ω)

)]d
, ∂ttu|Σ ∈

[
L2
(
0, T ;L2(Σ)

)]d
,

p ∈ C0
(
[0, T ];H l̃(Ω)

)
,

(2.56)

and

Led+Lv
.
d ∈


[
C0
(
[0, T ];L2(Σ)

)]d if r = 0,[
H1
(
0, T ;L2(Σ)

)]d if r = 1,[
H2
(
0, T ;L2(Σ)

)]d if r = 2.

(2.57)

In (2.56), the symbol l̃ ∈ {l, l + 1} denotes the consistency order of sh (see Re-
mark 2.6.3). We take l̃ = l in the case of inf-sup compatible velocity/pressure ap-
proximations.



2.6. A priori error estimates 59

At last, we de�ne the energy-norm of the error, at the time step tn, as

Enh
def
=(ρf)

1
2‖u(tn)− unh‖0,Ω +

(
τ

n∑
m=r+1

‖u(tm)− umh ‖2
V

) 1
2

+

(
τ

n∑
m=r+1

|pmh |2sh

) 1
2

+ (ρsε)
1
2‖
.
d(tn)−

.
d
n

h‖0,Σ + ‖d(tn)− dnh‖e +

(
τ

n∑
m=r+1

‖
.
d(tm)−

.
d
m

h ‖2
v

) 1
2

,

for n > r. The following result states an priori error estimate for the fully discrete
explicit Robin-Neumann schemes introduced in Section 2.4.2.

Theorem 2.6.1. Let (u, p,d,
.

d) be the solution of the coupled problem (2.19) and
{(unh, pnh,d

n
h,

.

d
n

h)}n>r be the discrete solution given by Algorithm 2.2 with initial data(
u0
h,d

0
h,

.

d
0

h

)
=
(
P hu

0,πe
hd

0,πv
h

.

d
0)
. The initialization procedure of Remark 2.3.3 is

considered for the schemes with with extrapolation (r ≥ 1). Suppose that (2.52)-(2.55)
hold and that the exact solution has the regularity (2.56)-(2.57). For the scheme with
r = 2 we assume, in addition, that (2.3) and the stability condition (2.30) hold. Then,
we have the following error estimates, for n > r such that nτ < T :

Enh . cn,?1 hk + cn,?2 hl̃ + cn,?3 τ + cn,?4


τ

1
2 if r = 0,

τ if r = 1,

τ 2 if r = 2.

(2.58)

Here, the symbols {cn,?i }4
i=1 denote positive constants independent of h and τ , but which

depend on the physical parameters and on the regularity of (u, p,d,
.

d).

Proof. See Section 2.6.2.

Theorem 2.6.1 shows that, for regular enough solutions, the proposed explicit
Robin-Neumann schemes converge to the solution of (2.1)-(2.2). The last term of
(2.58) represents the truncation error introduced by the Robin-Neumann splitting,
that is, the time-consistency of the kinematic perturbation in (2.25). For the variant
without extrapolation, the error estimate (2.58) predicts a sub-optimal O(τ

1
2 ) time-

convergence rate in the energy-norm. This is due to the low-order consistency of the
perturbation in the case r = 0. On the contrary, for the variants with extrapolation,
the consistency of the perturbations scale as O(τ) and O(τ 2), respectively. An overall
optimal convergence-rate O(hk + hl̃ + τ) is hence recovered.

In view of Theorems 2.4.1 and 2.6.1, the explicit Robin-Neumann scheme with
r = 1 simultaneously yields stability and optimal accuracy with no restrictions on the
discretization parameters nor on the polynomial order.

Remark 2.6.4. Theorem 2.6.1 generalizes the error estimates reported in [44, Sec-
tion 5] to the case Lv 6= 0. �
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2.6.2 Proof of Theorem 2.6.1

We proceed by extending the arguments reported in [44, Section 5]. The error estimate
(2.58) is based on the following decomposition of the error

u(tn)− unh =u(tn)− P hu(tn)︸ ︷︷ ︸
θnπ

+P hu(tn)− unh︸ ︷︷ ︸
θnh

,

p(tn)− pnh = p(tn)− Πhp(tn)︸ ︷︷ ︸
ynπ

+ Πhp(tn)− pnh︸ ︷︷ ︸
ynh

,

d(tn)− dnh =d(tn)− πe
hd(tn)︸ ︷︷ ︸

ξnπ

+πe
hd(tn)− dnh︸ ︷︷ ︸

ξnh

,

.
d(tn)−

.
d
n

h =
.
d(tn)− πe

h

.
d(tn)︸ ︷︷ ︸.

ξnπ

+πe
h

.
d(tn)−

.
d
n

h︸ ︷︷ ︸.
ξnh

,

(2.59)

where the projection operators P h, Πh and πe
h are de�ned in Section 2.6.1. Hence,

owing to (2.52)-(2.55), it only remains to estimate the discrete contributions θnh, y
n
h ,

ξnh and
.
ξnh. An a priori bound for these terms is stated in Lemma 2.6.1 below, with the

energy-norm of the discrete error being de�ned by

Znh
def
=(ρf)

1
2‖θnh‖0,Ω +

(
τ

n∑
m=r+1

‖θmh ‖2
V

) 1
2

+

(
τ

n∑
m=r+1

|ymh |2sh

) 1
2

+ (ρsε)
1
2‖
.
ξnh‖0,Σ + ‖ξnh‖e +

(
τ

n∑
m=r+1

‖
.
ξmh ‖2

v

) 1
2

,

for n > r.

Lemma 2.6.1. Under the assumptions of Theorem 2.6.1, the following error estimates
hold:

• Without extrapolation (r = 0):

Znh . c1h
k + c2h

l̃ + c3τ + c4τ
1
2

(
T

ρsε

) 1
2

‖Led+Lv
.

d‖L∞(0,T ;L2(Σ)), (2.60)

for n ≥ 1.

• First-order extrapolation (r = 1):

Znh . c1h
k + c2h

l̃ + c3τ + c4τ

(
T

ρsε

) 1
2

‖∂t(Led+Lv
.

d)‖L2(0,T ;L2(Σ)), (2.61)

for n ≥ 2.
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• Second-order extrapolation (r = 2):

Znh . c5h
k + c6h

l̃ + c7τ + c8τ
2

(
T

ρsε

) 1
2

‖∂tt(Led+Lv
.

d)‖L2(0,T ;L2(Σ)), (2.62)

for n ≥ 3.

Here, the symbols {ci}8
i=1 denote positive constants independent of h and τ , but which

depend on the physical parameters and on the regularity of (u, p,d,
.

d).

Proof. We �rst recall the following properties of the discrete solid operators Le
h and

Lv
h (see, e.g., [44, Lemma 1]), which will be used below:

Le
hπ

e
h = Le

h, Lv
hπ

v
h = Lv

h, (2.63)

and
‖Le

hw‖0,Σ ≤ ‖Lew‖0,Σ, ‖Lv
h
.
w‖0,Σ ≤ ‖Lv .w‖0,Σ, (2.64)

for all w ∈De and .
w ∈Dv.

We consider the continuous problem (2.19) at time t = tn with (v, q,w) =
(vh, qh,wh) ∈ V h × Qh ×W h, and subtract (2.26) from the resulting expression.
This yields the following modi�ed Galerkin orthogonality:

ρf (∂τ (u(tn)− unh),vh) + a(u(tn)− unh,vh) + b(p(tn)− pnh,vh)− b(qh,u(tn)− unh)

+ ρsε
(
∂τ (

.
d(tn)−

.
d
n

h),wh

)
Σ

+ ae
(
d(tn)− dnh,wh

)
+ av

( .
d(tn)−

.
d
n

h,wh

)
= −ρf

(
(∂t − ∂τ )u(tn),vh

)
− ρsε

(
(∂t − ∂τ )

.
d(tn),wh

)
Σ

+ sh(p
n
h, qh), (2.65)

for all (vh, qh,wh) ∈ V h × Qh ×W h with vh|Σ = wh. Hence, using (2.59), we infer
the following equation for the discrete errors θnh, y

n
h , ξ

n
h and

.
ξnh:

ρf
(
∂τθ

n
h,vh

)
+ a
(
θnh,vh

)
+ b
(
ynh ,vh

)
− b
(
qh,θ

n
h

)
+ sh

(
ynh , qh

)
+ ρsε

(
∂τ
.
ξnh,vh

)
Σ

+ ae
(
ξnh,vh

)
+ av

( .
ξnh,vh

)
= −ρf

(
(∂t − ∂τ )u(tn),vh

)
− ρf (∂τθ

n
π,vh)︸ ︷︷ ︸

T1(vh)

− ρsε
(
(∂t − ∂τ )

.
d(tn),vh

)
Σ
− ρsε

(
∂τ
.
ξnπ,vh

)
Σ︸ ︷︷ ︸

T2(vh)

+ sh
(
Πhp

n, qh
)
− a
(
θnπ,vh

)
− b
(
ynπ ,vh

)
+ b
(
qh,θ

n
π

)︸ ︷︷ ︸
T3(vh, qh)

− ae
(
ξnπ,vh

)︸ ︷︷ ︸
= 0

− av
( .
ξnπ,vh

)︸ ︷︷ ︸
T4(vh|Σ)

,

(2.66)
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for all (vh, qh) ∈ V h × Qh with vh|Σ ∈ W h and n > r. It should be noted that the
term ae

(
ξnπ,vh

)
vanishes due to de�nition (2.51) of the solid projection operator. In

additon, thanks to (2.3), (2.17) and (2.51), the term T4 reduces to

T4(vh|Σ) = α0ρ
sε (ξnπ,vh)Σ . (2.67)

Moreover, by combining (2.25) and (2.63) with (2.59), we have

θnh|Σ =
.
ξnh +

τ

ρsε

(
Le
h(ξ

n
h − ξ

n,?
h ) +Lv

h(
.
ξnh −

.
ξn,?h )

)
− τ

ρsε

(
Le
h(d(tn)− dn,?) +Lv

h(
.
d(tn)−

.
d
n,?

)
)
,

(2.68)

for n > r, with the natural notations ξn,?h
def
= πe

hd
n,? − dn,?h ,

.
ξn,?h

def
= πe

h

.
d
n,? −

.
d
n,?

h and

(
dn,?,

.
d
n,?)

=


0 if r = 0,(
d(tn−1),

.
d(tn−1)

)
if r = 1,(

2d(tn−1)− d(tn−2), 2
.
d(tn−1)−

.
d(tn−2)

)
if r = 2.

Similarly, from (2.21)1 and (2.59), it follows that

.
ξnh = ∂τξ

n
h + πe

h

( .
d(tn)− ∂τd(tn)

)︸ ︷︷ ︸
znh

. (2.69)

The control of the perturbations znh in (2.69) is given by the following estimate:

‖znh‖e = ‖πe
h

(
∂t − ∂τ

)
d(tn)‖e

≤ ‖
(
∂t − ∂τ

)
d(tn)‖e

≤ (τβe)
1
2 ‖ ∂tu‖L2(tn−1,tn;H1(Σ))

(2.70)

Taking (vh, qh) = τ(θnh, y
n
h) in (2.66), and using (2.68) yields the following energy
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equation for the discrete errors:

ρf

2

(
τ∂τ‖θnh‖2

0,Ω + τ 2‖∂τθnh‖2
0,Ω

)
+ 2µτ‖ε(θnh)‖2

0,Ω + τ |ynh |2sh

+
ρsε

2

(
τ∂τ‖

.
ξnh‖2

0,Σ + τ 2‖∂τ
.
ξnh‖2

0,Σ

)
+

1

2

(
τ∂τ‖ξnh‖2

e + τ 2‖∂τξnh‖2
e

)
+ τ‖

.
ξnh‖2

v + τ 2
(
∂τ
.
ξnh,L

e
h(ξ

n
h − ξ

n,?
h ) +Lv

h

( .
ξnh −

.
ξn,?h
))

Σ︸ ︷︷ ︸
T6

+
τ 2

ρsε

(
Le
hξ

n
h +Lv

h

.
ξnh,L

e
h(ξ

n
h − ξ

n,?
h ) +Lv

h

( .
ξnh −

.
ξn,?h
))

Σ︸ ︷︷ ︸
T7

= T1(τθnh) + T2(τθnh) + T3(τθnh, τy
n
h) + T4(τθnh)− τae(ξnh, z

n
h)︸ ︷︷ ︸

T5

+ τ 2
(
∂τ
.
ξnh,L

e
h(d(tn)− dn,?) +Lv

h

( .
d(tn)−

.
d
n,?))

Σ︸ ︷︷ ︸
T8

+
τ 2

ρsε

(
Le
hξ

n
h +Lv

h

.
ξnh,L

e
h(d(tn)− dn,?) +Lv

h

( .
d(tn)−

.
d
n,?))

Σ︸ ︷︷ ︸
T9

,

(2.71)

for n > r. In this equation, the terms (Ti)i∈[[1,3]] are standard terms and do not come
from our speci�c treatment of the interface transmission condition. The terms T6 and
T7 are speci�c to our corrected scheme and have already been treated in the proof
of the stability. At last, the terms T8 and T9 have to be controlled by the previous
stability terms to get the convergence of the scheme.

The terms T1,. . . ,T3 and T5 are estimated as in [44, Section 5], using (2.52)-(2.55)
and Taylor expansions. We simply recall the corresponding bound

3∑
i=1

Ti .
(ρfCPτ)2

ε1µ
‖∂ttu‖2

L2(tn−1,tn;L2(Ω)) +
(ρsεCTτ)2

ε2µ
‖∂ttu‖2

L2(tn−1,tn;L2(Σ))

+
(ρfCPcµ)2

ε1µ
h2k+2‖∂tu‖2

L2(tn−1,tn;Hk+1(Ω))

+

(
(ρfCPcµ)2h

ε1µ
+

(ρsεCT)2

ε2µ

)
h2k+2‖∂tu‖2

L2(tn−1,tn;Hk+1(Σ))

+
µτh2k

ε3

(
‖u(tn)‖2

k+1,Ω + h‖u(tn)‖2
k+1,Σ

)
+

τ

ε3µ

(
h2l̃‖p(tn)‖2

l̃,Ω
+ h2l+1‖p(tn)‖2

l+1,Ω

)
+ τ(ε1 + ε2 + ε3)‖θnh‖2

V + τε3|ynh |2sh

(2.72)



64

where εi, i = 1, . . . , 3, are free positive parameters and CP,CT are the constant of the
Poincaré and trace inequality respectively. In (2.72), the terms involving ‖θnh‖2

V and
|ynh |2sh can be absorbed by the left-hand side of (2.71), by choosing εi su�ciently small.
As regards the term T5, thanks to (2.70), we have that

|T5| ≤
τ

T
‖ξnh‖2

e + τ 2Tβe‖∂tu‖2
L2(tn−1,tn;H1(Σ))

and the �rst term is controlled via Gronwall's Lemma. As regards the term T4, estimate
(2.52) and a trace inequality gives

T4(τθnh) ≤ α0ρ
sετ‖ξnπ‖0,Σ‖θnh‖0,Σ

≤ α0ρ
sετhk+1β

1
2
e ‖u(tn)‖k+1,ΣCPh

− 1
2‖θnh‖1,Ω

≤ τh2k+1 (α0ρ
sεCP)2βe

4µε4

‖u(tn)‖2
k+1,Σ + τε4‖θnh‖2

V ,

(2.73)

for ε4 > 0. The last term can be absorbed by the left-hand side of (2.71) for ε4

su�ciently small.
As regards the remaining terms T6, . . . , T9 in (2.71), we proceed by treating each

extrapolation separately.
(i) Without extrapolation (r = 0). Terms T6 and T7 are bounded as terms T1 and T2

in section 2.4.5, which yields

T6 + T7 ≥ −
ρsε

3
‖
.
ξnh −

.
ξn−1
h ‖2

0,Σ +
τ 2

4ρsε
‖Le

hξ
n
h +Lv

h

.
ξnh‖2

0,Σ. (2.74)

For the remaining terms, using Young's inequality and (2.64), we have

T8 + T9 ≤
ρsε

8
‖
.
ξnh −

.
ξn−1
h ‖2

0,Σ +
τ 2

8ρsε
‖Le

hξ
n
h +Lv

h

.
ξnh‖2

0,Σ

+
4τ 2

ρsε
‖Led(tn) +Lv

.
d(tn)‖2

0,Σ.

(2.75)

The estimate (2.60) then follows by inserting (2.72), (2.73) (2.74) and (2.75) into
(2.71), using Korn's inequality, summing over m = 1, . . . , n, and applying Gronwall's
lemma.
(ii) First-order extrapolation (r = 1). Terms T7 is treated as term T2 in section 2.4.5,
yielding

T7 =
τ 2

2ρsε

(
τ∂τ
∥∥Le

hξ
n
h +Lv

h

.
ξnh
∥∥2

0,Σ
+ τ 2

∥∥∂τ (Le
hξ

n
h +Lv

h

.
ξnh)
∥∥2

0,Σ

)
. (2.76)

For term T6, we have

T6 =
τ 2

2

(
τ∂τ
∥∥ .ξnh∥∥2

e
+
∥∥ .ξnh − .

ξn−1
h

∥∥2

e

)
+ τ
∥∥ .ξnh − .

ξn−1
h

∥∥2

v
+ τ 2ae

( .
ξnh −

.
ξn−1
h , znh

)
,
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where the last contribution is due to the modi�ed displacement-velocity relation (2.69).
Thus, using (2.70), we get

T6 &
τ 2

2

(
‖
.
ξnh‖2

e − ‖
.
ξn−1
h ‖2

e

)
+ τ
∥∥ .ξnh − .

ξn−1
h

∥∥2

v
− βeτ

3‖∂tu‖2
L2(tn−1,tn;H1(Σ)).

For the terms T8 and T9, using Taylor expansions and (2.64), we have

T8 + T9 ≤
ρsε

2T

(
‖
.
ξnh‖2

0,Σ + ‖
.
ξn−1
h ‖2

0,Σ

)
+

3Tτ 2

2ρsε
‖Le∂td+Lv∂t

.
d‖2

L2(tn−1,tn;L2(Σ))

+
τ 3

2ρsεT
‖Le

hξ
n
h +Lv

h

.
ξnh‖2

0,Σ,

where last term can be treated via Gronwall's Lemma, using the control provided by
(2.76).

In summary, the estimate (2.61) follows by inserting the above bounds into (2.71),
using Korn's inequality, summing over m = 2, . . . , n, and applying Gronwall's Lemma.
The part of the discrete error corresponding to the initialization step is bounded from
(2.60) with n = 1 and T = τ .
(iii) Second-order extrapolation (r = 2). Terms T6 and T7 are treated as terms T1 and
T2 in section 2.4.5. We have

T6 =τ 2
∥∥ .ξnh − .

ξn−1
h

∥∥2

e
+
τ

2

(
τ∂τ
∥∥ .ξnh − .

ξn−1
h

∥∥2

v
+
∥∥ .ξnh − 2

.
ξn−1
h +

.
ξn−2
h

∥∥2

v

)
+ τ 2ae

( .
ξnh −

.
ξn−1
h , znh − zn−1

h

)︸ ︷︷ ︸
T6,1

,

where the last term is bounded, using (2.70), as follows

T6,1 &−
τ 2

2
‖
.
ξnh −

.
ξn−1
h ‖2

e − βeτ
3‖∂tu‖2

L2(tn−2,tn;H1(Σ)).

For T7, we have

T7 ≥
α0τ

3

2ρsε

(
τ∂τ‖

.
ξnh‖2

e + ‖
.
ξnh −

.
ξn−1
h ‖2

e

)
+
α1τ

3

2ρsε

(
τ∂τ‖Le

h

.
ξnh‖2

0,Σ + ‖Le
h(
.
ξnh −

.
ξn−1
h )‖2

0,Σ

)
− τ γ

2
‖ξnh‖2

e − τδ‖
.
ξnh‖2

v −
ρsε

4
‖
.
ξnh −

.
ξn−1
h ‖2

0,Σ

− τ

4
‖
.
ξnh − 2

.
ξn−1
h +

.
ξn−2
h ‖2

v−
τ 3

ρsε
ae
(
Le
hξ

n
h +Lv

h

.
ξnh, z

n
h − zn−1

h

)
︸ ︷︷ ︸

T7,1

.
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The last term in this bounded through (2.3), (2.27) as follows

T7,1 ≥−
τ 5

2T (ρsε)2
‖Le

hξ
n
h +Lv

h

.
ξnh‖2

e −
τT

2
‖znh − zn−1

h ‖2
e

≥− βeC
2
invτ

5

T (ρsε)2h2

(
‖Le

hξ
n
h‖2

0,Σ + ‖Lv
h

.
ξnh‖2

0,Σ

)
− τT

2
‖znh − zn−1

h ‖2
e

≥− βeC
2
invτ

5

T (ρsε)2h2

[
βeC

2
inv

h2
‖ξnh‖2

e +

(
α0ρ

sε+ α1
βeC

2
inv

h2

)
‖
.
ξnh‖2

v

]
− τT

2
‖znh − zn−1

h ‖2
e

≥− τ 5ω4
e

Th4
‖ξnh‖2

e −
τ 5ω2

e

Th2

(
α0 + α1

ω2
e

h2

)
‖
.
ξnh‖2

v −
τT

2
‖znh − zn−1

h ‖2
e,

(2.77)

where we have used the notation ωe
def
= Cinv

√
βe/(ρsε). Hence, using (2.30) and (2.70),

we �nally infer that

T7,1 &− τ 2βeT‖∂tu‖2
L2(tn−2,tn;H1(Σ)) −

τ

T

(γτ
2

) 2
3 ‖ξnh‖2

e −
τ 3γ

4T
‖
.
ξnh‖2

v. (2.78)

The second terms is controlled via Gronwall's Lemma, while the last can be absorbed
by the left-hand side of (2.71).

We conclude the proof with the estimation of the remaining terms in the right-hand
side of (2.71). For T8, using a Taylor expansion, we simply have

T8 ≤ τ
ρsε

2T

(
‖
.
ξnh‖2

0,Σ + ‖
.
ξn−1
h ‖2

0,Σ

)
+
Tτ 4

2ρsε
‖Le∂ttd+Lv∂tt

.
d‖2

L2(tn−1,tn;L2(Σ)),

where the �rst term can be controlled via Gronwall's Lemma. At last, for T9, we have
that

T9 ≤
τ 3

ρsεT

(
‖Le

hξ
n
h‖2

0,Σ + ‖Lv
h

.
ξnh‖2

0,Σ

)
+
Tτ 4

2ρsε
‖Le∂ttd+Lv∂tt

.
d‖2

L2(tn−1,tn;L2(Σ))

≤τ
3ω2

e

Th2
‖ξnh‖2

e +
τ 3

T

(
α0 + α1

ω2
e

h2

)
‖
.
ξnh‖2

v

+
Tτ 4

2ρsε
‖Le∂ttd+Lv∂tt

.
d‖2

L2(tn−1,tn;L2(Σ)).

Hence, from (2.30), we infer that

T9 ≤
τ

T

(τγ
2

) 1
3 ‖ξnh‖2

e +
τ 2δ

1
2

T
‖
.
ξnh‖2

v +
Tτ 4

2ρsε
‖Le∂ttd+Lv∂tt

.
d‖2

L2(tn−1,tn;L2(Σ)),

where the �rst two terms are controlled via Gronwall's Lemma and the left-hand side
of (2.71), respectively.

In summary, the estimate (2.62) follows by inserting the above bounds into (2.71),
using Korn's inequality, summing over m = 3, . . . , n, and applying Gronwall's Lemma.
The remaining terms, corresponding to the initialization step, are bounded via (2.61)
with n = 2 and T = 2τ .
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2.7 Formulation in the non-linear case

In this section we extend the explicit Robin-Neumann paradigm of Section 2.3.1 to
the case of a non-linear �uid-structure problem, involving a viscous incompressible
�uid and thin-walled structure. The �uid is described by the incompressible Navier-
Stokes equations in ALE formalism (see, e.g., [60, Chapter 3]) and the structure by a
non-linear Reissner-Mindlin shell model (see, e.g., [26, 10]).

2.7.1 The non-linear coupled problem

Let Ω ∪ Σ be a reference con�guration of the system. The current con�gurationof
the �uid domain, Ω(t), is parametrized by the ALE map A def

= IΩ + df as Ω(t) =
A(Ω, t), where df : Ω× R+ → Rd stands for the displacement of the �uid domain. In
practice, df = Ext(d|Σ), where Ext(·) denotes any reasonable lifting operator from the
(reference) interface Σ into the (reference) �uid domain Ω. For instance, an harmonic
lifting operator is used in the numerical experiments reported in Section 4.5.

The non-linear �uid-structure problem under consideration reads as follows: Find
the �uid domain displacement df : Ω×R+ → Rd, the �uid velocity u : Ω×R+ → Rd,
the �uid pressure p : Ω × R+ → Rd the solid displacement d : Σ × R+ → Rd and the
surface vector �eld θ : Σ× R+ → R3 such that

df = Ext(d|Σ), w = ∂td
f , A def

= IΩ + df , Ω(t) = A(Ω, t),


ρf∂t|Au+ ρf(u−w) ·∇u−∇ · σ(u, p) = 0 in Ω(t),

∇ · u = 0 in Ω(t),

u = 0 on Γd,

σ(u, p)n = h on Γn,

(2.79)



u =
.
d on Σ,

ρsε∂t
.
d+Le

d(d,θ) +Lv
d(
.
d,
.
θ) =− Jσ(u, p)F−Tn on Σ,

Le
θ(d,θ) +Lv

θ(
.
d,
.
θ) = 0 on Σ,

.
d = ∂td,

.
θ = ∂tθ on Σ,

d = θ = 0 on ∂Σ,

(2.80)

where ∂t|A represents the ALE time derivative, F def
= ∇A the �uid domain gradient of

deformation and J def
= detF the Jacobian. The surface elastic and viscous operators,

(Le
d,L

e
θ) and (Lv

d,L
v
θ), can be non-linear. As usual, a �eld de�ned in the reference

�uid domain, Ω, is evaluated in the current �uid domain, Ω(t), by composition with
A−1(·, t).
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2.7.2 Explicit Robin-Neumann schemes

The proposed fully explicit coupling schemes combine an explicit treatment of the
interface geometrical compatibility (2.79)1 with an explicit Robin-Neumann treatment
of the interface kinematic and kinetic coupling (2.80)1,2. Following the initial argument
of Section 2.3, the interface Robin consistency of the coupled problem (2.79)-(2.80) is
given by the relation

Jσ(u, p)F−Tn+ ρsε∂tu = −Le
d(d,θ)−Lv

d(
.
d,
.
θ) on Σ.

Nevertheless, in order to avoid the extrapolation of the viscoelastic non-linear terms in

Algorithm 2.4 Explicit Robin-Neumann schemes (non-linear problems)

For n > r:

1. Fluid domain update:

df,n = Ext(dn−1|Σ), wn = ∂τd
f,n, An def

= IΩ + df,n, Ωn def
= An

(
Ω
)

and we set F n =∇An and Jn = detF n.

2. Fluid step: �nd un : Ω× R+ → R3 and pn : Ω× R+ → R such that

ρf∂τ |Aun + ρf(un−1 −wn) ·∇un −∇ · σ(un, pn) = 0, in Ωn,

divun = 0 in Ωn,

un = 0 on Γd,

σ(un, pn)n = h on Γn,

Jnσ(un, pn)(F n)−Tn+
ρsε

τ
un =

ρsε

τ

( .
d
n−1

+ τ∂τ
.
d
n,?)

+ t∗ on Σ,

with the �uid stress extrapolations tn,? given by (2.83).

3. Solid step: �nd dn : Σ× R+ → R3 and θn : Σ× R+ → R3 such that
ρsε∂τ

.
d
n

+Le
d(dn,θn) +Lv

d(
.
d
n
,
.
θn) =− Jnσ(un, pn)(F n)−Tn on Σ,

Le
θ(dn,θn) +Lv

θ(
.
d
n
,
.
θn) = 0 on Σ,

.
d = ∂τd

n,
.
θn = ∂τθ

n on Σ,

dn = θn = 0 on ∂Σ.

the right-hand side, we instead consider the non-linear counterpart of the alternative
condition given by (2.12), that is,

Jσ(u, p)F−Tn+
ρsε

τ
u =

ρsε

τ

.
d+ Jσ(u, p)F−Tn on Σ, (2.81)



2.8. Numerical experiments 69

which motivates the following intrinsic explicit Robin condition for the �uid

Jnσ(un, pn)(F n)−Tn+
ρsε

τ
un =

ρsε

τ

( .
d
n−1

+ τ∂τ
.
d
n,?
)

+ tn,? on Σ, (2.82)

where
.
d
n,?

= 0,
.
d
n−1

, 2
.
d
n−1

+
.
d
n−2

and

tn,? =


0,

Jn−1σ(un−1, pn−1)(F n−1)−Tn,

2Jn−1σ(un−1, pn−1)(F n−1)−Tn− Jn−2σ(un−2, pn−2)(F n−2)−Tn,

(2.83)

stands, respectively, for the zeroth- (r = 0), �rst- (r = 1) and second-order (r = 2)
extrapolations of the solid velocity,

.
d, and of the interface �uid stress in the reference

con�guration, Jσ(u, p)F−Tn. The explicit Robin condition (2.82) corresponds to the
non-linear counterpart of (2.11). The resulting explicit coupling schemes are detailed
in Algorithm 2.4.

It should be noted that the geometrical quantities involved in (2.82) and (2.83)
do not need any speci�c treatment and appear because the interface relation (2.81) is
formulated in the reference con�guration. In practice, the interface �uid stresses are
consistently evaluated as variationnal residuals in the deformed con�gurations, while
the solid inertial contributions are integrated in the reference con�guration. These
hybrid characteristics of the explicit Robin condition (2.82) are handled in a natural
manner by the ALE formalism.

Remark 2.7.1. Though non trivial, the separate solution of the structure and �uid
sub-problems of Alogirhtm 2.4 is not a contribution of the present work. In fact, all
the numerical experiments involving non-linear models have been performed with pre-
existing separate �uid and solid solvers by exploiting the partitioned nature of the
Robin-Neumann schemes proposed in this PhD thesis. Hence only minimal information
on this aspect is given (e.g., type of �nite element approximation, stabilization method
for the �uid, etc.). The structure problem involved in sub-step 3 of Algorithm 2.4 is
nonlinear. In the numerical experiments reported in the next section, this non-linearity
is solved using Newton's method (see, e.g., [84]). These observations also apply to
Chapter 3.

2.8 Numerical experiments

In order to assess the behavior and robustness of the explicit Robin-Neumann schemes,
we have considered a number of �uid-structure interaction examples from the litera-
ture. Section 2.8.1 presents a convergence study in 2D, using the linear model problem
(2.1)-(2.2). Numerical results with 3D geometries and non-linear models (2.79)-(2.80)
are reported in the subsequent Sections 2.8.2-2.8.5.
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2.8.1 Convergence study in a two-dimensional test-case

The �rst example simulates a pressure wave propagation within a compliant channel
in 2D (see, e.g., [67, 44]). We couple the Stokes equations with a damped generalized
string model. More precisely, in (2.2) we take

d =

(
0
dy

)
, Led =

(
0

−λ1∂xxdy + λ0dy

)
, Lv

.
d =

(
0

αρsε
.
dy − βλ1∂xx

.
dy

)
,

with λ1
def
= Eε/(2(1 + ν)) and λ0

def
= Eε/(R2(1 − ν2)). As usual, here E denotes the

Young modulus and ν the Poisson ratio of the solid. All the quantities will be given
in the CGS system. The �uid domain and the �uid-solid interface are, respectively,
Ω = [0, L]× [0, R], Σ = [0, L]× {R}, with L = 6 and R = 0.5. At x = 0 we impose
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Figure 2.1: Snapshots of the �uid pressure and solid displacement at t = 0.005, 0.01, 0.015

(from top to bottom). Algorithm 2.2 with �rst-order extrapolation, τ = 10−4 and h = 0.05.

a sinusoidal normal traction of maximal amplitude 2 · 104 during 5 · 10−3 seconds,
corresponding to half a period. Zero traction is enforced at x = 6 and a symmetry
condition is applied on the lower wall y = 0. The solid is clamped at its extremities,
x = 0, L. The �uid physical parameters are given by ρf = 1.0 and µ = 0.035, while for
the solid we have ρs = 1.1 , ε = 0.1, E = 0.75× 106, ν = 0.5, α = 1 and β = 10−3.

Continuous piece-wise a�ne approximations are considered for both the �uid and
the structure, with the symmetric pressure stabilization method introduced in [13].
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Figure 2.2: Time-convergence history of the displacement at t = 0.015, with h = O(τ).
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(b) i = 1.
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(c) i = 2.
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(d) i = 3.

Figure 2.3: Comparison of the solid displacements at t = 0.015 for di�erent levels of (τ, h)-

re�nement, given by (2.84) with i = 0, . . . , 3.
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We have reported in Figure 2.1 a few snapshots of the pressure and displacement
�elds obtained using Algorithm 2.2 with the �rst-order extrapolation, τ = 10−4 and
h = 0.05. All the computations have been performed with FreeFem++ [70]. The
numerical solution remains stable, as predicted by Theorem 2.4.1, and a propagating
pressure-wave is observed.

In order to highlight the h-uniformity of the convergence in time, we have re�ned
both in time and in space at the same rate, with the following set of discrete parameters:

(τ, h) ∈
{

2−i
(
5 · 10−4, 0.1

)}4

i=0
. (2.84)

A reference solution has been generated using a fully implicit scheme with a high space-
time grid resolution (h = 3.125×10−3, τ = 10−6). Figure 2.2 reports the corresponding
time-convergence history of the solid displacement at time t = 0.015, in the relative
elastic energy-norm, for the proposed explicit Robin-Neumann schemes (with and with-
out extrapolation) and the implicit scheme. The explicit Robin-Neumann schemes with
�rst- and second-order extrapolation yield an overall O(τ) optimal accuracy, while a
sub-optimal O(τ

1
2 ) rate is observed without extrapolation. Thus, in agreement with

the error estimates provided by Theorem 2.6.1. The impact of the sub-optimal rate
is clearly visible in Figure 2.3, where we have displayed the interface displacements
associated to Figure 2.2 (�rst four points of each curve). For comparison purposes, the
reference displacement is also shown. Observe that, even with the smallest time-steps
sizes (e.g., Figure 2.3(d)), the Robin-Neumann scheme without extrapolation provides
a rather poor approximation. On the contrary, the extrapolated variants are able to
retrieve the accuracy of the implicit coupling scheme. In the case of the coupling with
an undamped structure (i.e., with α0 = α1 = 0), a similar behavior was observed in
[44].

2.8.2 Pressure wave propagation in a straight tube

The second example is the three-dimensional test-case proposed in [59] (see also [60,
Chapter 12]). The �uid domain is a straight tube of radius R = 0.5 and of length
L = 5. All the units are given in the CGS system. The �uid is governed by the
incompressible Navier-Stokes equations in ALE formism, discretized in space with
Q1/Q1 �nite elements and a SUPG/PSPG stabilized formulation. The vessel wall is
described by the linear shell model (2.4) (we refer to [26, Section 4.2.1] for the details),
discretized in space by quadrilateral MITC4 shell elements (see [26, Section 8.2.1]).
The �uid physical parameters are given by ρf = 1.0 and µ = 0.035, while for the solid
we have ρs = 1.2, ε = 0.1, E = 3× 106 and ν = 0.5. We will consider the case of both
a Rayleigh solid damping, viz.,

Lv
d(
.
d,
.
θ) = α0ρ

sε
.
d+ α1L

e
d(
.
d,
.
θ), and Lv

θ(
.
d,
.
θ) = α1L

e
θ(
.
d,
.
θ),

with α0 = 1, α1 = 10−3, and an undamped solid (α0 = α1 = 0).
The overall system is initially at rest. During the time-interval [0, 5 · 10−3], an over

pressure of 1.3332× 104 is imposed on the inlet boundary. The simulations are carried
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Figure 2.4: Snapshots of the �uid pressure at t = 0.005, 0.01, 0.015 (from top to bottom).

Algorithm 2.4 with �rst-order extrapolation, τ = 10−4. Left: Shell model without damping

(α0 = α1 = 0). Right: Shell model with damping (α0 = 1, α1 = 10−3).

out over 150 time-steps of length τ = 10−4. Figure 2.4 shows the �uid pressure and
the solid deformation (ampli�ed by a factor 10) at di�erent time instants obtained
with Algorithm 2.4 and the �rst-order extrapolation, τ = 10−4. A stable pressure wave
propagation is observed. The impact of the solid damping is also clearly visible.

For comparison purposes, Figure 2.5 reports the interface mid-point displacement
magnitudes obtained with Algorithm 2.4 and the implicit coupling scheme. Once more,
the Robin-Neumann scheme without extrapolation provides a very poor approxima-
tion, while the extrapolated variants are able to retrieve the accuracy of the implicit
coupling scheme. It is worth noting that the solid damping has a rather limited impact
on the numerical solution without extrapolation. This suggests that the arti�cial dis-
sipation of the scheme (due to its O(τ

1
2 ) loss in accuracy) is at least of the same order

as the physical dissipation considered in the solid. Similar conclusions can be inferred
from Figure 2.6, which reports the out-�ows obtained with the di�erent schemes.
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Figure 2.5: Comparison of the implicit and Robin-Neuman explicit coupling schemes: interface

mid-point displacement magnitude vs. time. Left: Shell model without damping (α0 = α1 =

0). Right: Shell model with damping (α0 = 1, α1 = 10−3).
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Figure 2.6: Comparison of the implicit and Robin-Neuman explicit coupling schemes: out-�ow

vs. time. Left: Shell model without damping (α0 = α1 = 0). Right: Shell model with damping

(α0 = 1, α1 = 10−3).

2.8.3 Blood �ow in an abdominal aortic aneurysm

We consider the numerical example presented in [1] using an in vitro aneurysm ge-
ometry. The �uid computational domain is the idealized abdominal aortic aneurysm
given in Figure 2.7 (left). We refer to [105] for the details. The whole compliant wall
has a uniform thickness of 0.17 and length of 22.95. All the units are given in the
CGS system. The �uid is governed by the incompressible Navier-Stokes equations in
ALE formalism, discretized in space with Q1/Q1 �nite elements and a SUPG/PSPG
stabilized formulation. The vessel wall is described by the linear shell model (2.4),
discretized in space by quadrilateral MITC4 shell elements. The �uid physical param-
eters are given by ρf = 1.0 and µ = 0.035, while for the solid we have ρs = 1.2 ,
ε = 0.1, E = 3× 106, ν = 0.5, α0 = 1 and α1 = 10−3. The overall system is initially at
rest. An in-�ow rate corresponding to a cardiac cycle, see Figure 2.7(right), is imposed
on the inlet boundary. A resistive-like boundary condition is prescribed on the outlet
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Figure 2.7: Aneurysm geometry (left) and in-�ow rate data (right)

Figure 2.8: Snapshots of the �uid velocity t = 0.084, 0.168, 0.336, 0.672 (from left to right

and top to bottom). Algorithm 2.4 with �rst-order extrapolation, τ = 4.2 · 10−4.

boundary, the value of the resistance being Rout = 6× 102.
We have simulated 2000 time-steps of size τ = 4.2× 10−4 s, which corresponds to a

full cardiac cycle. Figure 2.8 shows the �uid velocity and the solid deformation at dif-
ferent time instants obtained with Algorithm 2.4 and the �rst-order extrapolation. For
comparison purposes, Figure 2.9 reports the interface mid-point displacement magni-
tudes and out-�ow obtained with Algorithm 2.4 and the implicit coupling scheme. The
Robin-Neumann schemes with �rst- and second-order extrapolation provide numerical
solutions close to the implicit coupling scheme. The superior accuracy of the higher
order kinematic perturbation introduced by the second-order extrapolation is clearly
visible. At last, the Robin-Neumann scheme without extrapolation yields an extremely



76

0 0.2 0.4 0.6 0.8
time

0

0.02

0.04

0.06

0.08

di
sp

la
ce

m
en

t m
ag

ni
tu

de

implicit scheme
explicit RN no-extrap
explicit RN 1st-order extrap
explicit RN 2nd-order extrap

0 0.2 0.4 0.6 0.8
time

0

20

40

60

80

100

ou
t-fl

ow

implicit scheme
explicit RN no-extrap
explicit RN 1st-order extrap
explicit RN 2nd-order extrap

Figure 2.9: Comparison of the implicit and Robin-Neuman explicit coupling schemes: Left:

Interface displacement. Right: Out-�ow.

poor approximation. Once more, this illustrates the striking impact of the O(τ
1
2 )-loss

on the accuracy of the scheme without extrapolation.

2.8.4 Lid-driven cavity with �exible bottom

We consider the classical shear-driven cavity problem with a �exible bottom (see, e.g.,
[61]). The �uid domain is the unit square Ω = [0, 1]× [0, 1] with the �uid-solid interface
on the lower boundary Σ = [0, 1]× {0}. All the units are given in the SI system. The
overall system is initially at rest and an oscillating shear velocity pro�le is imposed on
the upper boundary u(t) = (1 − cos(0.4πt), 0)T on [0, 1] × {1}. A non-slip condition
is enforced on the portions {0, 1} × [0, 0.9] of the lateral cavity walls. The system
is described by the non-linear coupled problem (2.79)-(2.80), with a non-linear shell
model and a Saint Venant-Kirchho� constitutive law (see [26]). The �uid equations
are discretized in space with Q1/Q1 �nite elements and a SUPG/PSPG stabilized
formulation. Quadrilateral MITC4 shell elements are considered for the structure. The
�uid physical parameters are given by ρf = 1.0 and µ = 0.01, while for the solid
(undamped) we have ρs = 250, ε = 0.002, E = 250, and ν = 0.

The simulations are performed in three-dimensions, by imposing symmetry condi-
tions along the extrusion direction, and carried out over 800 time-steps of size τ = 0.1.
Figure 2.10 shows the �uid velocity and the solid deformation at di�erent time instants
obtained with Algorithm 2.4 and the �rst-order extrapolation.

For comparison purposes, Figure 2.11 reports the interface mid-point displacement
magnitudes obtained with Algorithm 2.4 and the implicit coupling scheme. Once again,
the superior accuracy of the Robin-Neumann schemes with �rst- and second-order
extrapolation is noticeable.
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Figure 2.10: Snapshots of the �uid velocity magnitude at t = 3.5, 8, 14, 21 (from left to right

and top to bottom). Algorithm 2.4 with �rst-order extrapolation, τ = 0.1.
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Figure 2.11: Comparison of the implicit and Robin-Neuman explicit coupling schemes: inter-

face mid-point displacement magnitude vs. time.
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2.8.5 Damped structural instability

The last example considers a curved �uid domain surrounded by two thin structures
with di�erent sti�ness, as proposed in [80]. Both structures are �xed on their extrem-
ities. A constant parabolic velocity pro�le is prescribed on the left and right in�ow

Figure 2.12: Snapshots of the �uid velocity t = 0.5, 1, 1.5, 2, 2.5, 3, 3.5, 4 (from left to right

and top to bottom). Algorithm 2.4 with �rst-order extrapolation.

boundaries, with maximal magnitudes 10 and 10.1, respectively (to avoid perfect sym-
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metry). All the units are given in the SI system. Zero velocity is enforced on the
remaining �uid boundaries. The �uid is loaded with the volume force f = (0,−1)T.
As in the previous example, the system is described by the non-linear coupled problem
(2.79)-(2.80), with a non-linear shell model and a Saint Venant-Kirchho� constitutive
law. We consider also the same spatial discretization. The �uid physical parameters
are given by ρf = 1.0 and µ = 9, while for the top and bottom (undamped) structures
we have ρs = 500, ε = 0.1, Etop = 9 · 105, Ebottom = 9 · 108 and ν = 0.3. The simula-
tions are performed in three-dimensions by imposing symmetry conditions along the
extrusion direction.
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Figure 2.13: Comparison of the of the implicit and Robin-Neuman explicit coupling schemes:

interface mid-point displacement magnitude of the bottom structure vs. time.

A salient di�culty of this ballon-type problem is that it cannot be solved via stan-
dard Dirichlet-Neumann procedures, since the interface solid velocity does not nec-
essarily satisfy the compatibility condition enforced by the incompressibility of the
�uid (unless directly prescribed in the structure [80]). The explicit Robin-Neumann
coupling schemes given by Algorithm 2.4 get rid of this issue without any extra ad-
justment. Indeed, the consistent perturbation of the kinematic coupling induced by
the Robin-Neumann interface conditions removes the constraint on the interface solid
velocity.

In Figure 2.12 we have reported the �uid velocity magnitude snapshots and the
solid deformations at di�erent time instants, obtained with Algorithm 2.4 (�rst-order
extrapolation) and time-step length of τ = 0.005. As in [80], the deformation is �rst
mainly visible in the upper (more �exible) structure and then, when the �uid pressure
reaches a critical value, the lower structure buckles.

Figure 2.13 reports the interface mid-point displacement magnitude of the bottom
structure obtained with Algorithm 2.4 and the implicit coupling scheme. The poor
accuracy of the Robin-Neumann scheme without extrapolation is striking: the lower
order perturbation of the kinematic coupling yields an excess of mass-loss across the
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interface which prevents the buckling. On the contrary, the variants with the �rst- and
second-order extrapolations give practically the same result as the implicit scheme and
predict the collapse of the bottom structure.

2.9 Conclusion

In this chapter, we have introduced and analyzed a class of explicit Robin-Neumann
schemes for the coupling of a viscous incompressible �uid and a general thin-walled
structure (including damping and non-linear behavior). The basis of these methods
is the underlying Robin consistency of the interface coupling. This has motivated
an explicit Robin interface condition for the �uid, which combines extrapolations of
the solid viscoelastic contributions with an implicit treatment of the solid inertia.
The former enables full �uid-solid splitting (i.e., explicit coupling), while the latter
guarantees added-mass free stability (Theorem 2.4.1).

The schemes admit an intrinsic explicit Robin-Neumann formulation which makes
them genuinely partitioned: only extrapolations of the solid velocity and interface
�uid stress are necessary. The methods have been interpreted as single iterations, with
appropriate initializations, of a (parameter free) Robin-Neumann iterative solution
procedure of implicit coupling. New insights on the convergence of these procedures
(Theorem 2.5.1) have been derived from this connection.

The error analysis (Theorem 2.6.1) has shown that the variants with extrapolation
yield an optimal �rst time-accuracy in the energy-norm, while a sub-optimal conver-
gence rate is expected without extrapolation. In summary, the key result is that the
explicit Robin-Neumann scheme with �rst-order extrapolation simultaneously yields
added-mass free unconditional stability and optimal (�rst-order) time accuracy.

A comprehensive list of numerical tests from the literature con�rmed these �ndings,
and indicate that the proposed methods provide a simple and robust approach to the
explicit coupling of �uid-structure interaction problems, involving an incompressible
�uid and a thin-walled structure.

The next chapter is devoted to the generalization of this approach to the case of
the coupling with thick-walled structures.



Chapter 3

Generalized Robin-Neumann explicit

coupling schemes for the coupling with

general thick-walled structures

The results presented in this chapter lead to the paper [57]: M.A. Fernández, J. Mul-
laert, M. Vidrascu.Generalized Robin-Neumann explicit coupling schemes for
incompressible �uid-structure interaction: stability analysis and numerics.
Internat. J. Numer. Methods Engrg., 101(3):199�229, 2015.

Some preliminary results of this chapter have been announced, without proof, in
[53]: M.A. Fernández, J. Mullaert. Displacement-velocity correction schemes for
incompressible �uid-structure interaction. C. R. Math. Acad. Sci. Paris, 349(17-
18):1011�1015, 2011.
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3.1 Introduction

The design of explicit coupling schemes requires a careful treatment of the interface
condition, to avoid added-mass issues that can compromise stability and convergence.
In the case of the coupling with a thin-walled structure, both added-mass free stability
and optimal (�rst-order) time accuracy are obtained with the explicit Robin-Neumann
schemes proposed in Chapter 2. The fundamental ingredient in the derivation of these
schemes is the interface Robin consistency of the continuous problem, which is inti-
mately related to thin-walled character of the solid model.

In this chapter, we propose an extension (the �rst, to the best of our knowledge)
of the explicit coupling schemes reported in Chapter 2 to the case of the coupling
with thick-walled structures: linear and non-linear (possibly damped) elasticity. We
show that an intrinsic (parameter free) interface Robin consistency can be recovered
at the space semi-discrete level, using a lumped-mass approximation in the structure.
Instead of the usual identity operator, the generalized Robin condition involves a new
interface operator which consistently accounts for the solid inertial e�ects within the
�uid. The �uid-solid splitting is hence performed through appropriate extrapolations
of the solid velocity and stress on the interface. A priori energy estimates, guaranteeing
(added-mass) free stability, are derived for all the extrapolations considered within a
representative linear framework.

The second contribution of this work deals with the partitioned solution of implicit
coupling. In fact, the proposed explicit coupling schemes can be interpreted as a single
iteration (with appropriate initializations) of a new Robin-Neumann iterative method.
Unlike traditional Robin based procedures (see, e.g., [3]), these iterations are parameter
free. Using energy arguments within a representative linear setting, we demonstrate the
(added-mass free) convergence of this iterative procedure towards the implicit coupling
solution. To the best of our knowledge, the error estimate proposed is the �rst which
yields convergence of a Robin-Neumann procedure in the framework of the coupling
with a thick-walled structure (linear viscoelasticity).

Several numerical experiments, based on di�erent linear and non-linear �uid-
structure interaction examples from the literature, illustrate the accuracy and per-
formance of the methods proposed.

This chapter is organized as follows. In Section 3.2, we present the linear continu-
ous setting which serves as model coupled problem. In Section 3.3, we introduce the
generalized Robin-Neumann explicit coupling schemes. The iterative procedure for the
partitioned solution of implicit coupling is also presented. Section 3.4 is devoted to
the numerical analysis of the methods. In Section 3.5, the coupling schemes are for-
mulated in a fully non-linear framework. The numerical experiments are reported in
Section 3.6. Finally, Section 3.7 summarizes the conclusions.
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3.2 Problem setting

In this part, we consider a linear modelization of a �uid-structure system described by
the Stokes equations in a domain Ωf ⊂ Rd and by the linear visco-elasticity equations
in an adjacent domain Ωs ⊂ Rd (d = 2 or 3). We denote by Σ

def
= ∂Ωs ∩ ∂Ωf the �uid-

structure interface. We assume that ∂Ωf = Γf,d ∪Γf,n ∪Σ and ∂Ωs = Γs,d ∪Γs,n ∪Σ are
given partitions of the �uid and solid boundaries, respectively.

The considered linear coupled problem reads therefore as follows: �nd the �uid
velocity u : Ωf × R+ → Rd, the �uid pressure p : Ωf × R+ → R, the structure
displacement d : Ωs×R+ → Rd and the structure velocity

.
d : Ωs×R+ → Rd such that

(Fluid)


ρf∂tu− divσf(u, p) = 0 in Ωf ,

divu = 0 in Ωf ,

u = 0 on Γf,d,

σf(u, p)nf = h on Γf,n,

(3.1)

(Solid)


ρs∂t

.
d− divσs(d,

.
d) + α0ρ

s
.
d = 0 in Ωs,

.
d = ∂td in Ωs,

d = 0, α1

.
d = 0 on Γs,d,

σs(d,
.
d)ns = 0 on Γs,n,

(3.2)

(Coupling)

{
u =

.
d on Σ,

σs(d,
.
d)ns = −σf(u, p)nf on Σ

(3.3)

and satisfying the initial conditions u(0) = u0, d(0) = d0 and
.
d(0) = v0. Here,

ρf , ρs > 0 stand for the �uid and solid densities, h for a given surface traction on
Γf,n and nf ,ns for the exterior unit normal vectors to the boundaries of Ωf and Ωs,
respectively. The �uid stress tensor σf(u, p) is given by

σf(u, p)
def
= −pI + 2µε(u), ε(u)

def
=

1

2
(∇u+∇uT),

where µ > 0 denotes the �uid dynamic viscosity. For the solid, the stress tensor is
de�ned by the relations

σs(d,
.
d)

def
= σ(d) + α1σ(

.
d), σ(d)

def
= 2L1ε(d) + L2(divd)I,

where L1, L2 > 0 stand for the Lamé coe�cients. Well-posedness results for this type
of linear �uid-structure interaction problem can be found in [38].

In what follows, we will make use of the functional spaces

V f def
=
{
vs ∈ [H1(Ωf)]d /vf |Γf,d = 0

}
,

Q
def
= L2(Ωf),

V s def
=
{
vs ∈ [H1(Ωs)]d /vs|Γs,d = 0

}
,

W
def
=
{

(vf ,vs) ∈ V f × V s /vf |Σ = vs|Σ
}
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and the following bi-linear and linear forms:

a(u,vf)
def
= 2µ

(
ε(u), ε(vf)

)
Ωf , b(p,vf)

def
= −(p, divvf)Ωf , l(vf)

def
= (h,vf)Γ,

ae(d,vs)
def
=
(
σ(d), ε(vs)

)
Ωs , av(

.
d,vs)

def
= α0ρ

s(
.
d,vs)Ωs + α1

(
σ(

.
d), ε(vs)

)
Ωs .

(3.4)

Here, the symbol (·, ·)ω stands for the standard inner-product of L2(ω), for a given
domain ω of Rd or Rd−1. We denote by ‖ · ‖e and ‖ · ‖v the norms associated to the
inner-products ae and av, in particular, we have:

‖
.
d‖2

v
def
= α0ρ

s‖
.
d‖2

0,Ωs + α1‖
.
d‖2

e.

We also set
‖v‖V

def
= µ

1
2‖∇v‖0,Ωf , ‖q‖Q

def
= µ−

1
2‖q‖0,Ωf .

The coupled problem (3.1)-(3.3) admits the following variationnal formulation: for
t > 0, �nd (u(t),

.
d(t)) ∈W , p(t) ∈ Q and d(t) ∈ V s such that
.
d = ∂td,

ρf
(
∂tu,v

f
)

Ωf + a(u,vf) + b(p,vf)− b(q,u)

+ ρs
(
∂t
.
d,vs

)
Ωs + ae(d,vs) + av(

.
d,vs) = l(vf),

(3.5)

for all (vf ,vs) ∈W and q ∈ Q.

3.3 Generalized Robin-Neumann methods

This section is devoted to the numerical approximation of the coupled problem (3.5).
The time-marching procedures proposed (Section 3.3.3 below) allow an uncoupled
sequential computation of the �uid and solid discrete approximations (explicit coupling
scheme). These methods can be viewed as a generalization to the coupling with thick-
walled structures of the Robin-Neumann explicit schemes introduced in Chapter 2.

A fundamental ingredient in the derivation of the schemes reported in Chapter 2
is the interface Robin consistency of the continuous problem. Clearly, this property is
not shared by the coupled problem (3.1)-(3.3), since it is intimately related to the thin-
walled character of the structure. In Section 3.3.2, we show that an underlying interface
Robin consistency can be recovered after discretization in space, using a lumped-mass
approximation in the structure. This generalized notion of interface Robin consistency
is the basis of the new explicit coupling schemes introduced in Section 3.3.3 and of the
new iterative procedure proposed in Section 3.3.4.

3.3.1 Space semi-discretization

In this part, we consider a �nite element approximations in space based on continuous
piecewise a�ne functions. The corresponding �nite element spaces are denoted by

V f
h ⊂ V f , Qh ⊂ Q and V s

h ⊂ V s,
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where the subscript h > 0 indicates the level of spatial re�nement. Since the �uid
velocity/pressure pair V f

h/Qh fails to satisfy the inf-sup condition (see, e.g. [65]), we
consider, without loss of generality, a symmetric pressure stabilization method de�ned
by a non-negative bilinear form, sh : Qh × Qh → R, entering the abstract framework
introduced in [17]. Furthermore, we assume that the �uid and solid discretizations
match at the interface, that is,

ΛΣ,h
def
=
{
vf
h|Σ /vf

h ∈ V f
h

}
=
{
vs
h|Σ /vs

h ∈ V s
h

}
,

and we set
W h

def
=
{

(vf
h,v

s
h) ∈ V f

h × V s
h /v

f
h|Σ = vs

h|Σ
}
⊂W ,

V f
Σ,h

def
=
{
vf
h ∈ V f

h /v
f
h|Σ = 0

}
,

and
V s

Σ,h
def
=
{
vs
h ∈ V s

h /v
s
h|Σ = 0

}
.

We denote by (·, ·)Ωs,h the lumped-mass approximation of the inner-product (·, ·)Ωs

(see, e.g., [78, Section 2.3] and [112, Chapter 15]). We then set

ae(dh,v
s
h)

def
=
(
σ(dh), ε(v

s
h)
)

Ωs ,

av
h(
.
dh,v

s
h)

def
= α0ρ

s(
.
dh,v

s
h)Ωs,h + α1a

e(
.
dh,v

s
h)Ωs

(3.6)

for all dh,
.
dh,v

s
h ∈ V s

h.
The space semi-discrete formulation of problem (3.5), including a mass-lumping

approximation in the structure, reads therefore as follows: for all t > 0, �nd
(uh(t),

.
dh(t)) ∈W h, ph(t) ∈ Qh and dh(t) ∈ V s

h such that
.
dh = ∂tdh and

ρf
(
∂tuh,v

f
h

)
Ωf + a(uh,v

f
h) + b(ph,v

f
h)− b(qh,uh) + sh(ph, qh)

+ ρs
(
∂t
.
dh,v

s
h

)
Ωs,h

+ ae(dh,v
s
h) + av

h(
.
dh,v

s
h) = l(vf

h), (3.7)

for all (vf
h,v

s
h) ∈W h and qh ∈ Qh.

In what follows, we will consider the standard solid-sided and �uid-sided discrete
lifting operators, Ls

h : ΛΣ,h → V s
h and Lf

h : ΛΣ,h → V f
h, de�ned for all ξh ∈ ΛΣ,h,

such that the nodal values of Ls
hξh,Lf

hξh vanish out of Σ and that

(Ls
hξh)|Σ = (Lf

hξh)|Σ = ξh.

Note that, for all vs
h ∈ V s

h, we have the standard decomposition

vs
h = Ls

hv
s
h + vs

h −Ls
hv

s
h = Ls

hv
s
h + ṽs

h, (3.8)

with ṽs
h

def
= vs

h −Ls
hv

s
h ∈ V s

Σ,h.
We introduce also the interface operator Bh : ΛΣ,h → ΛΣ,h, de�ned by

Bh
def
=
(
Ls
h

)n,?Ls
h,
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where
(
Ls
h

)n,? stands for the adjoint operator of Ls
h with respect to the lumped-mass

inner product in V s
h. Hence, we have(

Bhξh,λh
)

Σ
=
(
Ls
hξh,Ls

hλh
)

Ωs,h
(3.9)

for all (ξh,λh) ∈ ΛΣ,h × ΛΣ,h. A straightforward argument shows that the interface
operator Bh is self-adjoint, positive de�nite and diagonal with respect to the �nite
element basis of ΛΣ,h.

Remark 3.3.1. In order to simplify the presentation, for vs
h ∈ V s

h, we will use the
notation Ls

hv
s
h instead of Ls

h(v
s
h|Σ). The same applies to Lf

h and Bh.

In the next section, we will make extensive use of the following result:

Lemma 3.3.1. For all (vs
h, ξh) ∈ V s

h ×ΛΣ,h, we have(
vs
h,Ls

hξh
)

Ωs,h
=
(
Bhv

s
h, ξh

)
Σ
. (3.10)

Proof. For all vs
h ∈ V s

h, we consider the decomposition vs
h = ṽs

h + Ls
hv

s
h, with ṽ

s
h ∈

V s
Σ,h. We then observe that

(
ṽs
h,Ls

hξh
)

Ωs,h
= 0 for all ξh ∈ ΛΣ,h, by the construction

of the lumped-mass approximation. Hence, owing to (3.9), we have(
vs
h,Ls

hξh
)

Ωs,h
=
(
Ls
hv

s
h,Ls

hξh
)

Ωs,h
+
(
ṽs
h,Ls

hξh
)

Ωs,h
=
(
Bhv

s
h, ξh

)
Σ
,

which completes the proof.

Remark 3.3.2. Since, by construction, the matrix associated to the lumped-mass inner
product is diagonal, from (3.9) we infer that the algebraic counterpart of Bh is also
a diagonal matrix. In particular, the diagonal entries of this matrix are the diagonal
entries of the solid lumped-mass matrix on the interface Σ (see Section 3.3.3.1).

Remark 3.3.3. Lemma 3.3.1 and the results of Section 3.4 below do not require any
speci�c condition on the mass-lumping approximation, only nodal quadrature and ma-
trix invertibility are assumed. Thus, even though (3.7) is based on low-order P1 (we
could also use Q1) Lagrange �nite elements (for which a simple vertex-ruled quadrature
yields a diagonal and invertible lumped-mass matrix without any loss of accuracy), the
methods and results of this chapter can be extended to the case of higher-order spatial
approximations (Pk or Qk, k > 1) for which mass-lumping is still feasible but more
delicate (see, e.g., [78, Section 2.3]).

3.3.2 Generalized interface Robin consistency

The most basic partitioned procedures for the numerical solution of (3.1)-(3.3) are
generally based on the following Dirichlet-Neumann formulation of problem (3.7): for
t > 0,
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• Fluid (Dirichlet): �nd (uh(t), ph(t)) ∈ V f
h ×Qh such that

uh|Σ =
.
dh|Σ,

ρf
(
∂tuh, ṽ

f
h

)
Ωf + a(uh, ṽ

f
h) + b(ph, ṽ

f
h)− b(qh,uh) + sh(ph, qh)

= l(ṽf
h)

(3.11)

for all (ṽf
h, qh) ∈ V f

Σ,h ×Qh.

• Solid (Neumann): �nd (
.
dh(t),dh(t)) ∈ V s

h × V s
h such that

.
dh = ∂tdh,

ρs
(
∂t
.
dh,v

s
h)Ωs,h + ae(dh,v

s
h) + av

h(
.
dh,v

s
h)

= −ρf
(
∂tuh,Lf

hv
s
h

)
Ωf − a(uh,Lf

hv
s
h)− b(ph,Lf

hv
s
h)

(3.12)

for all vs
h ∈ V s

h.

Unfortunately, explicit coupling schemes based on this �uid-solid splitting are known
to yield severe added-mass stability issues (see, e.g., [25, 61]). In the next paragraphs,
we shall show that the monolithic problem (3.7) admits an alternative partitioned
formulation based on (consistent) interface Robin conditions.

For this purpose, we test (3.12) with vs
h = Ls

hξh for all ξh ∈ ΛΣ,h, to get

ρf
(
∂tuh,Lf

hξh
)

Ωf + a(uh,Lf
hξh) + b(ph,Lf

hξh)

+ ρs
(
∂t
.
dh,Ls

hξh
)

Ωs,h
+ ae(dh,Ls

hξh) + av
h(
.
dh,Ls

hξh) = 0. (3.13)

It should be noted that this relation is nothing but the spatial discrete counterpart of
the interface kinetic condition (3.3)2. Furthermore, since uh|Σ =

.
dh|Σ, from (3.10) we

have (
∂t
.
dh,Ls

hξh
)

Ωs,h
=
(
Bh∂t

.
dh, ξh

)
Σ

=
(
Bh∂tuh, ξh

)
Σ
. (3.14)

The relation (3.13) can thus be rewritten as

ρf
(
∂tuh,Lf

hξh
)

Ωf + a(uh,Lf
hξh) + b(ph,Lf

hξh)

+ ρs
(
Bh∂tuh, ξh

)
Σ

= −ae(dh,Ls
hξh)− av

h(
.
dh,Ls

hξh) (3.15)

for all ξh ∈ ΛΣ,h. Equivalently, the addition and subtraction of ρs
(
∂t
.
dh,Ls

hξh
)

Ωs,h
, in

combination with (3.14), yields

ρf
(
∂tuh,Lf

hξh
)

Ωf + a(uh,Lf
hξh) + b(ph,Lf

hξh)

+ ρs
(
Bh∂tuh, ξh

)
Σ

= ρs
(
Bh∂t

.
dh, ξh

)
Σ

−
[
ρs
(
∂t
.
dh,Ls

hξh
)

Ωs,h
+ ae(dh,Ls

hξh) + av
h(
.
dh,Ls

hξh)
]

(3.16)

for all ξh ∈ ΛΣ,h.
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The preceding relation points out a major feature of the space semi-discrete solution
given by (3.7): its intrinsic Robin consistency on the interface. Indeed, the identity
(3.16) can formally be interpreted as the discrete counterpart of the generalized Robin
condition

σf(u, p)nf + ρsBh∂tu = ρsBh∂t
.
d− σs(d,

.
d)ns on Σ. (3.17)

Note that, instead of the usual identity operator, the interface condition (3.17) involves
the interface operator Bh de�ned by (3.9), hence the terminology generalized Robin.

Remark 3.3.4. It should be noted that, a posteriori, one can obtain (3.16) from (3.13)
and (3.14). However, the key ingredient in the derivation of (3.16) is the relation
(3.15), which de�nes the structure of the Robin operator Bh and of multiplying coe�-
cient ρs.

By adding (3.16) to (3.11) we get the following Robin sub-problem for the �uid:
for t > 0, �nd (uh(t), ph(t)) ∈ V f

h ×Qh such that

ρf
(
∂tuh,v

f
h

)
Ωf + a(uh,v

f
h) + b(ph,v

f
h)− b(qh,uh) + sh(ph, qh)

+ ρs
(
Bh∂tuh,v

f
h

)
Σ

= ρs
(
Bh∂t

.
dh,v

f
h

)
Σ

+ l(vf
h)

−
[
ρs
(
∂t
.
dh,Ls

hv
f
h

)
Ωs,h

+ ae(dh,Ls
hv

f
h) + av

h(
.
dh,Ls

hv
f
h)
]
,

(3.18)

for all (vf
h, qh) ∈ V f

h ×Qh.
Therefore, instead of formulating the �uid-solid time-splitting from the tradi-

tional Dirichlet-Neumann coupling (3.11)-(3.12), in this work we consider the Robin-
Neumann formulation given by (3.18) and (3.12). As in Chapter 2, we will see that
the bene�ts of this approach are threefold:

• the implicit treatment of the interface solid inertial term in the left-hand side of
(3.17) is enough to guarantee (added-mass free) stability;

• the explicit treatment of the right-hand side of (3.17) enables the full �uid-solid
splitting without compromising stability;

• the resulting schemes are genuine partitioned methods with an intrinsic (i.e.,
parameter free) explicit Robin-Neumann pattern.

3.3.3 Time discretization: explicit coupling schemes

In what follows, the parameter τ > 0 stands for the time-step length, tn
def
= nτ , for

n ∈ N, and ∂τxn
def
= (xn − xn−1)/τ for the �rst-order backward di�erence. The symbol

xn,? denotes the r-order extrapolation of xn, namely,

xn,?
def
=


0 if r = 0,

xn−1 if r = 1,

2xn−1 − xn−2 if r = 2.
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The fully discrete approximation of (3.1)-(3.3) is split into the following sequential
sub-steps: for n > r,

1. Fluid step (generalized Robin): �nd (unh, p
n
h) ∈ V f

h ×Qh such that
ρf
(
∂τu

n
h,v

f
h

)
Ωf + a(unh,v

f
h) + b(pnh,v

f
h)− b(qh,unh) + sh(p

n
h, qh)

+
ρs

τ

(
Bhu

n
h,v

f
h

)
Σ

=
ρs

τ

(
Bh(

.
d
n−1

h + τ∂τ
.
d
n,?

h ),vf
h

)
Σ

+ l(vf
h)

−
[
ρs
(
∂τ
.
d
n,?

h ,Ls
hv

f
h

)
Ωs,h

+ ae(dn,?h ,Ls
hv

f
h) + av

h(
.
d
n,?

h ,Ls
hv

f
h)
]
,

(3.19)
for all (vf

h, qh) ∈ V f
h ×Qh.

2. Solid step (Neumann): �nd (
.
d
n

h,d
n
h) ∈ V s

h × V s
h such that

.
d
n

h = ∂τd
n
h,

ρs
(
∂τ
.
d
n

h,v
s
h)Ωs,h + ae(dnh,v

s
h) + av

h(
.
d
n

h,v
s
h)

= −ρf
(
∂τu

n
h,Lf

hv
s
h

)
Ωf − a(unh,Lf

hv
s
h)− b(pnh,Lf

hv
s
h)

(3.20)

for all vs
h ∈ V s

h.

In strong form, these two steps perform respectively the following time-marching on
the interfaceσf(un, pn)nf +

ρs

τ
Bhu

n =
ρs

τ
Bh

( .
d
n−1

+ τ∂τ
.
d
n,?)− σs(dn,?,

.
d
n,?

)ns on Σ,

σs(dn,
.
d
n
)ns = −σf(un, pn)nf on Σ

(3.21)
for n > r. The fundamental ingredient of the splitting (3.19)-(3.20) is the generalized
explicit Robin condition (3.21)1, which has been derived as a speci�c semi-implicit
time discretization of (3.17):

• the solid contributions are treated explicitly via extrapolation in the right-hand
side of (3.17). This provides the uncoupling of the �uid and solid time-marching
(3.19)-(3.20);

• the interface solid inertia is treated implicitly in the left-hand side of (3.17). This
guarantees (added-mass free) stability.

Remark 3.3.5. The explicit coupling scheme (3.19)-(3.20) was originally introduced
in [53] using, instead of the notion of generalized Robin consistency, an alternative
approach based on operator splitting. This derivation is considered in Section 4.2.2.1
of the next chapter. A closely related operator splitting method for the approximation
of (3.1)-(3.3) is the semi-implicit coupling scheme recently proposed in [14]. The con-
nections and di�erences between these methods are discussed in Section 4.2.2.2.
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Remark 3.3.6. The time-splitting induced by (3.21) is consistent with the original
interface coupling (3.3), in the sense that it can be interpreted as a time discretization
of the equivalent interface relations{

σf(u, p)nf +αhu = αh
.

d− σs(d,
.

d)ns on Σ,

σs(d,
.

d)ns = −σf(u, p)nf on Σ,
(3.22)

with the invertible interface operator αh
def
= ρsτ−1Bh. The right-hand side of (3.21)1

is simply an explicit approximation of the right-hand side of (3.22)1. Moreover, owing
to (3.21)2, the role of the generalized Robin condition (3.21)1 is the enforcement of the
kinematic continuity (3.3)1.

Algorithm 3.1 Generalized Robin-Neumann explicit coupling schemes.

For n > r,

1. Fluid step (generalized Robin): �nd un : Ωf × R+ → Rd and pn : Ωf × R+ → R such

that 

ρf∂τu
n − divσf(un, pn) = 0 in Ωf ,

divun = 0 in Ωf ,

σf(un, pn)nf = h(tn) on Γ,

σf(un, pn)nf +
ρs

τ
Bhu

n =
ρs

τ
Bh

( .
d
n−1

+ τ∂τ
.
d
n,?)

−σs(dn,?,
.
d
n,?

)ns on Σ.

(3.23)

2. Solid step (Neumann): �nd dn : Ωs × R+ → Rd and
.
d
n

: Ωs × R+ → Rd such that

ρs∂τ
.
d
n

+ α0ρ
s
.
d
n − divσs(dn,

.
d
n
)0 in Ωs,

dn = 0, α1

.
d
n

= 0 on Γd,

σs(dn,
.
d
n
)ns = 0 on Γn,

σs(dn,
.
d
n
)ns = −σf(un, pn)nf on Σ.

(3.24)

r
.
d
n−1

+ τ∂τ
.
d
n,?

σs(dn,?,
.
d
n,?

)ns

0
.
d
n−1

0

1 2
.
d
n−1 −

.
d
n−2

σs(dn−1,
.
d
n−1

)ns

2 3
.
d
n−1 − 3

.
d
n−2

+
.
d
n−3

2σs(dn−1,
.
d
n−1

)ns − σs(dn−2,
.
d
n−2

)ns

Table 3.1: Extrapolations of the interface solid velocity and stress considered in (3.23).

For the sake of clarity, the strong form of the explicit coupling schemes (3.19)-
(3.20) is presented in Algorithm 3.1. The corresponding extrapolations within the �uid
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step are listed in Table 3.1. Note that, for r = 1 and 2, the schemes are multi-steps
methods. The additional data needed to start the time-marching can be generated by
performing one step of the scheme with r = 0, which yields (d1,

.
d

1
), and then one step

of the scheme with r = 1, which gives (d2,
.
d

2
).

Remark 3.3.7. Owing to the above initialization procedure and to (3.24)4, we have

σf(un,?, pn,?)nf = −σs(dn,?,
.

d
n,?

)ns on Σ,

for n > r. Therefore, the generalized interface Robin condition (3.23)4 can be rewritten
as

σf(un, pn)nf +
ρs

τ
Bhu

n =
ρs

τ
Bh

( .
d
n−1

+ τ∂τ
.

d
n,?)

+ σf(un,?, pn,?)nf on Σ, (3.25)

for n > r. The advantage with this equivalent formulation is that only interface solid
velocities have to be transferred to the �uid in Algorithm 3.1, as in standard partitioned
Dirichlet-Neumann procedures.

Remark 3.3.8. The relation (3.25) points out the partitioned nature of Algorithm 3.1,
in the sense that additional features in the solid equation (3.2), as incompressibility
and more realistic viscoelastic models (see, e.g., [86, 74]), can be incorporated without
any adjustment to the coupling scheme. In fact, only the solid problem (3.24) has to
be modi�ed accordingly.

Remark 3.3.9. If, instead of the Neumann condition (3.24)2, we solve the second step
of Algorithm 3.1 with the Dirichlet condition

dn = dn−1 + τun on Σ,

we obtain a Robin-Dirichlet explicit coupling scheme. Note that in this case, the kine-
matic continuity (3.3)1 is enforced exactly in the solid step. The price to pay is a
restrictive stability condition, which can demand very small time-steps in practice.
Additionally, it is worth mentioning that such a Robin-Dirichlet splitting has some
interesting connections with the time-stepping procedures traditionally used in the Im-
mersed Boundary Method (see, e.g., [102, 11]).

3.3.3.1 Computer implementation

We conclude this section by providing a few implementation details on the explicit
coupling schemes (3.19)-(3.20). For the sake of simplicity, we assume that the external
applied forces fΓ vanish (i.e., l(vf

h) = 0 in (3.19)). In addition, following Remark 3.3.7,
we consider (3.19) with extrapolation in the �uid stresses. We denote by un, pn, dn

and
.
dn the arrays of degrees-of-freedom associated to unh, p

n
h, d

n
h and

.
d
n

h, respectively.
The subscript Σ indicates nodal values located on the interface Σ. The remaining
degrees-of-freedom, located either in Ωf or Ωs, will be identi�ed with the subscript I.
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To �x the ideas, we �rst consider the separate solution of the �uid with homo-
geneous Neumann boundary conditions on the interface Σ. This yields the following
linear system at each time-step: Af

II Af
IΣ BT

I

Af
ΣI Af

ΣΣ BT
Σ

−BI −BΣ S

unI
unΣ
pn

 =

bn−1
I

bn−1
Σ

0

 , (3.26)

with

Af def
=
ρf

τ
Mf + 2µKf , bn−1 def

=
ρf

τ
Mfun−1.

Here, the matrices Mf , Kf , B and S denote, respectively, the algebraic counterpart of
the bilinear forms (uh,v

f
h)Ωf , a(uh,v

f
h), b(qh,uh) and sh(ph, qh).

Similarly, if homogeneous Neumann boundary conditions are considered for the
solid on the interface Σ, we get the linear system[

As
II As

IΣ

As
ΣI As

ΣΣ

] [
dnI
dnΣ

]
=

[
rI

rΣ

]
, (3.27)

with

As def
=

ρs

τ 2
Ms,h + Ke +

1

τ
Kv, r

def
=

ρs

τ 2
Ms,h

(
dn−1 + τ

.
dn−1) +

1

τ
Kvdn−1,

.
dn = ∂τd

n.

Here, the matrices Ms,h, Ke and Kv stand for the algebraic counterpart of the bilin-
ear forms (

.
dh,v

s
h)Ωs,h, ae(dh,v

s
h) and av

h(
.
dh,v

s
h), respectively. Note that, due to the

lumped-mass approximation, the matrix Ms,h is diagonal. Moreover, from (3.9), one
can straightforwardly infer that the interface diagonal block Ms,h

ΣΣ of Ms,h is the alge-
braic counterpart of the interface operator Bh.

Remark 3.3.10. For linear elements, the lumped mass matrix Ms,h can be obtained
directly from the standard (not lumped) mass matrix Ms via row-sum, that is:

(
Ms,h

)
ij

=


∑
k

(
Ms
)
ik

if i = j,

0 if i 6= j

and Ms,h
ΣΣ is simply the interface diagonal block of Ms,h. This is the expression considered

in the numerical experiments of Section 3.6 below (and of Section 4.5 in the next
chapter).

Based on the above considerations, the �uid and solid steps (3.19)-(3.20) can be
equivalently reformulated, in an algebraic fashion, as follows:
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1. Fluid step (generalized Robin): solve for un and pn the linear system Af
II Af

IΣ BT
I

Af
ΣI Af

ΣΣ + ρs

τ
Ms,h

ΣΣ BT
Σ

−BI −BΣ S

unI
unΣ
pn

 =

bn−1
I

bn−1
Σ

0

+

 0
ρs

τ
Ms,h

ΣΣ

( .
dn−1

Σ + τ∂τ
.
dn,?Σ

)
0


+

 0

Af
ΣIu

n,?
I + Af

ΣΣun,?Σ + BT
Σpn,? − bn,?−1

Σ

0

 .
(3.28)

2. Solid step (Neumann): solve for dn the linear system[
As

II As
IΣ

As
ΣI As

ΣΣ

] [
dnI
dnΣ

]
=

[
rI

rΣ

]
−
[

0
Af

ΣIu
n
I + Af

ΣΣunΣ + BT
Σpn − bn−1

Σ

]
. (3.29)

Afterwards, set
.
dn = ∂τd

n.

By comparing (3.28) with (3.26), we see that the interface solid lumped-mass block
ρs

τ
Ms,h

ΣΣ is added to the �uid sti�ness matrix. This corresponds to the generalized Robin
term in the left-hand side of (3.19). The last two terms of (3.28) represent the interface
velocity and stress extrapolations of (3.19). On the solid side, the sole new contribution
with respect to (3.27) is the last term of (3.29), that is, the algebraic representation
of the �uid stress on the interface appearing in the right-hand side of (3.20).

3.3.4 Partitioned solution of implicit coupling

The explicit coupling schemes (3.19)-(3.20) can be viewed as a single iteration (with ap-
propriate initializations) of a new Robin-Neumann iterative method for the partitioned
solution of the following implicit coupling scheme: for n ≥ 1, �nd (unh,

.
d
n

h) ∈ W h,
pnh ∈ Qh and dnh ∈ V s

h such that
.
d
n

h = ∂τd
n
h and

ρf
(
∂τu

n
h,v

f
h

)
Ωf + a(unh,v

f
h) + b(pnh,v

f
h)− b(qh,unh) + sh(p

n
h, qh)

+ ρs
(
∂τ
.
d
n

h,v
s
h

)
Ωs,h

+ ae(dnh,v
s
h) + av

h(
.
d
n

h,v
s
h) = l(vf

h), (3.30)

for all (vf
h,v

s
h) ∈ W h and qh ∈ Qh. The corresponding generalized Robin-Neumann

iterations read as follows:

1. Initialize
.
dh,0 and dh,0.

2. For k = 1, . . . until convergence:
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• Fluid (generalized Robin): �nd (uh,k, ph,k) ∈ V f
h ×Qh such that

ρf

τ

(
uh,k − un−1

h ,vf
h

)
Ωf + a(uh,k,v

f
h) + b(ph,k,v

f
h)− b(qh,uh,k)

+ sh(ph,k, qh) +
ρs

τ

(
Bhuh,k,v

f
h

)
Σ

=
ρs

τ

(
Bh

.
dh,k−1,v

f
h

)
Σ

− ρs

τ

( .
dh,k−1 −

.
d
n−1

h ,Ls
hv

f
h

)
Ωs,h
− ae(dh,k−1,Ls

hv
f
h)

− av
h(
.
dh,k−1,Ls

hv
f
h) + l(vf

h),

(3.31)

for all (vf
h, qh) ∈ V f

h ×Qh.

• Solid (Neumann): �nd (
.
dh,k,dh,k) ∈ V s

h × V s
h such that

.
dh,k =

dh,k − dn−1
h

τ
,

ρs

τ

( .
dh,k −

.
d
n−1

h ,vs
h)Ωs,h + ae(dh,k,v

s
h) + av

h(
.
dh,k,v

s
h)

= −ρ
f

τ

(
uh,k − un−1

h ,Lf
hv

s
h

)
Ωf − a(uh,k,Lf

hv
s
h)

− b(ph,k,Lf
hv

s
h),

(3.32)

for all vs
h ∈ V s

h.

For the sake of clarity, the strong form of the above iterative procedure is reported
in Algorithm 3.2.

Remark 3.3.11. Unlike traditional Robin based procedures (see, e.g., [3]), Algo-
rithm 3.2 is parameter free. This is of fundamental importance in practice, since in-
appropriate choices of free Robin parameters are known to yield slow convergence or
even divergent behavior. Another key di�erence has to do with the interface operator
Bh, which here is not proportional to the identity (as usual). In fact, the underly-
ing structure of Bh comes from the generalized Robin consistency (3.17) at the space
semi-discrete level. In Section 3.4.3, we will see that this guarantees the convergence
of the iterations. Moreover, the generalized-Robin condition is consistent as τ tends to
zero whereas the consistency of the traditional Robin-Neumann coupling is only achived
with a thin solid domain.

3.4 Numerical analysis

This section is devoted to the numerical analysis of the generalized Robin-Neumann
methods introduced above in the framework of the linear coupled problem (3.1)-(3.3).
The stability of the explicit coupling schemes (3.19)-(3.20) is the topic of Section 3.4.2.
In Section 3.4.3 we address the convergence of the iterative procedure (3.31)-(3.32).
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Algorithm 3.2 Partitioned Robin-Neumann iterations based on Algorithm 3.1

1. Initialize d0|Σ and σs(d0,
.
d0)ns|Σ.

2. For k = 1, . . . until convergence:

• Fluid: �nd uk : Ωf × R+ → Rd and pk : Ωf × R+ → R such that

ρf

τ

(
uk − un−1

)
− divσf(uk, pk) = 0 in Ωf ,

div uk = 0 in Ωf ,

σf(uk, pk)n
f = h(tn) on Γ,

σf(uk, pk)nf +
ρs

τ
Bhuk =

ρs

τ
Bh

.
dk−1

−σs(dk−1,
.
dk−1)ns on Σ.

(3.33)

• Solid: �nd dk : Ωs×R+ → Rd and
.
dk : Ωs×R+ → Rd such that

.
dk = (dk−dn−1)/τ

and 

ρs

τ

( .
dk −

.
d
n−1)

+ α0ρ
s
.
dk − divσs(dk,

.
dk) = 0 in Ωs,

dk = 0, α1

.
dk = 0 on Γd,

σs(dk,
.
dk)n

s = 0 on Γn,

σs(dk,
.
dk)n

s = −σf(uk, pk)n
f on Σ.

(3.34)

3.4.1 Preliminaries

In what follows, the symbols . and & indicate inequalities up to a multiplicative
constant (independent of the physical and discretization parameters). We denote by
‖ · ‖e, ‖ · ‖v, ‖ · ‖v,h and ‖ · ‖s,h the norms associated to the inner-products ae, av, av

h

and (·, ·)Ωs,h, respectively.

Remark 3.4.1. The norms ‖ · ‖0,Ωs and ‖ · ‖s,h are equivalent in V s
h, uniformly in h

(see, e.g., [112, Chapter 15]). As a result, the same holds for ‖ · ‖v and ‖ · ‖v,h.

We consider discrete reconstructions,

Le
h : V s → V s

h, and Lv
h : V s

h → V s
h,

of the elastic and viscous solid operators with respect to the lumped scalar product,
de�ned with the relations:

(Le
hd,v

s
h)Ωs,h = ae

(
d,vs

h

)
, (Lv

h

.
dh,v

s
h)Ωs,h = av

h

( .
dh,v

s
h

)
, (3.35)

for all (d,
.
dh,v

s
h) ∈ V s ×V s

h ×V s
h. Moreover, there exists a positive constant βe such

that
ae(d,d) ≤ βe‖d‖2

1,Ωs ,
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for all d ∈ V s
h.

Lemma 3.4.1. If Cinv denotes the inverse inequality constant (see, e.g., [39, Section
1.7]), we have the following estimates, valid for all vs

h ∈ V s
h:

‖vs
h‖2

e ≤
βeC

2
inv

h2
‖vs

h‖2
0,Ωs , ‖vs

h‖2
v ≤

(
α0ρ

s + α1
βeC

2
inv

h2

)
‖vs

h‖2
0,Ωs ,

‖Le
hv

s
h‖e ≤

βeC
2
inv

h2
‖vs

h‖e, ‖Lv
hv

s
h‖v ≤

(
α0ρ

s + α1
βeC

2
inv

h2

)
‖vs

h‖v,

‖Le
hv

s
h‖2

0,Ωs ≤
βeC

2
inv

h2
‖vs

h‖2
e, ‖Lv

hv
s
h‖2

0,Ωs ≤
(
α0ρ

s + α1
βeC

2
inv

h2

)
‖vs

h‖2
v.

(3.36)

Proof. The proof uses the same arguments as in lemma 2.4.2

The next result states a fundamental property of the generalized Robin-Neumann
schemes that will be useful for the stability analysis of Section 3.4.2.

Lemma 3.4.2. Let
{

(unh, p
n
h,d

n
h,

.

d
n

h)
}
n>r

be the sequence given by (3.19)-(3.20). For
n > r, there holds

unh =
.

d
n

h +
τ

ρs

(
Le
h(d

n
h − d

n,?
h ) +Lv

h(
.

d
n

h −
.

d
n,?

h )
)

on Σ, (3.37)

and

ρf
(
∂τu

n
h,v

f
h

)
Ωf + a(unh,v

f
h) + b(pnh,v

f
h)− b(qh,unh) + sh(p

n
h, qh)

+ ρs
(
∂τ

.

d
n

h,v
s
h

)
Ωs,h

+ ae(dnh,v
s
h) + av

h(
.

d
n

h,v
s
h) = l(vf

h), (3.38)

for all (vf
h,v

s
h) ∈W h and qh ∈ Qh.

Proof. Due to (3.14), the �uid step (3.19) can be reformulated as

ρf
(
∂τu

n
h,v

f
h

)
Ωf + a(unh,v

f
h) + b(pnh,v

f
h)− b(qh,unh) + sh(p

n
h, qh) +

ρs

τ

(
Bhu

n
h,v

f
h

)
Σ

=
ρs

τ

(
Bh

.
d
n−1

h ,vf
h

)
Σ

+ ae(dn,?h ,Ls
hv

f
h) + av

h(
.
d
n,?

h ,Ls
hv

f
h) + l(vf

h). (3.39)

for all (vf
h, qh) ∈ V f

h×Qh and n > r. Furthermore, by testing (4.12)2 with vs
h = Ls

hξh
(for ξh ∈ ΛΣ,h) and using (3.10), we infer that

ρs
(
Bh∂τ

.
d
n

h, ξh)Σ + ae(dnh,Ls
hξh) + av

h(
.
d
n

h,Ls
hξh)

= −ρf
(
∂τu

n
h,Lf

hξh
)

Ωf − a(unh,Lf
hξh)− b(pnh,Lf

hξh). (3.40)

Hence, taking (vf
h, qh) = (Lf

hξh, 0) in (3.39) and subtracting the resulting expression
from (3.40) and since l(Lf

hξh) = 0, yields

ρs

τ

(
Bh(

.
d
n

h − unh), ξh
)

Σ
+ ae(dnh − d

n,?
h ,Ls

hξh) + av
h(
.
d
n

h −
.
d
n,?

h ,Ls
hξh) = 0,
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for all ξh ∈ ΛΣ,h and n > r. Equivalently, from (4.4) and (3.10), we have

ρs

τ
Bh(

.
d
n

h − unh) +BhL
e
h(d

n
h − d

n,?
h ) +BhL

v
h(
.
d
n

h −
.
d
n,?

h ) = 0 on Σ,

for n > r. The identity (3.37) then results from the invertibility of the interface op-
erator Bh. At last, the relation (3.38) follows from (3.19) with vf = ṽf ∈ V f

Σ,h and
adding the resulting expression to (3.20). This concludes the proof.

Lemma 3.4.2 shows that the explicit coupling schemes (3.19)-(3.20) are kinematic
perturbations of the implicit coupling scheme (3.30). Note that, owing to (3.37), we
do not have (unh,

.
d
n

h) ∈ W h in general. Note that the size of the perturbation (and
hence accuracy) depends on the time-step length, the discrete solid operators and the
extrapolations of the solid displacement and velocity. In the next section, the stability
of (3.19)-(3.20) is analyzed by investigating the impact of the perturbed kinematic
constraint (3.37) on the stability of the underlying implicit coupling scheme.

By applying to (3.31)-(3.32) the same arguments as in the proof of Lemma 3.4.2,
we can state the following result, which will be useful for the convergence analysis of
Section 3.4.3.

Lemma 3.4.3. Let
{

(uh,k, ph,k,dh,k,
.

dh,k)
}
k≥1

be the sequence of approximations given

by (3.31)-(3.32). Then, for k ≥ 1, there holds

uh,k =
.

dh,k +
τ

ρs

(
Le
h(dh,k − dh,k−1) +Lv

h(
.

dh,k −
.

dh,k−1)
)

on Σ,

.

dh,k =
dh,k − dn−1

h

τ
in Ωs,

ρf

τ

(
uh,k − un−1

h ,vf
h

)
Ωf + a(uh,k,v

f
h) + b(ph,k,v

f
h)− b(qh,uh,k) + sh(ph,k, qh)

+
ρs

τ

( .
dh,k −

.

d
n−1

h ,vs
h

)
Ωs,h

+ ae(dh,k,v
s
h) + av

h(
.

dh,k,v
s
h) = l(vf

h)

(3.41)

for all (vf
h,v

s
h) ∈W h and qh ∈ Qh.

3.4.2 Stability analysis of the explicit coupling schemes

For n ≥ 0, we de�ne the discrete energy of the �uid-structure system, at time tn, as

En
h

def
=
ρf

2
‖unh‖2

0,Ωf +
ρs

2
‖
.
d
n

h‖2
0,Ωs +

1

2
‖dnh‖2

e,

and, for n ≥ 1, the total dissipation as

Dn
h

def
=
ρf

τ
‖unh − un−1

h ‖2
0,Ωf +

ρs

τ
‖
.
d
n

h −
.
d
n−1

h ‖2
0,Ωs +

1

τ
‖dnh − dn−1

h ‖2
e

+ 2µ‖ε(unh)‖2
0,Ωf + |pnh|2sh + ‖

.
d
n

h‖2
v,

where |pnh|sh
def
=
(
sh(p

n
h, p

n
h)
) 1

2 . The following result states the energy stability of the
explicit coupling schemes given by (3.19)-(3.20).
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Theorem 3.4.1. Assume that fΓ = 0 (free system) and let
{

(unh, p
n
h,d

n
h,

.

d
n

h)
}
n>r

be
the sequence given by (3.19)-(3.20). The following a priori energy estimates hold:

• Schemes with r = 0 or r = 1:

En
h + τ

n∑
m=r+1

Dm
h . E0

h, (3.42)

for n > r.

• Scheme with r = 2:

En
h + τ

n∑
m=3

Dm
h . exp

(
tnγ

1− γτ

)
E0
h, (3.43)

for n ≥ 3 and provided that the following conditions hold
τ

(
α0 + α1

(ωe

h

)2
)
< δ,

τ 5
(ωe

h

)6

+ τ 2
(ωe

h

)2
(
α0 + α1

(ωe

h

)2
)
< γ,

τγ < 1,

(3.44)

where ωe
def
= Cinv

√
βe/ρs, 0 ≤ δ ≤ 1 and γ > 0.

Proof. The proof is based on the generalization of the arguments used in Chapter 2.
Let wn

h ∈ V s
h be given by

wn
h

def
=

.
d
n

h +
τ

ρs

(
Le
h

(
dnh − d

n,?
h

)
+Lv

h

( .
d
n

h −
.
d
n,?

h

))
. (3.45)

Owing to (3.37), we have wn
h|Σ = unh|Σ. Thus, we can take (vf

h,v
s
h) = τ(unh,w

n
h) and

qh = τpnh in (3.38), which yields

ρf

2

(
‖unh‖2

0,Ωf − ‖un−1
h ‖2

0,Ωf + ‖unh − un−1
h ‖2

0,Ωf

)
+ 2µτ‖ε(unh)‖2

0,Ωf + τ |pnh|2s,h

+ τρs
(
∂τ
.
d
n

h,w
n
h

)
Ωs,h

+ τae(dnh,w
n
h) + τav

h(
.
d
n

h,w
n
h) = 0.

Furthermore, by inserting (3.45) in this equality, using (3.35) and Remark 3.4.1, we
get

En
h − En−1

h + τDn
h + τ

( .
d
n

h −
.
d
n−1

h ,Le
h

(
dnh − d

n,?
h

)
+Lv

h(
.
d
n

h −
.
d
n,?

h )
)

Ωs,h︸ ︷︷ ︸
I1

+
τ 2

ρs

(
Le
hd

n
h +Lv

h

.
d
n

h,L
e
h

(
dnh − d

n,?
h

)
+Lv

h(
.
d
n

h −
.
d
n,?

h )
)

Ωs,h︸ ︷︷ ︸
I2

. 0. (3.46)
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Therefore, it only remains to control the terms I1 and I2. We proceed by treating each
case separately, depending on the extrapolation order r.
(i) Scheme with r = 0. We have

I1 ≥ −
3τ 2

4ρs
‖Le

hd
n
h +Lv

h

.
d
n

h‖2
s,h −

ρs

3
‖
.
d
n

h −
.
d
n−1

h ‖2
s,h,

I2 =
τ 2

ρs
‖Le

hd
n
h +Lv

h

.
d
n

h‖2
s,h,

for n ≥ 1. Hence, by inserting these estimates into (3.46) and summing over m =
1, . . . , n, we get

En
h + τ

n∑
m=1

(
Dm
h +Dm

0,spl

)
. E0

h, (3.47)

for n ≥ 1, and with the additional dissipation related to the splitting

Dm
0,spl

def
=

τ

ρs
‖Le

hd
m
h +Lv

h

.
d
m

h ‖2
s,h.

The estimate (3.42) with r = 0 follows from (3.47).
(ii) Scheme with r = 1. In this case, we have

I1 =
τ 2

2

(
‖
.
d
n

h‖2
e,h − ‖

.
d
n−1

h ‖2
e,h + ‖

.
d
n

h −
.
d
n−1

h ‖2
e,h

)
+ τ‖

.
d
n

h −
.
d
n−1

h ‖2
v,h,

I2 =
τ 2

2ρs

(
‖Le

hd
n
h +Lv

h

.
d
n

h‖2
s,h − ‖Le

hd
n−1
h +Lv

h

.
d
n−1

h ‖2
s,h

)
.

Hence, from (3.46), we infer that

En
h + En

1,spl + τ
n∑

m=2

(
Dm
h +Dm

1,spl

)
. E1

h +D1
h +D1

0,spl (3.48)

for n ≥ 2, and with the additional dissipation introduced by the splitting

En
1,spl

def
= τ 2‖

.
d
n

h‖2
e,h +

τ 2

ρs
‖Le

hd
n
h +Lv

h

.
d
n

h‖2
s,h,

Dn
1,spl

def
= τ‖

.
d
n

h −
.
d
n−1

h ‖2
e,h + ‖

.
d
n

h −
.
d
n−1

h ‖2
v,h.

(3.49)

Due to the initialization procedure, the estimate (3.42) for r = 1 results from (3.48)
and (3.47) with n = 1.
(iii) Scheme with r = 2. For the �rst term, We have

I1 =τ 2‖
.
d
n

h −
.
d
n−1

h ‖2
e,h

+
τ

2

(
‖
.
d
n

h −
.
d
n−1

h ‖2
v,h − ‖

.
d
n−1

h −
.
d
n−2

h ‖2
v,h + ‖

.
d
n

h − 2
.
d
n−1

h +
.
d
n−2

h ‖2
v,h

)
,
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for n ≥ 3. The term I2 is split into three parts that we estimate separately:

I2 =
τ 3

ρs
ae
(
Le
hd

n
h,
.
d
n

h −
.
d
n−1

h

)
︸ ︷︷ ︸

J1

+
τ 3

ρs

(
Lv
h

.
d
n

h,L
e
h

( .
d
n

h −
.
d
n−1

h

))
s,h︸ ︷︷ ︸

J2

+
τ 2

ρs
av
h

(
Le
hd

n
h +Lv

h

.
d
n

h,
.
d
n

h − 2
.
d
n−1

h +
.
d
n−2

h

)
︸ ︷︷ ︸

J3

.

The �rst term is estimated, using (3.36), as follows

J1 ≥ −
τ 3

ρs
‖Le

hd
n
h‖e,h‖

.
d
n

h −
.
d
n−1

h ‖e,h ≥ −
τ 3

ρs

β
3
2
e C3

inv

h3
‖dnh‖e,h‖

.
d
n

h −
.
d
n−1

h ‖s,h

≥ −τ
6ω6

e

h6
‖dnh‖2

e,h −
ρs

4
‖
.
d
n

h −
.
d
n−1

h ‖2
s,h.

Owing to the particular expression of the Rayleigh damping, the second term yields
the following telescoping series

J2 =
α0ρ

sτ 3

2

(
‖
.
d
n

h‖2
e,h − ‖

.
d
n−1

h ‖2
e,h + ‖

.
d
n

h −
.
d
n−1

h ‖2
e,h

)
+
α1τ

3

2ρs

(
‖Le

h

.
d
n

h‖2
s,h − ‖Le

h

.
d
n−1

h ‖2
s,h + ‖Le

h(
.
d
n

h −
.
d
n−1

h )‖2
s,h

)
.

At last, using (3.36) once more, for the third term we get

J3 ≥−
τ 3

(ρs)2
‖Le

hd
n
h‖2

v,h −
τ 3

(ρs)2
‖Lv

h

.
d
n

h‖2
v,h −

τ

4
‖
.
d
n

h − 2
.
d
n−1

h +
.
d
n−2

h ‖2
v,h

≥− τ 3ω2
e

h2

(
α0 + α1

ω2
e

h2

)
‖dnh‖2

e,h − τ 3

(
α0 + α1

ω2
e

h2

)2

‖
.
d
n

h‖2
v,h

− τ

2
‖
.
d
n

h − 2
.
d
n−1

h +
.
d
n−2

h ‖2
v,h.

By summing over m = 1, . . . , n and by applying the discrete Gronwall lemma, under
conditions (3.44), we get the following bound, for n ≥ 3,

En
h + τ

n∑
m=3

Dm
h . e(

tnγ
1−γτ )

(
E2
h + τ‖

.
d

2

h −
.
d

1

h‖2
v,h + α0τ

3‖
.
d

2

h‖2
e,h +

α1τ
3

ρs
‖Le

h

.
d

2

h‖2
s,h

)
.

(3.50)

The estimate (3.43) follows from (3.50), whose right-hand side can be bounded using
the energy estimate (3.47) of the scheme with r = 1 and the stability condition (3.44).
Hence, the proof is complete.
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We conclude this section with a series of observations. Theorem 3.4.1 guarantees
the added-mass free stability of the generalized Robin-Neumann schemes (3.19)-(3.20).
Unconditional stability is obtained for r = 0 and r = 1. Note that, in these cases, the
results are independent of the structure of the solid viscous bilinear-form av

h. In fact,
only symmetry and positiveness are necessary. Therefore, the estimate (3.42) remains
valid if, instead of av

h, we consider the original bilinear-form av in (3.19)-(3.20), without
mass-lumping approximation in the zeroth-order term.

Theorem 3.4.1 shows also that the scheme with second-order extrapolation (r = 2)
and without solid damping (α0 = α1 = 0) is conditionally stable under a 6/5-CFL
condition τ = O(h6/5). If solid damping e�ects are present, additional conditions are
required. In particular, for β 6= 0, stability is guaranteed under a parabolic-CFL condi-
tion τ = O(h2), which enforces much more restrictive conditions on the discretization
parameters.

If conditions (3.44) are not satis�ed for the scheme with second-order extrapola-
tion, Theorem 3.4.1 is not conclusive. We will see in the numerical experiments of
Section 3.6.1 that numerical instabilities might appear in this case.

Remark 3.4.2. Similar estimates were obtained in Chapter 2 for the original Robin-
Neumann schemes, in the case of the coupling with thin-walled structures. This shows
that the extension proposed in this chapter preserve their stability properties.

3.4.3 Convergence of the iterative solution procedure

This section is devoted to the convergence analysis of the iterative solution procedure
(3.31)-(3.32) towards the implicit coupling solution (3.30). The main result is stated
in the next theorem.

Theorem 3.4.2. For n ≥ 1, let (unh, p
n
h,d

n
h,

.

d
n

h) be given by the implicit scheme (3.30)
and

{
(uh,k, ph,k,dh,k,

.

dh,k)
}
k≥1

be the sequence of approximations given by (3.31)-
(3.32). Then, there holds

∞∑
k=1

(
ρf‖unh − uh,k‖2

0,Ωf + ρs‖
.

d
n

h −
.

dh,k‖2
0,Ωs + ‖dnh − dh,k‖2

e

)
. ‖dnh − dh,0‖2

e + τ‖
.

dh,0 −
.

d
n

h‖2
v

+
τ 2

ρsε
‖Le

h(d
n
h − dh,0) +Lv

h(
.

d
n

h −
.

dh,0)‖2
0,Ωs . (3.51)

In particular, we have(
ρf
) 1

2 ‖unh − uh,k‖0,Ωf + (ρs)
1
2 ‖

.

d
n

h −
.

dh,k‖0,Ωs + ‖dnh − dh,k‖e −→
k→∞

0.

Proof. We introduce the following errors between the k-th iteration of (3.31)-(3.32)
and the n-th step of (3.30):

euh,k
def
= unh − uh,k, eph,k

def
= pnh − ph,k, edh,k

def
= dnh − dh,k, e

.
d
h,k

def
=

.
d
n

h −
.
dh,k.
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Since unh|Σ =
.
d
n

h|Σ, the subtraction of (3.41) from (3.30) yields the following error
equation

euh,k = e
.
d
h,k +

τ

ρs

(
Le
h(e

d
h,k − edh,k−1) +Lv

h(e
.
d
h,k − e

.
d
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)
on Σ,

e
.
d
h,k =

1

τ
edh,k in Ωs,

ρf

τ

(
euh,k,v

f
h

)
Ωf + a(euh,k,v

f
h) + b(eph,k,v

f
h)− b(qh, euh,k) + sh(e

p
h,k, qh)

+
ρs

τ

(
e
.
d
h,k,v

s
h

)
s,h

+ ae(edh,k,v
s
h) + av

h(e
.
d
h,k,v

s
h) = 0

(3.52)

for all (vf
h,v

s
h) ∈W h and qh ∈ Qh.

We proceed by taking vf
h = τeuh,k, qh = τeph,k and

vs
h = τe

.
d
h,k +

τ 2

ρs

(
Le
h(e

d
h,k − edh,k−1) +Lv

h(e
.
d
h,k − e

.
d
h,k−1)

)
,

in (3.52)3. Note that we do have (vf
h,v

s
h) ∈W h, thanks to (3.52)1. We then get

ρf‖euh,k‖2
0,Ωf + µτ‖euh,k‖2

1,Ωf + ρs‖e
.
d
h,k‖2

s,h + ‖edh,k‖2
e,h

+ τ‖e
.
d
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v,h + τ
(
e
.
d
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e
h(e

d
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h(e
.
d
h,k − e

.
d
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)
Ωs,h︸ ︷︷ ︸

I1

+
τ 2

ρs

(
Le
he
d
h,k +Lv

he
.
d
h,k,L

e
h(e

d
h,k − edh,k−1) +Lv

h(e
.
d
h,k − e

.
d
h,k−1)

)
Ωs,h︸ ︷︷ ︸

I2

≤ 0. (3.53)

The last terms can be controlled following the same argument as in the proof of
Theorem 3.4.1 with r = 1. Hence, using (3.52)2, we get

I1 =
1

2

(
‖edk‖2

e,h − ‖edk−1‖2
e,h + ‖edk − edk−1‖2

e,h

)
+
τ

2

(
‖e
.
d
k‖2

v,h − ‖e
.
d
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v,h + ‖e
.
d
k − e

.
d
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v,h

)
,

I2 =
τ 2

2ρs

(
‖Le

he
d
k +Lv

he
.
d
k‖2

s,h − ‖Le
he
d
k−1 +Lv

he
.
d
k−1‖2

s,h

+‖Le
h(e

d
k − edk−1) +Lv

h(e
.
d
k − e

.
d
k−1)‖2

s,h

)
.

The estimate (3.51) then follows by inserting this expressions into (3.53), summing
over k = 1, . . . ,∞ and using Remark 3.4.1. This concludes the proof.

To the best of our knowledge, Theorem 3.4.2 is the �rst result which guarantees
the convergence of a Robin-Neumann iterative procedure towards the implicit cou-
pling solution (3.30). From the above proof, one can infer that the structure of the
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interface Robin operator (ρs/τ)Bh is a fundamental ingredient in the convergence of
the iterations. Furthermore, for the initialization (dh,0,

.
dh,0) = (dn−1

h ,
.
d
n−1

h ), the es-
timate (3.51) shows that reducing the time-step length τ increases the convergence
speed of the iterations. This will be illustrated in Section 3.6.1.2 through numerical
experiments.

3.5 The non-linear case

In this section, we formulate the generalized Robin-Neumann schemes of Section 3.3.3
within a fully non-linear framework, involving a viscous incompressible �uid and
a thick-walled non-linear structure. The �uid is described by the incompressible
Navier-Stokes equations in ALE formalism and the structure by the non-linear (visco-
)elastodynamics equations.

3.5.1 The non-linear coupled problem

Let Ω = Ωf ∪Ωs be a reference con�guration of the system. The current con�guration
of the �uid domain, Ωf(t), is parametrized by the ALE map A def

= IΩf
+ df as Ωf(t) =

A(Ωf , t), where df : Ωf ×R+ → Rd stands for the displacement of the �uid domain. In
practice, df = Ext(d|Σ), where Ext(·) denotes any reasonable lifting operator from the
(reference) interface Σ into the (reference) �uid domain Ωf . The strong form of the non-
linear �uid-structure problem reads as follows: �nd the �uid velocity u : Ωf×R+ → Rd,
the �uid pressure p : Ωf ×R+ → R, the structure displacement d : Ωs×R+ → Rd and
the structure velocity

.
d : Ωs × R+ → Rd such that

ρf∂t|Au+ ρf(u−w) ·∇u− divσf(u, p) = 0 in Ωf(t),

divu = 0 in Ωf(t),

σf(u, p)nf = fΓ on Γ,

(3.54)


ρs∂t

.
d+ α0ρ

s
.
d− divΠ(d,

.
d) = 0 in Ωs,
.
d = ∂td in Ωs,

d = 0, α1

.
d = 0 on Γd,

Π(d,
.
d)ns = 0 on Γn,

(3.55)


df = Ext(d|Σ), w = ∂td

f on Ωf ,

u = w on Σ(t),

Π(d,
.
d)ns = −Jσf(u, p)F−Tnf on Σ,

(3.56)

where ∂t|A represents the ALE time derivative, F def
= ∇A the �uid domain gradient

of deformation and J def
= detF the Jacobian. As usual, a �eld de�ned in the reference

�uid domain, Ωf , is evaluated in the current �uid domain, Ωf(t), by composition with
A−1(·, t).
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In (3.55), the stress tensor Π(d,
.
d) is de�ned by the relation Π(d,

.
d)

def
= π(d) +

α1π
′
d

.
d, where π(d) denotes the �rst Piola-Kirchho� tensor of the structure (related

to the displacement d through an appropriate constitutive law) and π′d stands for
Fréchet derivative of π at d. Physical damping in the solid is hence described through
the Rayleigh-like term α0ρ

s
.
d−α1div(π′d

.
d) in (3.55)1, with α0, α1 ≥ 0. In other words,

the viscous contribution is proportional to a linearization of the elastic part.

3.5.2 Explicit coupling schemes

The proposed fully explicit coupling schemes combine the explicit treatment of the
interface geometrical compatibility (3.56)1 with the following Robin-Neumann time-

Algorithm 3.3 Generalized Robin-Neumann schemes (non-linear version).

For n > r:

1. Fluid domain update:

df,n = Ext(dn−1|Σ), wn = ∂τd
f,n, An def

= IΩ + df,n, Ωf,n def
= An

(
Ω
)

and we set F n =∇An and Jn = detF n.

2. Fluid step: �nd un : Ω× R+ → Rd and pn : Ω× R+ → R such that

ρf∂τ |Aun + ρf(un−1 −wn) ·∇un − divσf(un, pn) = 0 in Ωf,n,

divun = 0 in Ωf,n,

σf(un, pn)nf = fΓ(tn) on Γ,

Jnσf(un, pn)(F n)−Tnf +
ρs

τ
Bhu

n =
ρs

τ
Bh

( .
d
n−1

+ τ∂τ
.
d
n,?
)

−Πn,?ns on Σ.

3. Solid step: �nd dn : Ωs × R+ → Rd and
.
d
n

: Ωs × R+ → Rd such that

ρs∂τ
.
d
n

+ α0ρ
s
.
d
n − divΠn = 0 in Ωs,

.
d = ∂τd

n, Πn def
= π(dn) + α1π

′
dn−1(

.
d
n
) in Ωs,

dn = 0, α1

.
d
n

= 0 on Γd,

Πnns = 0 on Γn,

Πnns = −Jnσf(un, pn)(F n)−Tnf on Σ.

stepping of the interface kinematical/kinetic coupling (3.56)2,3 on Σ: Jnσf(un, pn)(F n)−Tnf +
ρs

τ
Bhu

n =
ρs

τ
Bh

( .
d
n−1

+ τ∂τ
.
d
n,?
)
−Πn,?ns,

Πnns = −Jnσf(un, pn)(F n)−Tnf ,
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derived from the arguments introduced in Section 3.3.3. The solid stress tensor is given
by the expression Πn def

= π(dn)+α1π
′
dn−1(

.
d
n
), which involves a semi-implicit treatment

of the viscous contribution.
The resulting time-marching procedures are detailed in Algorithm 3.3 and will be

used in some of the numerical tests in the next section. It should be noted that the
computation of the extrapolated solid strain could be replaced by a �uid residual as
detailed in remark 3.3.7.

3.6 Numerical experiments

In this section, we investigate through numerical experiments the properties of the
explicit coupling scheme introduced above. Several �uid-structure interaction examples
from the literature have been considered. Section 2.8.1 presents a convergence study
in 2D, using the linear model problem (3.1)-(3.3). Numerical results based on the non-
linear model (3.54)-(3.56), with a Saint Venant-Kirchho� constitutive law for the solid
and 3D geometries, are presented in the subsequent sections.

3.6.1 Numerical study in a two-dimensional test-case

The �rst example is the popular two-dimensional pressure-wave propagation bench-
mark (see, e.g., [3]). We consider (3.1)-(3.3) with Ωf = [0, L] × [0, R], Ωs = [0, L] ×
[R,R+ε], L = 6, R = 0.5 and ε = 0.1. All the units are given in the CGS sytem. At the
�uid boundary x = 0 we impose a sinusoidal pressure of maximal amplitude 2 × 104

during 5×10−3 time instants, corresponding to half a period. Zero traction is enforced
at x = 6 and a symmetry condition is applied on the lower wall. Transverse membrane
e�ects that appear in axisymmetric formulations are included through an additional
zero-th order term c0d in the solid equation (3.2)1. The solid is clamped at its extremi-
ties and zero traction is enforced on its upper boundary. The �uid physical parameters
are given by ρf = 1 and µ = 0.035. For the solid we have ρs = 1.1, L1 = 1.15 · 106,
L2 = 1.7 · 106, c0 = 4 · 106, α0ρ

s = 10−3, α1 = 10−3. All the computations have been
performed with FreeFem++ (see [70]).

For illustration purposes, we have reported in Figure 3.1 a few snapshots of the
pressure �eld obtained using Algorithm 3.1 with r = 1, τ = 10−4 and h = 0.05. The
�uid and solid domains have been displayed in deformed con�guration (ampli�ed by a
factor 10). The numerical solution remains stable, as predicted by Theorem 3.4.1, and
a propagating pressure-wave is observed.

3.6.1.1 Accuracy of the explicit coupled schemes

We �rst compare the interface vertical displacement obtained with Algorithm 3.1 (r =
0 and r = 1) and the implicit scheme for h = 0.05 and τ = 10−4, 5 · 10−5, 2 · 10−5.
A reference solution has been generated using the implicit scheme and a high grid
resolution (τ = 10−6, h = 3.125 · 10−3). The corresponding results are reported in
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Figure 3.1: Snapshots of the �uid pressure and solid deformation at t = 4 · 10−3, 9 · 10−3 and

15 · 10−3 (from top to bottom). Algorithm 3.1 with r = 1, τ = 10−4 and h = 0.05.

Figure 3.2. We can clearly observe that the extrapolation order r has a major impact
on the accuracy of Algorithm 3.1, as suggested by (3.37). The choice r = 0 yields
a very poor accuracy, while for r = 1 seems to be only slightly less accurate than
the implicit scheme. Accordingly with (3.37), as the time step τ tends to zero, the
numerical solution obtained with r = 1 reaches the implicit coupling solution.

The results of Algorithm 3.1 with r = 2 are not reported in Figure 3.2 since the
scheme is unstable for the set of physical and discretization parameters considered. The
stability condition (3.44) is very restrictive in this case (parabolic-CFL condition). In
order to provide a global overview of all the variants (including the case r = 2) we
propose to switch o� the solid damping (i.e., α0 = α1 = 0). According to Theorem 3.4.1
this yields a weakened 6/5-CFL stability condition. The results obtained with τ =
2 · 10−5 and h = 0.05 are reported in Figure 3.3. Once more, for r = 0 we get a very
poor approximation. Algorithm 3.1 with r = 1 and r = 2 yields practically the same
solution as the implicit scheme. This suggests that, in this case, the magnitude of the
kinematic perturbation (3.37) introduced by the splitting is lower than the remaining
time and space error contributions.

We now investigate the impact of the spatial discretization on the size of the kine-
matic perturbation (4.13). For this purpose, we present in Figure 3.4 the results ob-
tained with τ = 10−4 and h = 0.025. By comparing with Figure 3.2(a) we see that,
for a �xed time-step length, the accuracy of Algorithm 3.1 deteriorates under spa-
tial re�nement. This behavior is even more striking in Figure 3.5 where we report
the vertical displacement obtained for several values of h (and τ = 10−4 �xed). This
clearly indicates a non-uniformity in h of the truncation error induced by the kinematic
perturbation (3.37).

In order to provide a complete insight on the accuracy of the schemes, Figure 3.6(a)
presents the convergence histories of the solid displacement relative energy error at
time t = 1.5 · 10−2 obtained with Algorithm 3.1 and the implicit coupling scheme, by
re�ning both in space and in time under a hyperbolic-CFL constraint (τ = h/200).
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(a) τ = 10−4.
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(b) τ = 5 · 10−5.
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(c) τ = 2 · 10−5.

Figure 3.2: Interface vertical displacement at time t = 1.5 · 10−2, with h = 0.05 (damped

solid, β = 10−3).

The variant with r = 0 is unable to show a convergent behavior towards the reference
solution. On the contrary, the scheme with r = 1 shows a convergence rate between
1
2
and 1. The superior accuracy of the the implicit scheme is clearly visible, for which

we recover the expected �rst-order optimal rate. Note that Algorithm 3.1 with r = 1
yields convergence under the standard hyperbolic-CFL constraint (without the need
of corrections iterations). This is a signi�cant progress with respect to the stabilized
explicit coupling scheme reported in [18], for which convergence demands strengthened
CFL conditions (see [42, 21]).

In Figure 3.6(b), we report the convergence histories obtained under a parabolic-
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Figure 3.3: Interface vertical displacement at time t = 1.5 · 10−2, with τ = 2 · 10−5 and

h = 0.05, (undamped solid).
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Figure 3.4: Interface vertical displacement at time t = 1.5 · 10−2 for τ = 10−4 and h = 0.01.
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Figure 3.5: Interface vertical displacement at time t = 1.5 · 10−2. Algorithm 3.1 with r = 1

and τ = 10−4.

CFL constraint (τ = h2/100) and without damping in the solid (α0 = α1 = 0). In
this case, the explicit variant with r = 0 shows a convergent behavior, with a rate
between 1

2
and 1. A superior convergent behavior is observed for the explicit schemes

with r = 1 and r = 2 and the implicit scheme, which yield practically the same rate.
In view of the results reported in Figure 3.6, we postulate the following rates for
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(a) τ = O(h) and damped solid.
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(b) τ = O(h2) and undamped solid.

Figure 3.6: Convergence history of the solid displacement relative energy error at time t =

1.5 · 10−2.

the consistency of the kinematic perturbation (3.37):

• r = 0: O
(
(τ/h)

1
2

)
;

• r = 1: O
(
τ/h

1
2

)
;

• r = 2: O
(
τ 2/h

1
2

)
.

It is worth noting that the factor h−
1
2 is not present in the original Robin-Neumann

explicit schemes of Chapter 2 (see also [44]), in the case of the coupling with a thin-
walled structure.

3.6.1.2 Partitioned solution of implicit coupling

In this section we investigate numerically the convergence properties of the (parameter
free) iterative procedure given by Algorithm 3.2. Figure 3.7 reports the mean number
of iterations per time-step needed to simulate the wave propagation until t = 5 · 10−3,
for di�erent values of τ, h, ρs, Young Modulus E and domain length L. We compare the
performance of Algorithm 3.2 with the standard Robin-Neumann procedure introduced
in [98], using the Robin coe�cient α = ρsε/τ + c0τ proposed therein. The iterations
are initialized from the data of the previous time-step.

Both procedures yield a similar behavior with respect to the solid density and the
domain length (see Figures 3.7(a)-(b)). Figures 3.7(c)-(d), on the contrary, show that
Algorithm 3.2 is much less sensitive to τ and E than the standard Robin-Neumann
procedure. In fact, as suggested by the error estimate of Theorem 3.4.2, reducing τ
enhances the convergence speed of Algorithm 3.2. This can also be explained in terms
of the kinematic relation (3.41)1, since the size of the perturbation is proportional to
τE/ρs. Note that the convergence of the standard Robin-Neumann method degrades as
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(f) Impact of h and τ , τ = O(h2).

Figure 3.7: Sensitivity of the convergence speed of the iterative procedure to the physical and

discretization parameters.

τ goes to zero. This behavior is also highlighted by Figure 3.8, where we have reported
the relative error per iteration for di�erent values of τ .

In line with the non-uniformity in h observed for the accuracy of Algorithm 3.1



3.6. Numerical experiments 111

2 4 6 8 10 12 14 16
number of iteration

1x10-6

0.00001

0.0001

0.001

0.01

0.1

1

re
la

tiv
e 

er
ro

r a
t t

he
 in

te
rfa

ce

Classical RN, tau=0.0001
Generalized-RN, tau=0.0001
Classical RN, tau=0.00005
Generalized-RN, tau=0.00005
Classical RN, tau=0.00001
Generalized-RN, tau=0.00001

Figure 3.8: Relative error on the interface against the number of sub-iterations for the Robin-

Neumann scheme and the corrected scheme with h = 0.1.

in Section 3.6.1.1, the convergence of Algorithm 3.2 degrades as h goes to zero (τ
�xed), as shown in Figure 3.7(e). Finally, Figure 3.7(f) shows that under a parabolic-
CFL condition, the standard Robin-Neumann method losses convergence, whereas the
proposed Algorithm 3.2 keeps a reduced number of iterations.

3.6.2 Pressure wave propagation in a straight tube

We consider the example proposed in in [59] (see also [60, Chapter 12]). The �uid-
structure system is modeled by the non-linear coupled problem (3.54)-(3.56). The
�uid domain is a straight tube of radius 0.5 and length 5. All the units are given in the
CGS system. The vessel wall has a thickness of 0.1 and is clamped at its extremities.
The physical parameters for the �uid are ρf = 1 and µ = 0.035. For the solid we have
ρs = 1.2, Young modulus E = 3×106 and Poisson's ratio ν = 0.3. The overall system is
initially at rest and an over pressure of 1.3332× 104 is imposed on the inlet boundary
during the time interval [0, 0.005]. The �uid and solid equations are discretized in
space using continuous P1 �nite elements (a SUPG/PSPG stabilized formulation is
considered in the �uid).

In Figure 3.9 we have reported some snapshots of the �uid pressure and solid
deformation (ampli�ed by a factor 10) obtained with Algorithm 3.3 (r = 1) and
τ = 10−4. A stable pressure wave propagation is observed. The impact of the solid
damping (α0 = 1, α1 = 10−3) is noticeable.

For comparison purposes, Figure 3.10 reports the interface mid-point displacement
magnitudes obtained with Algorithm 3.3 and the implicit coupling scheme. Algo-
rithm 3.3 with r = 1 yields a stable numerical solution in all the cases considered,
which con�rms the unconditional stability stated in Theorem 3.4.1. As regards ac-
curacy, the scheme retrieves the overall dynamics of the solution provided implicit
method, particularly, with the smallest time-step lengths. A phase mismatch is clearly
visible with τ = 10−4.
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(a) Undamped solid (α1 = α1 = 0).

(b) Damped solid (α0 = 1, α1 = 10−3).

Figure 3.9: Snapshots of the �uid pressure and solid deformation at t = 0.003, 0.007, 0.012

(from left to right) obtained with Algorithm 3.3 (r = 1) and τ = 10−4.

Algorithm 3.3 with r = 0 yields either a poor approximation or instability at the
level of the inlet boundary. The accuracy issue was already observed in Section 3.6.1.1
with a linear problem. Numerical investigations (not reported here) indicate that the
instabilities are the result of an intricate interaction between the low-order perturba-
tion of the kinematic constraint, the non-linearity of the �uid equation and the natural
character of the inlet boundary conditions. This explains the discrepancy with the sta-
bility result of Theorem 3.4.1 (linear case) and the fact that the spurious oscillations
are not visible in Figure 3.10 (interface mid-point displacement).

Figure 3.10 points out the restrictive time-step restrictions required by Algo-
rithm 3.3 with r = 2. A stable numerical approximation is observed only in the case
without solid damping and for the smallest time-step length. This con�rms the hybrid
hyperbolic/parabolic characteristics of the stability condition (3.44) in Theorem 3.4.1.
Though unstable, the high-order perturbation of the kinematic constraint introduced
by the explicit scheme with r = 2 is clearly visible in Figure 3.10(a).

3.6.3 Cantilever test problem

In this example we consider the two-dimensional benchmark proposed in [114], de-
scribing the �ow of a �uid around a cylinder with an attached elastic structure. The
�uid-structure system is modeled by the non-linear coupled problem (3.54)-(3.56). The
reader is referred to [114] for the complete description of the geometry. The �uid and
solid are supposed to be initially at rest. A parabolic velocity pro�le is imposed on the
inlet boundary. The mean in�ow velocity is denoted by Ū . The physical parameters for
the �uid are ρf = 103, µ = 10−3 and Ū = 2 (i.e., Re= 200), while for the solid we have
ρs = 103, E = 5.6 · 106, ν = 0.4 and α0 = α1 = 0 (undamped solid). All the units are
given in the SI system. Among the test-cases proposed in [114], this physical setting
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(a) τ = 10−4.
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(b) τ = 4.4721 · 10−5.
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(c) τ = 2 · 10−5.

Figure 3.10: Interface mid-point displacement magnitudes obtained with the implicit coupling

scheme and Algorithm 3.3. Left: undamped solid (α0 = α1 = 0). Right: damped solid (α0 = 1,

α1 = 10−3).

(termed FSI3 in [114]) is the most di�cult from the point of view of the added-mass
e�ect issues (ρs = ρf).

The simulations are performed in three-dimensions, by imposing symmetry con-
ditions along the extrusion direction. The �uid and solid equations are discretized in
space using continuous P1 �nite elements (a SUPG/PSPG stabilized formulation is
considered in the �uid). The time-step length is τ = 10−3 and a total number of 86912
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Figure 3.11: Fluid velocity magnitude and solid deformation at t = 9.65, 9.722, 9.848 and 10

(from left to right and top to bottom) obtained with Algorithm 3.3 (r = 1).
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Figure 3.12: Vertical displacement at an interface node obtained with the implicit coupling

scheme and Algorithm 3.3 (τ = 10−3).

and 1830 degrees-of-freedom is considered, respectively, for the �uid and the solid. This
is among the coarsest space-time resolutions considered in [114]. For illustration pur-
poses, some snapshots of the �uid velocity magnitude and solid deformation obtained
with Algorithm 3.3 (r = 1) are reported in Figure 3.11. A stable solution involving pe-
riodic self-excited oscillations of large amplitude is observed. The oscillating structure
generates a periodic vortex pattern that is advected along the channel.

Figure 3.12 reports the interface mid-point displacement magnitudes obtained with
Algorithm 3.3 (r = 0 and r = 1) and the implicit coupling scheme. The poor accuracy
of the explicit coupling scheme with r = 0 is striking. On the contrary, the solution
obtained with r = 1 is practically indistinguishable from the one provided by the im-
plicit coupling scheme. This enhanced accuracy, with respect to the results reported in
Section 3.6.2, can be explained by the fact that increasing the solid density reduces the
impact of the kinematic perturbation in (3.37). Numerical investigations (not reported
here) showed that, for this set of discretization parameters, Algorithm 3.3 with r = 2
is unstable and that smaller time-steps are needed for stability.
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3.6.4 Damped structural instability

We consider an adaptation of the balloon-type �uid-structure example proposed in [80].
A curved �uid domain is surrounded by two structures with di�erent sti�ness (see

1 8

1.6

0.2

0.4

1

1

1

Figure 3.13: A bended �uid domain surrounded by two structures.

Figure 3.13). Both structures are �xed on their extremities. A parabolic velocity pro�le
is prescribed on the left and right in�ow boundaries, with maximal magnitudes 10 and
10.2, respectively (to avoid perfect symmetry). All the units are given in the SI system.
Zero velocity is enforced on the remaining �uid boundaries. The �uid-structure system
is modeled by the coupled problem (3.54)-(3.56). The �uid is loaded with the volume
force f = (0,−1)T. The �uid physical parameters are given by ρf = 1.0 and µ = 9,
while for the top and bottom (undamped) structures we have ρs = 500, Etop = 9 · 105,
Ebottom = 9 · 107, ν = 0.3 and α0 = α1 = 0. The simulations are performed in three-
dimensions, by imposing symmetry conditions along the extrusion direction. The �uid
and solid equations are discretized in space using continuous P1 �nite elements (a
SUPG/PSPG stabilized formulation is considered in the �uid).

It is well known that this type of problem cannot be solved via standard Dirichlet-
Neumann partitioned procedures, since (at each iteration) the interface solid velocity
does not necessarily satisfy the compatibility condition enforced by the incompress-
ibility of the �uid (unless directly prescribed in the structure [80]). Algorithm 3.3
circumvents this issue in a natural fashion since the generalized Robin condition on
the �uid removes the constraint on the interface solid velocity.

Figure 3.15 shows the �uid velocity magnitude snapshots and the solid deformations
at di�erent time instants, obtained with Algorithm 3.3 (r = 1) and a time-step of
τ = 0.005. As in Chapter 2 and [80, 56], the deformation is �rst mainly visible in the
upper (more �exible) structure and then the lower structure buckles. In Figure 3.15, we
have reported the interface mid-point displacement magnitude of the bottom structure
obtained with Algorithm 3.3 (r = 0 and r = 1) and the implicit coupling scheme,
for τ = 0.005 and τ = 0.0025. The results of Algorithm 3.3 with r = 2 are not
reported in Figure 3.15 due to the lack of stability, smaller time-steps are required.
The poor accuracy of the explicit coupling scheme without extrapolation r = 0 is, once
more, striking. The excess of mass-loss across the interface induced by the low-order
perturbation of the kinematic coupling prevents the buckling of the bottom structure.
On the contrary, the implicit scheme and Algorithm 3.3 with r = 1 predict the collapse
of the bottom structure for all the values of τ considered. The better accuracy of the
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Figure 3.14: Snapshots of the �uid velocity and solid deformation at t =

0.5, 1.15, 1.65, 1.9, 2.4, 2.5, 3.25, 3.75 (from left to right and top to bottom). Algorithm 3.3

with r = 1 and τ = 0.005.

implicit scheme with respect to Algorithm 3.3 with r = 1 is visible for the largest
time-step length.

3.7 Conclusion

In this chapter, we have proposed a generalization of the explicit Robin-Neumann
schemes introduced in Chapter 2 to the case of the coupling with thick-walled struc-
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Figure 3.15: Interface mid-point displacement magnitudes of the bottom structure obtained

with the implicit coupling scheme and Algorithm 3.3.

tures. The schemes are based on the following ingredients:

• Generalized notion of interface Robin consistency, using a mass-lumping approx-
imation in the structure (Section 3.3.2);

• Implicit treatment of the sole interface solid inertia within the �uid;

• Appropriate extrapolations of the interface solid velocity and stress.

The second guarantees added-mass free stability (Theorem 3.4.1), while the third en-
ables the staggered �uid-solid time-marching in a genuinely partitioned fashion.

Though the proposed extension retains the main stability properties of the original
explicit Robin-Neumann schemes (proposed in [44] and Chapter 2), numerical evidence
suggests that their optimal (�rst-order) accuracy is not necessarily preserved. Indeed,
the order of the kinematic perturbation induced by the splitting is expected to be
O((τ/h)

1
2 ), O(τ/h

1
2 ) or O(τ 2/h

1
2 ), depending on the order r = 0, 1 or 2 of the extrap-

olations. The factor h−
1
2 seems to be intrinsically related to the thick-walled character

of the structure. The full convergence analysis of these methods will be the topic of
the next chapter.

The comparison of the di�erent methods has shown that the best robustness is
obtained with the �rst-order extrapolation (r = 1). A salient feature of this scheme
is that it simultaneously yields unconditional stability and convergence under a stan-
dard hyperbolic-CFL constraint. Furthermore, overall �rst-order accuracy is expected
under a strengthened 3/2-CFL constraint, τ = O(h

3
2 ), without the need of correction

iterations.
The schemes have been interpreted as a single iteration of a new, parameter free,

Robin-Neumann iterative procedure for the partitioned solution of implicit coupling.
The convergence of this iterative method has been established (Theorem 3.4.2). Nu-
merical evidence has con�rmed that, unlike standard Robin-Neumann approaches,
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reducing the time-step length increases the convergence speed of the proposed itera-
tions.



Chapter 4

Convergence analysis of the generalized

Robin-Neuman explicit coupling schemes

The results presented in this chapter lead to the manuscript [54]: M.A. Fernández,
J. Mullaert. Convergence analysis for a class of explicit coupling schemes in
incompressible �uid-structure interaction. Submitted for publication.
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4.1 Introduction

This chapter is devoted to the a priori error analysis of the generalized Robin-Neumann
methods introduced in Chapter 3. The methods are formulated within a class of op-
erator splitting schemes which treat implicitly the coupling between the �uid and the
solid inertia contributions. This guarantees energy stability. A priori error estimates
are derived for all the explicit and semi-implicit variants using energy arguments.

The analysis predicts an O(h−
1
2 ) perturbation in the splitting error, con�rming

the numerical results reported in Chapter 3. The analysis also shows that this per-
turbation is exclusively related to the thick-walled character of the structure, through
the non-uniformity of the discrete viscoelastic operator, and not to the mass-lumping
approximation in the solid. This point is evidenced via numerical experiments as well.
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We show, in addition, that splitting methods reported in the literature (e.g., [14]) also
su�er from this accuracy issue.

The analysis proposed represents, to the best of our knowledge, the �rst theoretical
convergence result for a explicit coupling scheme with a thick-walled structure. Though
the proof of the error estimate follows the main steps of Section 2.4.4 (Chapter 2), the
thick-walled nature of the solid and the mass-lumping approximation make the analysis
more intricate. In particular, a special care is needed in the design of the �uid and
solid velocity projectors, depending on the presence or not of second-order terms in
the solid viscous damping (i.e., α1 > 0 or α1 = 0).

The remainder of this chapter is organized as follows. Section 4.2 presents the
di�erent coupling schemes. Section 4.3 is devoted to the error analysis of the methods.
A short numerical study complementing Section 3.6 is reported in Section 4.5. Finally,
a summary of the conclusions is given in Section 4.6.

4.2 Numerical methods

This section is devoted to the numerical approximation of the coupled problem (3.5),
that we recall here for the sake of completeness: for t > 0, �nd (u(t),

.
d(t)) ∈ W ,

p(t) ∈ Q and d(t) ∈ V s such that
.
d = ∂td,

ρf
(
∂tu,v

f
)

Ωf + a(u,vf) + b(p,vf)− b(q,u)

+ ρs
(
∂t
.
d,vs

)
Ωs + ae(d,vs) + av(

.
d,vs) = l(vf),

(4.1)

for all (vf ,vs) ∈W and q ∈ Q. The key feature of the methods analyzed is that they
provide di�erent degrees of splitting between the computation of the �uid and the
solid. We recall the family of schemes introduced in Chapter 3 (Algorithm 4.2) and a
variant (Algorithm 4.1) with less degree of splitting between the computation of the
�uid and the solid. The error analysis of these methods (Algorithms 4.1 and 4.2) will
be topic of Section 4.3. Finally, we review some alternative splitting schemes that can
be found in the literature (Algorithm 4.3, see [14]).

The spatial semi-discrete �nite element approximation of the coupled problem (4.1)
is recalled in Section 4.2.1. Section 4.2.2 presents the time discretization and the dif-
ferent �uid-solid time splitting schemes.

4.2.1 Spatial semi-discrete approximation

As in Chapter 3, we consider a �nite element approximation in space based on contin-
uous piece-wise a�ne functions. The corresponding �nite element spaces are denoted
by V f

h ⊂ V f , Qh ⊂ Q, V s
h ⊂ V s, where the subscript h > 0 indicates the level of

spatial re�nement. Since the �uid velocity/pressure pair V f
h/Qh fails to satisfy the inf-

sup condition (see, e.g., [39]), we consider a symmetric pressure stabilization method
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de�ned by a non-negative bilinear form, sh : Qh × Qh → R entering, for instance,
the abstract framework of [17]. We de�ne the semi-norm |qh|sh

def
=
√
sh(qh, qh) for all

qh ∈ Qh.
Furthermore, we assume that the �uid and solid discretizations match at the inter-

face, that is,

ΛΣ,h
def
=
{
vf
h|Σ /vf

h ∈ V f
h

}
=
{
vs
h|Σ /vs

h ∈ V s
h

}
(4.2)

and we set V f
Σ,h

def
=
{
vf
h ∈ V f

h /v
f
h|Σ = 0

}
, V s

Σ,h
def
=
{
vs
h ∈ V s

h /v
s
h|Σ = 0

}
and

W h
def
=
{

(vf
h,v

s
h) ∈ V f

h × V s
h /v

f
h|Σ = vs

h|Σ
}
.

We will consider the standard solid-sided and �uid-sided discrete lifting operators,

Ls
h : ΛΣ,h → V s

h, Lf
h : ΛΣ,h → V f

h,

de�ned for all ξh ∈ ΛΣ,h, such that the nodal values of Ls
hξh,Lf

hξh vanish out of Σ
and that (Ls

hξh)|Σ = (Lf
hξh)|Σ = ξh.

In what follows, the symbol (·, ·)∗ designates either the standard inner-product
(·, ·)Ωs in L2(Ωs), or its lumped-mass approximation (·, ·)Ωs,h (see, e.g., [78, Section 2.3]
and [112, Chapter 15]). We also set

av
∗(
.
dh,v

s
h)

def
= α0ρ

s(
.
dh,v

s
h)∗ + α1a

e(
.
dh,v

s
h) (4.3)

for all dh,vs
h ∈ V s

h and with ae de�ned by (3.6)1. We denote by ‖ · ‖v,∗ and ‖ · ‖∗ the
norms associated to the inner-products av

∗ and (·, ·)∗, respectively.

Remark 4.2.1. We recall that the norms ‖ · ‖0,Ωs and ‖ · ‖∗ are equivalent in V s
h,

uniformly in h (see, e.g., [112, Chapter 15]) and the same holds for ‖·‖v and ‖·‖v,∗. We
will use the symbol . to indicate an inequality written up to a multiplicative constant
(independent of the physical and discretization parameters). In such inequalities and
for the sake of simplicity, we will only use the norms ‖ · ‖0,Ωs and ‖ · ‖v.

We consider the discrete reconstructions Le
h : V s → V s

h and L
v
h : V s

h → V s
h, of the

elastic and viscous solid operators, de�ned through the relations:

(Le
hd,v

s
h)∗ = ae

(
d,vs

h

)
, (Lv

h

.
dh,v

s
h)∗ = av

∗
( .
dh,v

s
h

)
, (4.4)

for all (d,
.
dh,v

s
h) ∈ V s × V s

h × V s
h. We will also make use of the interface operator

Bh : ΛΣ,h → ΛΣ,h, de�ned by Bh
def
=
(
Ls
h

)′Ls
h, where

(
Ls
h

)′ stands for the adjoint
operator of Ls

h with respect to the lumped-mass inner product in V s
h. Notice that the

interface operator Bh is self-adjoint, positive, de�nite and diagonal with respect to the
�nite element basis of ΛΣ,h. In order to simplify the presentation, we use the notation
Bhv

s
h instead of Bh(v

s
h|Σ) for vs

h ∈ V s
h.
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The space semi-discrete formulation of problem (4.1), including a possible mass-
lumping approximation in the structure, reads therefore as follows: for all t > 0, �nd
(uh(t),

.
dh(t)) ∈W h, ph(t) ∈ Qh and dh(t) ∈ V s

h such that
.
dh = ∂tdh,

ρf
(
∂tuh,v

f
h

)
Ωf + a(uh,v

f
h) + b(ph,v

f
h)− b(qh,uh) + sh(ph, qh)

+ ρs
(
∂t
.
dh,v

s
h

)
∗ + ae(dh,v

s
h) + av

∗(
.
dh,v

s
h) = l(vf

h)

(4.5)

for all (vf
h,v

s
h) ∈W h and qh ∈ Qh.

4.2.2 Time discretization: coupling schemes

This section is devoted to the discretization in time of (4.5). In the succeeding text,
the parameter τ > 0 stands for the time-step length, tn

def
= nτ , for n ∈ N, and

∂τx
n def

= (xn−xn−1)/τ for the �rst-order backward di�erence. The symbol xn,? denotes
the r-th order explicit extrapolation of the quantity x (that can be either d,

.
d,u or p):

xn,?
def
=


0 if r = 0,

xn−1 if r = 1,

2xn−1 − xn−2 if r = 2.

4.2.2.1 Generalized Robin-Neumann explicit coupling schemes

Basically, the explicit coupling schemes introduced in Chapter 3 are based on an in-
terface Robin consistency (3.16) that can be recovered from the space semi-discrete
formulation (4.5) after a mass-lumping approximation in the structure.

Here, we propose an alternative way to derive the same coupling schemes (in the
spirit of [53]) based on operator splitting. The main bene�t of this new approach is
that the mass-lumping approximation remains optional and that it highlights the role
of the mass-lumping approximation on the explicit nature of the coupling scheme.
Basically, we consider the following fractional-step time-marching of (4.5): for n ≥ 1,

1. Find (unh,
.
d
n− 1

2

h ) ∈W h and pnh ∈ Qh such that ρf
(
∂τu

n
h,v

f
h

)
Ωf + a(unh,v

f
h) + b(pnh,v

f
h)− b(qh,unh) + sh(p

n
h, qh)

+
ρs

τ

( .
d
n− 1

2

h ,vs
h

)
∗ = l(vf

h) +
ρs

τ

( .
d
n−1

h ,vs
h

)
∗ − a

e(dn,?h ,vs
h)− av

∗(
.
d
n,?

h ,vs
h)

(4.6)
for all (vf

h,v
s
h) ∈W h and for all qh ∈ Qh.

2. Find (dnh,
.
d
n

h) ∈ V s
h × V s

h such that
.
d
n

h = ∂τd
n
h,

ρs

τ

( .
d
n

h −
.
d
n− 1

2

h ,vs
h

)
∗ + ae(dnh − d

n,?
h ,vs

h) + av
∗(
.
d
n

h −
.
d
n,?

h ,vs
h) = 0

(4.7)
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for all vs
h ∈ V s

h.

Note that step (4.6) introduces and additional unknown, the intermediate solid ve-

locity
.
d
n− 1

2

h , which is implicitly coupled to the �uid through the solid inertial term.
Hence, step (4.6) implicitly treats the solid inertia within the �uid. The remaining
solid viscoelastic contributions are treated explicitly in (4.6) via extrapolation. The
end-of-step solid velocity

.
d
n

h is obtained by solving the solid correction step (4.7). The
implicit treatment of the solid inertia in (4.6) guarantees (added-mass free) stability,
while the extrapolation of the solid viscoelastic terms introduces a certain degree of
splitting between the computation of the �uid and of the solid.

Algorithm 4.1 Semi-implicit coupling scheme (without solid mass-lumping).

For n > r,

1. Fluid with solid inertia step:

Find (unh,
.
d
n− 1

2
h ) ∈W h and pnh ∈ Qh such that
ρf
(
∂τu

n
h,v

f
h

)
Ωf + a(unh,v

f
h) + b(pnh,v

f
h)− b(qh,unh) + sh(pnh, qh)

+
ρs

τ

( .
d
n− 1

2
h ,vs

h

)
Ωs =

ρs

τ

( .
d
n−1
h + τ∂τ

.
d
n,?
h ,vs

h

)
Ωs

+ ρf
(
∂τu

n,?
h ,Lf

hv
f
h

)
Ωf + a(un,?h ,Lf

hv
f
h) + b(pn,?h ,Lf

hv
f
h) + l(vf

h)

(4.8)

for all (vf
h,v

s
h) ∈W h and qh ∈ Qh.

2. Solid step (Neumann):

Find (
.
d
n
h,d

n
h) ∈ V s

h × V s
h such that

.
d
n
h = ∂τd

n
h,

ρs
(
∂τ
.
d
n
h,v

s
h)Ωs + ae(dnh,v

s
h) + av(

.
d
n
h,v

s
h)

= −ρf
(
∂τu

n
h,Lf

hv
s
h

)
Ωf − a(unh,Lf

hv
s
h)− b(pnh,Lf

hv
s
h)

(4.9)

for all vs
h ∈ V

s
h.

The correction step (4.7) can be reformulated as a standard solid (Neumann) prob-

lem by eliminating the quantitites (
.
d
n− 1

2

h ,dn,?h ,
.
d
n,?

h ). Indeed, by taking vf
h = Lf

hv
s
h and

qh = 0 in (4.6) and by adding the resulting expression to (4.7)2, we get

ρs
(
∂τ
.
d
n

h,v
s
h

)
∗ + ae(dnh,v

s
h) + av

∗(
.
d
n

h,v
s
h) =− ρf

(
∂τu

n
h,Lf

hv
s
h

)
Ωf

− a(unh,Lf
hv

s
h)− b(pnh,Lf

hv
s
h)

(4.10)

for all vs
h ∈ V s

h. Furthermore, for n > r, the extrapolated solid viscoelastic contribution
in (4.6) can be eliminated thanks to (4.10) at the time levels n − 1, . . . , n − r, which
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yields

−ae(dn,?h ,vs
h)− av

∗(
.
d
n,?

h ,vs
h) =ρs

(
∂τ
.
d
n,?

h ,vs
h

)
∗ + ρf

(
∂τu

n,?
h ,Lf

hv
f
h

)
Ωf

+ a(un,?h ,Lf
hv

f
h) + b(pn,?h ,Lf

hv
f
h)

for all (vf
h,v

s
h) ∈W h.

Algorithm 4.1 presents the resulting time-marching procedure without the mass-
lumping approximation in the solid. It should be noted that this coupling scheme is
not explicit (it is semi-implicit), since the �uid sub-problem has the same size than the
original coupled problem (4.5). On the contrary, if mass-lumping is considered in the

structure, the contributions of the solid intermediate velocity
.
d
n− 1

2

h can be rewritten
exclusively in terms of the interface �uid velocity unh|Σ. Indeed, from Lemma 3.3.1 and

since unh|Σ =
.
d
n− 1

2

h |Σ, it follows that( .
d
n− 1

2

h ,Ls
hv

s
h

)
Ωs,h

=
(
Bh

.
d
n− 1

2

h ,vs
h

)
Σ

=
(
Bhu

n
h,v

f
h

)
Σ

for all (vf
h,v

s
h) ∈W h. In other words, after solid mass-lumping, the intermediate solid

velocity
.
d
n− 1

2

h disappears from the computation and, therefore, the coupling scheme
becomes explicit. The resulting solution procedure corresponds to (3.19)-(3.20) (with
the variant of Remark 3.3.7) and it is recalled in Algorithm 4.2.

Algorithm 4.2 Generalized Robin-Neumann explicit coupling schemes (from Chapter 3).

For n > r,

1. Fluid step (generalized Robin): �nd (unh, p
n
h) ∈ V f

h ×Qh such that
ρf
(
∂τu

n
h,v

f
h

)
Ωf + a(unh,v

f
h) + b(pnh,v

f
h)− b(qh,unh) + sh(pnh, qh)

+
ρs

τ

(
Bhu

n
h,v

f
h

)
Σ

=
ρs

τ

(
Bh(

.
d
n−1
h + τ∂τ

.
d
n,?
h ),vf

h

)
Σ

+ ρf
(
∂τu

n,?
h ,Lf

hv
f
h

)
Ωf + a(un,?h ,Lf

hv
f
h) + b(pn,?h ,Lf

hv
f
h) + l(vf

h)

(4.11)

for all (vf
h, qh) ∈ V f

h ×Qh.

2. Solid step (Neumann): �nd (
.
d
n
h,d

n
h) ∈ V s

h × V s
h such that

.
d
n
h = ∂τd

n
h,

ρs
(
∂τ
.
d
n
h,v

s
h)Ωs,h + ae(dnh,v

s
h) + av

h(
.
d
n
h,v

s
h)

= −ρf
(
∂τu

n
h,Lf

hv
s
h

)
Ωf − a(unh,Lf

hv
s
h)− b(pnh,Lf

hv
s
h)

(4.12)

for all vs
h ∈ V

s
h.

Remark 4.2.2. Algorithms 4.1 and 4.2 are essentially the same coupling scheme: they
only di�er on the discrete treatment of the inner-product (·, ·)Ωs.
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Remark 4.2.3. Algorithms 4.1 and 4.2 are multi-step methods for r > 0, meaning

that an initial condition (u0
h,d

0
h,

.

d
0

h) is not enough to initiate the time marching. In the

case r = 1, we propose to obtain (u1
h,d

1
h,

.

d
1

h) with one step of the scheme with r = 0.
Similarly, the scheme with r = 2 is initialized by performing one step of the scheme
with r = 1.

We begin with following fundamental property of Algorithms 4.1 and 4.2: they are
nothing but interface kinematic perturbations of an implicit coupling scheme.

Lemma 4.2.1. Let
{

(unh, p
n
h,d

n
h,

.

d
n

h)
}
n>r

be the sequence given by Algorithm 4.1 or
4.2. For n > r, there holds

unh =
.

d
n

h +
τ

ρs

(
Le
h(d

n
h − d

n,?
h ) +Lv

h(
.

d
n

h −
.

d
n,?

h )
)

on Σ (4.13)

and 
.

d
n

h = ∂τd
n
h,

ρf
(
∂τu

n
h,v

f
h

)
Ωf + a(unh,v

f
h) + b(pnh,v

f
h)− b(qh,unh) + sh(p

n
h, qh)

+ ρs
(
∂τ

.

d
n

h,v
s
h

)
∗ + ae(dnh,v

s
h) + av

∗(
.

d
n

h,v
s
h) = l(vf

h)

(4.14)

for all (vf
h,v

s
h) ∈W h and qh ∈ Qh.

Proof. The result for Algorithm 4.2 has been established in Chapter 3 (Lemma 3.4.2).
We now detail the proof for Algorithm 4.1. First, the substitution of n by n, ? in (4.9),
which is valid for n > r, gives

ρs
(
∂τ
.
d
n,?

h ,vs
h)Ωs + ae(dn,?h ,vs

h) + av(
.
d
n,?

h ,vs
h)

= −ρf
(
∂τu

n,?
h ,Lf

hv
s
h

)
Ωf − a(un,?h ,Lf

hv
s
h)− b(p

n,?
h ,Lf

hv
s
h)

(4.15)

for all vs
h ∈ V s

h. Then, the choice v
f
h = Lf

hv
s
h and qh = 0 in (4.9) yields:

ρf
(
∂τu

n
h,Lf

hv
s
h

)
Ωf + a(unh,Lf

hv
s
h) + b(pnh,Lf

hv
s
h)

+
ρs

τ

( .
d
n− 1

2

h ,vs
h

)
Ωs =

ρs

τ

( .
d
n−1

h + τ∂τ
.
d
n,?

h ,vs
h

)
Ωs + ρf

(
∂τu

n,?
h ,Lf

hv
s
h

)
Ωf

+ a(un,?h ,Lf
hv

s
h) + b(pn,?h ,Lf

hv
s
h)

(4.16)

for all vs
h ∈ V s

h. Finally, we sum equations (4.16), (4.15) and (4.9) to get

ρs

τ

( .
d
n− 1

2

h −
.
d
n−1

h ,vs
h)Ωs + ae(dnh − d

n,?
h ,vs

h) + av(
.
d
n

h −
.
d
n,?

h ,vs
h) = 0 (4.17)

for all vs
h ∈ V s

h, or equivalently, thanks to (4.4),
.
d
n− 1

2

h =
.
d
n

h +
τ

ρs

(
Le
h(d

n
h − d

n,?
h ) +Lv

h(
.
d
n

h −
.
d
n,?

h )
)
.

The transmission condition (4.13) follows from (4.8), which yields unh =
.
d
n− 1

2

h on Σ. At
last, the kinetic relation (4.14)2 can be recovered from the summation of (4.8), (4.15)
and (4.17).
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The next theorem states the energy stability of Algorithm 4.1 and 4.2.

Theorem 4.2.1. Assume that fΓ = 0 (free system) and let
{

(unh, p
n
h,d

n
h,

.

d
n

h)
}
n>r

be
the sequence given by Algorithm 4.1 or 4.2 with the initiation procedure detailed in
Remark 4.2.3. We denote by

En
h

def
=
ρf

2
‖unh‖2

0,Ωf +
ρs

2
‖
.

d
n

h‖2
0,Ωs +

1

2
‖dnh‖2

e

and

Dn
h

def
=
ρf

τ
‖unh − un−1

h ‖2
0,Ωf +

ρs

τ
‖
.

d
n

h −
.

d
n−1

h ‖2
0,Ωs +

1

τ
‖dnh − dn−1

h ‖2
e

+ 2µ‖ε(unh)‖2
0,Ωf + |pnh|2sh + ‖

.

d
n

h‖2
v,

the total discrete energy and dissipation, respectively. The following a priori energy
estimates hold:

• Schemes with r = 0 or r = 1: for n > r

En
h + τ

n∑
m=r+1

Dm
h . E0

h; (4.18)

• Scheme with r = 2: for n ≥ 3

En
h + τ

n∑
m=3

Dm
h . exp

(
tnγ

1− γτ

)
E0
h, n ≥ 3, (4.19)

provided that the following set of conditions holds:
τ

(
α0 + α1

(ωe

h

)2
)
< δ,

τ 5
(ωe

h

)6

+ τ 2
(ωe

h

)2
(
α0 + α1

(ωe

h

)2
)
< γ,

τγ < 1,

(4.20)

where ωe
def
= Cinv

√
βe/ρs, 0 ≤ δ ≤ 1 and γ > 0.

Proof. For Algorithm 4.2 this result was established in Chapter 3 (Theorem 3.4.1).
The result for Algorithm 4.1 follows from Lemma 4.2.1 by using the same arguments
as in Chapter 3.

The above result shows that Algorithms 4.1 and 4.2 retain the (added-mass free)
stability properties of the original explicit Robin-Neumann schemes introduced in
Chapter 2 and [44], for the coupling with thin-walled structures. Extensive numer-
ical evidence reported in Section 3.6 demonstrated, however, that their accuracy is
not preserved. More precisely, the error induced by the splitting losses the uniformity
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in h: the numerically observed behavior of the energy error seems to be O(τ 2r−1
/h

1
2 )

for Algorithm 4.2, whereas an O(τ 2r−1
) was observed, both from the numerical and

theoretical standpoint, for Robin-Neumann schemes of Chapter 2 (Algorithm 2.2) .
The present chapter aims at identifying the source of this accuracy loss induced by

Algorithm 4.2:

• Is solid mass-lumping the cause of the h non-uniformity?

• Do Algorithms 4.1 and 4.2 deliver the same overall convergence rate?

All these fundamental questions will be answered in Section 4.3, via an a priori error
analysis that covers both Algorithm 4.1 and 4.2. These theoretical �ndings will be then
supported by further numerical evidence in Section 4.5.

4.2.2.2 Alternative splitting scheme

For further reference in the discussion and the numerical experiments of Section 4.5,
we now recall the splitting scheme recently introduced in [14]. Applied to the coupled
problem (4.1) this method yields the solution procedure reported in Algorithm 4.3,
where 0 ≤ β ≤ 1 denotes a free parameter. Note that this splitting treats implicitly
the solid damping in (4.21). For a purely elastic structure (i.e., α0 = α1 = 0 in (3.2)),
Algorithm 4.3 with β = 0 is the same as Algorithm 4.1 with r = 0, since the relations
(4.6)-(4.7) follow from (4.21)-(4.22). More generally, the time-splittings provided by
Algorithms 4.1 and 4.3 di�er in the following two ingredients:

• the treatment of the solid damping;

• the consistency of the extrapolations on the interface.

Algorithm 4.3 treats implicitly the whole solid hydrodynamic contributions (inertia
and damping) in step (4.21), whereas in Algorithm 4.1 only the solid inertial e�ects
are included in the left-hand side of (4.8). This induces two important drawbacks with
respect to Algorithm 4.1. First, the solid mass-lumping approximation in Algorithm 4.3
does not make the coupling scheme explicit; and second, the solid elastic step (4.22)
cannot be reformulated as the standard solid (Neumann) problem (4.12), since the

intermediate velocity cannot be eliminated
.
d
n− 1

2

h . Indeed, by taking vf
h = Lf

hv
s
h and

qh = 0 in (4.21) and by adding the resulting expression to (4.22)2, we get

ρs
(
∂τ
.
d
n

h,v
s
h

)
Ωs + ae(dnh,v

s
h) =− av(

.
d
n− 1

2

h ,vs
h)− ρf

(
∂τu

n
h,Lf

hv
s
h

)
Ωf

− a(unh,Lf
hv

s
h)− b(pnh,Lf

hv
s
h)

(4.23)

for all vs
h ∈ V s

h.
As regards consistency, the interface term β

(
pn−1
h ,vf

h · nf
)

Σ
in Algorithm 4.3 is

introduced, in a rather ad hoc fashion, with the aim of improving the accuracy of the
time-splitting. Mathematically sound results on the stability and the consistency of
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Algorithm 4.3 Splitting scheme from [14].

1. Fluid with solid inertia and damping step: �nd (unh,
.
d
n− 1

2
h ) ∈ W h and pnh ∈ Qh such

that 
ρf
(
∂τu

n
h,v

f
h

)
Ωf + a(unh,v

f
h) + b(pnh,v

f
h)− b(qh,unh) + sh(pnh, qh)

+
ρs

τ

( .
d
n− 1

2
h ,vs

h

)
Ωs + av(

.
d
n− 1

2
h ,vs

h) =
ρs

τ

( .
d
n−1
h ,vs

h

)
Ωs

− β
(
pn−1
h ,vf

h · nf
)

Σ
+ l(vf

h)

(4.21)

for all (vf
h,v

s
h) ∈W h and qh ∈ Qh.

2. Solid elastic step: �nd (
.
d
n
h,d

n
h) ∈ V s

h × V s
h such that

.
d
n
h = ∂τd

n
h,

ρs

τ

( .
d
n
h −

.
d
n− 1

2
h ,vs

h

)
Ωs + ae(dnh,v

s
h) = β

(
pn−1
h ,vs

h · nf
)

Σ

(4.22)

for all vs
h ∈ V

s
h.

Algoritm 4.3 for β > 0 are not known. Numerical evidence suggests that the best ac-
curacy is obtained with β = 1 (see [14]). In Section 4.5 we will show that Algorithm 4.3
also su�ers from the non-uniformity convergence issues mentioned in Section 4.2.2.1.

4.3 Convergence Analysis

This section is devoted to the convergence analysis of the coupling schemes given by
Algorithms 4.1 and 4.2.

4.3.1 Preliminaries

For all dh,wh ∈ V s
h, the relation

δh(dh,wh)
def
= (dh,wh)Ωs − (dh,wh)∗ (4.24)

will denote the quadrature error. Without mass-lumping approximation in the solid
we have δh = 0, otherwise there holds

|δh(dh,wh)| . h‖dh‖1,Ωs‖wh‖0,Ωs (4.25)

for all dh,wh ∈ V s
h (see, e.g., [112, Lemma 15.1]). Due to the particular form of the

bilinear form ae (given in (3.6)), two positive constants αe and βe exists, such that

αe‖dh‖2
1,Ωs ≤ ae(dh,dh) ≤ βe‖dh‖2

1,Ωs (4.26)
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for all dh ∈ V s
h. Thus, using an inverse inequality, we have the following estimates,

valid for all vs
h ∈ V s

h:

‖vs
h‖2

e ≤
βeC

2
inv

h2
‖vs

h‖2
0,Ωs , ‖vs

h‖2
v ≤

(
α0ρ

s + α1
βeC

2
inv

h2

)
‖vs

h‖2
0,Ωs ,

‖Le
hv

s
h‖e ≤

βeC
2
inv

h2
‖vs

h‖e, ‖Lv
hv

s
h‖v ≤

(
α0ρ

s + α1
βeC

2
inv

h2

)
‖vs

h‖v,

‖Le
hv

s
h‖2

0,Ωs ≤
βeC

2
inv

h2
‖vs

h‖2
e, ‖Lv

hv
s
h‖2

0,Ωs ≤
(
α0ρ

s + α1
βeC

2
inv

h2

)
‖vs

h‖2
v.

(4.27)

4.3.2 Projection operators and error decomposition

We introduce the Ritz-projector πe
h : V s → V s

h de�ned by the relation

ae(w − πe
hw,wh) = 0 (4.28)

for all wh ∈ V s
h. We assume that the following error estimate holds

‖w − πe
hw‖e . hβ

1
2
e ‖w‖2,Ωs (4.29)

for all w ∈ V s ∩H2(Ωs). We then split the solid displacement error as:

d(tn)− dnh = d(tn)− πe
hd(tn)︸ ︷︷ ︸

def
= ξnπ

+πe
hd(tn)− dnh︸ ︷︷ ︸

def
= ξnh

. (4.30)

For the pressure we consider the decomposition

p(tn)− pnh = p(tn)− Πhp(tn)︸ ︷︷ ︸
def
= ynπ

+ Πhp(tn)− pnh︸ ︷︷ ︸
def
= ynh

, (4.31)

where Πh : Q→ Qh denotes de projection operator associated to the weak-consistency
of the pressure stabilization operator sh, for which we assume that

‖p− Πhp‖Q + |Πhp|sh .
h

µ
1
2

‖p‖1,Ωf ∀p ∈ Q ∩H2(Ωf). (4.32)

Remark 4.3.1. An example of operator sh is given by (see, e.g., [13]):

sh(ph, qh) =
κh2

µ
(∇ph,∇qh)Ωf (4.33)

for all ph, qh ∈ Qh, where κ > 0 is a user-de�ned parameter. In this case, the assump-
tion (4.32) holds with Πh being the L2-projection onto Qh. This ressure stabilization
method is considered in the numerical experiments of Section 4.5. Further examples
are discussed in [17, Section 3.1.1].
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The de�nition of the �uid and solid velocity projection operators, which will be
assumed to match at the interface, is more delicate. This interface matching assumption
guarantees that Lemma 4.3.2 below (i.e., the discrete error counterpart of (4.13))
holds. This point is fundamental for the error estimates of Section 4.3.3. The velocity
projection operators are de�ned by distinguishing the cases α1 = 0 and α1 > 0 (see
Remark 4.3.3 below):

• α1 = 0: we consider the Lagrange interpolant IΩs

h onto V s
h for the solid velocity,

while for the �uid velocity we consider the Stokes-like operator (see, e.g., [44]),

(Rh, Rh) : V f → V f
h ×Qh,

de�ned as follows: for all u ∈ V f , the pair (Rhu, Rhu) ∈ V f
h×Qh stands for the

unique solution of the discrete Stokes problem
Rhu|Σ = IΣ

h (u|Σ) ,

a(Rhu,v
f
h) + b(Rhu,v

f
h) = a(u,vf

h) ∀vf
h ∈ V Σ,h,

b(qh,Rhu) = sh(Rhu, qh) ∀qh ∈ Qh,

(4.34)

where IΣ
h denotes the Lagrange interpolant onto the discrete trace space ΛΣ,h

given by (4.2). Owing to the nodal nature of the Lagrange interpolant, we have
IΣ
h (
.
d|Σ) = (IΩs

h

.
d)|Σ. Hence, from (4.34)1, we get

Rhu = IΩs

h

.
d on Σ, (4.35)

or, equivalently, (Rhu, I
Ωs

h

.
d) ∈W h.

• α1 > 0: we consider a coupled �uid-solid velocity projector,(
(Sf

h,S
s
h), Sh

)
: W −→W h ×Qh,

de�ned as follows: For (u,
.
d) ∈W , we �nd

(
(uh,

.
dh), ph

)
∈W h ×Qh such that{

a(uh,v
f
h) + α1a

e(
.
dh,v

s
h) + b(ph,v

f
h) = a(u,vf

h) + α1a
e(
.
d,vs

h),

b(qh,uh) = sh(ph, qh),
(4.36)

for all (vf
h,v

s
h) ∈W h and for all qh ∈ Qh. Then we set

Sf
h(u,

.
d)

def
= uh, Ss

h(u,
.
d)

def
=

.
dh, Sh(u,

.
d)

def
= ph.

Note that, by construction, we have

Sf
h(u,

.
d) = Ss

h(u,
.
d) on Σ. (4.37)

Remark 4.3.2. Note that the �uid projection operator from [56] (thin-walled solid)
can not be considered here (thick-walled solid) since the error estimate therein relies
on approximation properties on the interface. This motivates the introduction of the
new projection operator (4.36). On the contrary, this type of global projector could be
used in Chapter 2 for the proof of the error estimates.
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We now state approximation properties of the projectors introduced above. Stan-
dard interpolation theory (see, .e.g, [12, Chapter 4]) yields the estimates∥∥ .d− IΩs

h

.
d
∥∥

0,Ωs + h
∥∥ .d− IΩs

h

.
d
∥∥

1,Ωs . h2
∥∥ .d∥∥

2,Ωs ,∥∥IΩs

h

.
d
∥∥

1,Ωs . h
∥∥ .d∥∥

2,Ωs +
∥∥ .d∥∥

1,Ωs

(4.38)

for
.
d ∈ [H2(Ωs)]d. On the other hand, from [44, Lemma 3], it follows that∥∥u−Rhu

∥∥
V f + |Rhu|sh +

∥∥Rhu
∥∥
Q
.hµ

1
2

∥∥u∥∥
2,Ωf ,∥∥u−Rhu

∥∥
0,Ωf ≤cµµ

1
2h2
∥∥u∥∥

2,Ωf + c̃µh
2
∥∥u∥∥

2,Σ
,

(4.39)

for all u ∈ [H2(Ωf)]d with u|Σ ∈ [H2(Σ)]d and divu = 0 in Ωf .
The approximation properties of

(
(Sf

h,S
s
h), Sh

)
are stated in the next lemma.

Lemma 4.3.1. Let (u,
.

d) ∈W ∩ ([H2(Ωf)]d × [H2(Ωs)]d) be given with div u = 0 in
Ωf . The following estimates hold:∥∥Sf

h(u,
.

d)
∥∥
V f + α

1
2
1

∥∥Ss
h(u,

.

d)
∥∥

e
+ |Sh(u,

.

d)|sh .
∥∥u∥∥

V f + α
1
2
1

∥∥ .

d
∥∥

e
, (4.40)∥∥u− Sf

h(u,
.

d)
∥∥
V f + α

1
2
1

∥∥ .

d− Ss
h(u,

.

d)
∥∥

e
+
∥∥Sh(u, .d)

∥∥
Q

+ |Sh(u,
.

d)|sh . hµ
1
2

∥∥u∥∥
2,Ωf + h

(
α1βe

) 1
2
∥∥ .

d
∥∥

2,Ωs .
(4.41)

Proof. See Section 4.4.

Owing to the above discussion, for the �uid and solid velocities we consider the
projection operator, (

(P f
h,P

s
h), Ph

)
: W −→W h ×Qh,

de�ned as,

P f
h(u,

.
d)

def
=

{
Rhu if α1 = 0,

Sf
h(u,

.
d) if α1 > 0,

P s
h(u,

.
d)

def
=

{
IΩs

h

.
d if α1 = 0,

Ss
h(u,

.
d) if α1 > 0,

Ph(u,
.
d)

def
=

{
Rhu if α1 = 0,

Sh(u,
.
d) if α1 > 0,

(4.42)
for all (u,

.
d) ∈W .

The �uid and solid velocity errors are hence decomposed as

u(tn)− unh =u(tn)− P f
h

(
u(tn),

.
d(tn)

)︸ ︷︷ ︸
def
= θnπ

+P f
h

(
u(tn),

.
d(tn)

)
− unh︸ ︷︷ ︸

def
= θnh

,

.
d
n −

.
d
n

h =
.
d(tn)− P s

h

(
u(tn),

.
d(tn)

)︸ ︷︷ ︸
def
=

.
ξnπ

+P s
h

(
u(tn),

.
d(tn)

)
−
.
d
n

h︸ ︷︷ ︸
def
=

.
ξnh

.
(4.43)
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We conclude this section with two fundamental results, which will be useful for the
proofs of the discrete error estimates stated in Section 4.3.3 below. The �rst has to do
with the fact that the quantities θnh and

.
ξnh, introduced in (4.43), do not match at the

interface. In other words, the pair (θnh,
.
ξnh) does not belong to W h. The next Lemma

shows how to circumvent this via suitable corrections.

Lemma 4.3.2. Let
.

ξ
n− 1

2
h ∈ V s

h be de�ned as

.

ξ
n− 1

2
h

def
=

.

ξnh +
τ

ρs

[
Le
h

(
ξnh − ξ

n,?
h

)
+Lv

h

(.
ξnh −

.

ξn,?h
)]

− τ

ρs

[
Le
h

(
dn − dn,?

)
+Lv

hP
s
h

(
un − un,?,

.

d
n −

.

d
n,?)]

.
(4.44)

Then, we have θnh =
.

ξ
n− 1

2
h on Σ.

Proof. The interface identity follows from (4.13), (4.35), (4.37), (4.30) and (4.43).

The next Lemma is motivated by the observation that, even though the standard
displacement-velocity relation

.
d
n

h = ∂τd
n
h holds for Algorithm 4.1 and 4.2, their discrete

error counterparts,
.
ξnh and ∂τξ

n
h, do not satisfy a similar expression. Basically, this

comes from the fact that di�erent projection operators are considered for the solid
unknowns in (4.30) and (4.43)2. More precisely, we have the following result.

Lemma 4.3.3. Let znh ∈ V s
h be de�ned as

znh
def
=

.

ξnh − ∂τξnh. (4.45)

There holds

znh = P s
h(u

n,
.

d
n
)− πe

h∂τd
n (4.46)

and

∥∥znh∥∥e
.


hβ

1
2
e

∥∥ .

d
n∥∥

2,Ωs + (τβe)
1
2

∥∥∂t .d∥∥L2(tn−1,tn;H1(Ωs))
if α1 = 0,

h

(
µ

α1

) 1
2 ∥∥un∥∥

2,Ωf + hβ
1
2
e

∥∥ .

d
n∥∥

2,Ωs + (τβe)
1
2

∥∥∂t .d∥∥L2(tn−1,tn;H1(Ωs))

if α1 > 0.

(4.47)

Proof. The identity (4.46) follows directly from (4.14), (4.30) and (4.43)2. As regards
the estimate (4.47), by adding and subtracting suitable terms and using (3.2)2, we
have ∥∥znh∥∥e

≤
∥∥P s

h(u
n,
.
d
n
)−

.
d
n∥∥

e
+
∥∥ .dn − πe

h

.
d
n∥∥

e
+
∥∥πe

h(∂t − ∂τ )dn
∥∥

e

and we conclude by estimating each term separately using (4.29), (4.41) and a Taylor
expansion.
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4.3.3 Discrete error estimation

We de�ne the energy norm of the discrete error Znh at time tn and for n > r as:

Znh
def
=(ρf)

1
2‖θnh‖0,Ωf +

(
n∑

m=r+1

τ‖θmh ‖2
V

) 1
2

+

(
n∑

m=r+1

τ |ymh |2sh

) 1
2

+ ρs 1
2‖
.
ξnh‖0,Ωs + ‖ξnh‖e +

(
n∑

m=r+1

τ‖
.
ξmh ‖2

v

) 1
2

.

(4.48)

This section states a bound for Znh . To this purpose, we make the following assumptions
on the exact solution (u, p,d,

.
d) of the continuous problem (3.5):

• α1 = 0:
u ∈

[
H1(0, T ;H2(Ωf))

]d
, ∂ttu ∈

[
L2(0, T ;L2(Ωf))

]d
,

u|Σ ∈
[
H1(0, T ;H2(Σ))

]d
,

p ∈ H1(0, T ;H1(Ωf)),
.
d ∈

[
H2(0, T ;H2(Ωs))

]d
;

(4.49)

• α1 > 0:
u ∈

[
H1(0, T ;H2(Ωf))

]d
, ∂ttu ∈

[
L2(0, T ;H1(Ωf))

]d
,

p ∈ H1(0, T ;H1(Ωf)),
.
d ∈

[
H1(0, T ;H2(Ωs))

]d
, ∂tt

.
d ∈

[
L2(0, T ;H1(Ωs))

]d
.

(4.50)

The next theorem states an a priori estimate for the discrete error Znh .
Theorem 4.3.1. Let (u, p,d,

.

d) be the solution of the coupled problem (3.5) and

{(unh, pnh,dnh,
.

d
n

h)}n>r
be the discrete solution given by Algorithm 4.1 or 4.2 with(

u0
h,d

0
h,

.

d
0

h

)
=
(
P f
h(u

0,
.

d
0
),πe

hd
0,P s

h(u
0,

.

d
0
)
)

and, depending on the extrapolation order r ∈ {0, 1, 2}, with the initiation procedure
detailed in Remark 4.2.3. We assume that the exact solution has the regularity provided
by (4.49)�(4.50) and that

(α0 + 1/T )τ < 1. (4.51)

For the schemes with r = 2 we assume, in addition, that the stability condition (4.20)
holds with

γτ 2

T
+ 2δ2 < 1. (4.52)

Then, the following error estimate holds, for n > r such that nτ < T :

Znh .

 c1h+ c2τ + c3τ
2r−1∥∥Le

hd+Lv
hP

s
h(u,

.

d)
∥∥
Hr(0,T ;L2(Ωs))

if α1 = 0,(
c4 + c5α

− 1
2

1

)
h+ c6τ + c7τ

2r−1∥∥Le
hd+Lv

hP
s
h(u,

.

d)
∥∥
Hr(0,T ;L2(Ωs))

if α1 > 0,

(4.53)
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Here, the symbols {ci}7
i=1 denote positive constants independent of h and τ , but which

depend on the extrapolation order r, on the physical parameters and on the regularity
of the exact solution (u, p,d,

.

d).

Proof. Basically, the proof follows the same steps as in the case of the coupling with
a thin-walled structure (see [44, 56]), but with further complications arising from:

• the distributed nature of the solid velocity, viz., we cannot control the solid
velocity contributions in terms of the �uid viscous dissipation (terms T2, T3,2, T4,
T8 and T9 below);

• the di�erent velocity projection operators (terms T3,1 and T3,2 below);

• the lumped-mass approximation in the thick-walled solid (term T4 below).

From (3.5) and (4.14) we get the following modi�ed Galerkin orthogonality

ρf
(
∂τ (u

n − unh),vf
h

)
Ωf + a(un − unh,vf

h) + b(pn − pnh,vf
h)− b(qh,un − unh)

+ ρs
(
∂τ
.
d
n
,vs

h

)
Ωs − ρs

(
∂τ
.
d
n

h,v
s
h

)
∗ + ae(dn − dnh,vs

h) + av(
.
d
n
,vs

h)− av
∗(
.
d
n

h,v
s
h)

= ρf
(
(∂τ − ∂t)un,vf

h

)
Ωf + ρs

(
(∂τ − ∂t)

.
d
n
,vs

h

)
Ωs + sh(p

n
h, qh) (4.54)

for all
(
(vf

h,v
s
h), qh

)
∈W h ×Qh and n > r. On the other hand, using (4.43), we have

ρs
(
∂τ
.
d
n
,vs

h

)
Ωs − ρs

(
∂τ
.
d
n

h,v
s
h

)
∗ = ρs

(
∂τ
.
ξnh,v

s
h

)
∗ + ρs

(
∂τ
.
ξnπ,v

s
h

)
Ωs

+ ρsδh
(
∂τP

s
h(u

n,
.
d
n
),vs

h

)
,

av(
.
d
n
,vs

h)− av
∗(
.
d
n

h,v
s
h) = av

∗(
.
ξnh,v

s
h) + av

( .
ξnπ,v

s
h

)
+ α0ρ

sδh
(
P s
h(u

n,
.
d
n
),vs

h

)
for all vs

h ∈ V s
h. Hence, by inserting this expressions into (4.54) and using the remaining

error decompositions (4.30)�(4.43) , we infer that

ρf
(
∂τθ

n
h,v

f
h

)
Ωf + a(θnh,v

f
h) + b(ynh ,v

f
h)− b(qh,θnh) + sh(y

n
h , qh)

+ ρs
(
∂τ
.
ξnh,v

s
h

)
∗ + ae(ξnh,v

s
h) + av

∗(
.
ξnh,v

s
h)

= ρf
(
(∂τ − ∂t)un,vf

h

)
Ωf − ρf

(
∂τθ

n
π,v

f
h

)
Ωf︸ ︷︷ ︸

def
= T1(vf

h)

+ρs
(
(∂τ − ∂t)

.
d
n
,vs

h

)
Ωs − ρs

(
∂τ
.
ξnπ,v

s
h

)
Ωs︸ ︷︷ ︸

def
= T2(vs

h)

−a
(
θnπ,v

f
h

)
− b
(
ynπ ,v

f
h

)
+ b
(
qh,θ

n
π

)
+ sh

(
Πhp

n, qh
)︸ ︷︷ ︸

def
= T3,1(vf

h, qh)

+ av
( .
ξnπ,v

s
h

)︸ ︷︷ ︸
def
= T3,2(vs

h)

+ ρsδh
(
(∂τ + α0)P s

h(u
n,
.
d
n
),vs

h

)︸ ︷︷ ︸
def
= T4(vs

h)

+ ae (ξnπ,v
s
h)︸ ︷︷ ︸

= 0

(4.55)
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for all
(
(vf

h,v
s
h), qh

)
∈W h ×Qh and n > r.

Owing to Lemma 4.3.2, we can safely test (4.55) with (vf
h,v

s
h) = τ(θnh,

.
ξn−

1
2 ), qh =

τynh and then use (4.45) to get the following discrete energy error identity:

ρf

2

(∥∥θnh∥∥2

0,Ωf −
∥∥θn−1

h

∥∥2

0,Ωf +
∥∥θnh − θn−1

h

∥∥2

0,Ωf

)
+ 2µτ

∥∥ε(θnh)
∥∥2

0,Ωf + τ |ynh |2s,h

+
ρs

2

(∥∥ .ξnh∥∥2

∗ −
∥∥ .ξn−1

h

∥∥2

∗ +
∥∥ .ξnh − .

ξn−1
h

∥∥2

∗

)
+

1

2

(∥∥ξnh∥∥2

e
−
∥∥ξn−1

h

∥∥2

e
+
∥∥ξnh − ξn−1

h

∥∥2

e

)
+ τ
∥∥ .ξnh∥∥2

v,∗ + T5,1 + T5,2

= T1(vf
h) + T2(vs

h) + T3,1(vf
h, qh) + T3,2(vs

h) + T4(vs
h) + T6,1 + T6,2 + τae(ξnh, z

n
h)︸ ︷︷ ︸

def
= T7

.

(4.56)

The terms T5,1, T5,2 and T6,1, T6,2 correspond to the last two contributions of
.
ξ
n− 1

2
h in

(4.44), namely,

T5,1
def
= τ

( .
ξnh −

.
ξn−1
h ,Le

h

(
ξnh − ξ

n,?
h

)
+Lv

h

( .
ξnh −

.
ξn,?h
))
∗
,

T5,2
def
=
τ 2

ρs

(
Le
hξ

n
h +Lv

h

.
ξnh,L

e
h

(
ξnh − ξ

n,?
h

)
+Lv

h

( .
ξnh −

.
ξn,?h
))
∗
,

T6,1
def
= τ

( .
ξnh −

.
ξn−1
h ,Le

h (dn − dn,?) +Lv
hP

s
h(u

n − un,?,
.
d
n −

.
d
n,?

)
)
∗
,

T6,2
def
=
τ 2

ρs

(
Le
hξ

n
h +Lv

h

.
ξnh,L

e
h (dn − dn,?) +Lv

hP
s
h(u

n − un,?,
.
d
n −

.
d
n,?

)
)
∗
.

(4.57)

In the last two terms, we have applied the identity Le
hπ

e
h = Le

h which can straightfor-
wardly be inferred from (4.4) and (4.28).

The contributions given in (4.57) will be estimated below by distinguishing each
case of extrapolation. The remain terms, T1, T2, T3, T4 and T7 in (4.56), will be bounded
irrespectively of r. Note that the term T4 accounts for the error induced by the mass-
lumping approximation in the solid. We proceed by estimating �rst the terms T1, T2,
T3, T4 and T7.

The treatment of the term T1 is standard. Using the Poincaré inequality (with



136

constant CP) and a Taylor expansion, we have

|T1(τθnh)| ≤ ρfτ
(∥∥(∂τ − ∂t)un

∥∥
0,Ωf +

∥∥∂τθnπ∥∥0,Ωf

)∥∥θnh∥∥0,Ωf

≤ ρfτ
(
τ

1
2

∥∥∂ttu∥∥L2(tn−1,tn;L2(Ωf))
+ τ−

1
2

∥∥∂tθπ∥∥L2(tn−1,tn;L2(Ωf))

)∥∥θnh∥∥0,Ωf

≤ (τρfCP)2

2ε1µ

∥∥∂ttu∥∥2

L2(tn−1,tn;L2(Ωf))
+

(ρfCP)2

2ε1µ

∥∥∂tθπ∥∥2

L2(tn−1,tn;L2(Ωf))︸ ︷︷ ︸
def
= T1,1

+ ε1τ
∥∥θnh∥∥2

V
.

(4.58)
In this estimate, the last term will be absorbed in the left-hand side of (4.56) for
ε1 > 0 small enough, using Korn's inequality. For the second term, T1,1, we use the
approximation properties of the �uid velocity projection operator, viz.:

• α1 = 0: from (4.39)2, we get

T1,1 ≤ h4
(
c2
µµ
∥∥∂tu∥∥2

L2(tn−1,tn;H2(Ωf))
+ c̃2

µ

∥∥∂tu∥∥2

L2(tn−1,tn;H2(Σ))

)
;

• α1 > 0: we combine the Poincaré inequality with estimate (4.41), which yields

T1,1 ≤ C2
P

∥∥∂tθπ∥∥2

L2(tn−1,tn;H1(Ωf))

. h2C2
P

(∥∥∂tu∥∥2

L2(tn−1,tn;H2(Ωf))
+
α1βe

µ

∥∥∂t .d∥∥2

L2(tn−1,tn;H2(Ωf))

)
.

For the solid term T2, we have

|T2(τ
.
ξn−

1
2 )| ≤ ρsτ

(∥∥(∂t − ∂τ )
.
d
n∥∥

0,Ωs +
∥∥∂τ .ξnπ∥∥0,Ωs

)∥∥ .ξn− 1
2

∥∥
0,Ωs

≤ ρsτ
(
τ

1
2

∥∥∂tt .d∥∥L2(tn−1,tn;L2(Ωs))
+ τ−

1
2

∥∥∂t .ξπ∥∥L2(tn−1,tn;L2(Ωs))

)∥∥ .ξn− 1
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(4.59)
Note that the last term is distributed in the whole solid domain Ωs and, hence, it
cannot be controlled via the �uid viscous dissipation as in the case of the coupling
with a thin-walled solid (see [56, Theorem 3]). As we shall detail below (see estimate
(4.64)), this term can be controlled, for some ε2 > 0 small enough, with the additional
dissipation and truncation error introduced by the splitting. For the term T2,1 we use
the approximation properties of the solid velocity projection operator, namely:
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• α1 = 0: from (4.38), we get

T2,1 . h4
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;

• α1 > 0: using (4.41) and the H1-coercivity of the elastic bilinear form (4.26), we
get
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The treatment of the terms T3,1 and T3,2 depends particularly on the nature of the
�uid-solid velocity projection operator. We hence treat each case separately:

• α1 = 0: From (4.34), (4.32), (4.39) and since divun = 0 in Ωf , we get
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• α1 > 0: from (4.36) and since divun = 0 in Ωf , we have∣∣τT3,1(θnh, y
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(4.60)

For ε3, ε4 > 0 small enough, the �rst part of the right-hand side can be absorbed
by the left hand side of (4.56) using Korn's inequality. The control of the term

ε5α0ρ
sτ
∥∥ .ξn− 1

2
h

∥∥2

0,Ωs will be discussed below (see estimate (4.64)). The remaining
terms in the right-hand side of (4.60) can be estimated via (4.26), (4.41) and
(4.32), which yields
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We now consider the mass-lumping term T4. To this purpose, we �rst note that,
owing to (4.25) and using a Taylor expansion, we have∣∣T4(τ
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As above, the last term will be controlled for ε6 > 0 small enough through the nu-
merical dissipation provided by the splitting (see estimate (4.64)). The term T4,1 can
be controlled via (4.38) or (4.26) and (4.40) depending of the type of solid velocity
projection operator. Thus,
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and similarly for the other contributions in T4,1.
For the term T7, using the continuity of the bilinear form ae, we have
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e
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where the �rst term of the left-hand side can be treated by applying Gronwall's Lemma
to (4.56) and the last one is controlled by the approximation result (4.47).

We now recall that the estimates (4.59)�(4.61) assume that we have a control on
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with ε7
def
= max{ε2, ε4, ε5, ε6} small enough. To this purpose we note that, owing to

(4.44) and (4.51), we have
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The �rst part term will be left in the right-hand side and will be treated via Gronwall's
Lemma. The terms T8 and T9 will, respectively, be handled in terms of r ∈ {0, 1, 2}
via the numerical dissipation provided by the �uid-solid splitting (term T5,2 as shown
below) and a Taylor expansion.

We now estimate the remaining terms given by (4.57) for each choice of the ex-
trapolation order r. The bounds for T5,1 + T5,2 basically follow from the arguments of
the proof of Theorem 4.2.1 reported in [57, Section 4.2], we recall them for the sake of
completeness.

Case r = 0. We have
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The �rst term can be absorbed in (4.56) by the numerical dissipation of the time-
stepping in the solid. The additional dissipation provided by (4.65) guarantees the
control of the term T8, for ε7 > 0 small enough. The term T6 is estimated as follows:
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(4.66)
Moreover, using a Taylor expansion, for the last term we have
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which provides also a bound for T9.
Finally, estimate (4.53) follows by inserting (4.58)-(4.62) and (4.65)-(4.66) in (4.56),

summing over m = 1, . . . , n and applying Gronwall's Lemma and Korn's inequality.

Case r = 1. Using the modi�ed velocity-displacement relation (4.45), we have
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(4.67)

where
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e
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Hence, this term can be controlled with the extra dissipation provided by (4.67) and
the estimate (4.47). Moreover, the additional dissipation provided by the list line of
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(4.67) guarantees the control of the term T8, for ε7 > 0 su�ciently small. On the other
hand, we have
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The �rst term will be absorbed by the left hand side of (4.56) while the second term
will be controlled with (4.67) and Gronwall's Lemma. At last, for the term T9, using
again a Taylor expansion we have

T9 ≤ ε7
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Finally, we conclude by inserting (4.58)-(4.62) and (4.67)-(4.68) into (4.56), by
summing over m = 2, . . . , n and applying the discrete Gronwall's Lemma and Korn's
inequality. The right-hand side contributions at time t1 coming from the initialization
step are controlled by using (4.53) with r = 0, T = τ and n = 1.

Case r = 2. The modi�ed velocity-displacement relation (4.45) yields
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where,
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Here, the �rst term is controlled by the numerical dissipation provided by (4.69) while
for the last we apply the bound (4.47) stated in Lemma 4.3.3.

The estimation of the term T5,2 is more delicate. It is convenient to split it as
follows:
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(4.71)
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For the �rst term, using (4.3), (4.4), (4.45), we have
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For the second term of (4.71) we proceed in a similar fashion, using (4.45), (4.27) and
the stability condition (4.20), which yields
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At last, owing to (4.3), (4.27) and the stability condition (4.20), we have
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In summary, by inserting the above estimations into (4.71), we have that
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In the second line, the �rst term is absorbed into the numerical dissipation provided
by (4.69), the second term is controlled via Gronwall's Lemma, the third by the solid
physical dissipation of (4.56), under the relation (4.52), and the fourth term by the
numerical dissipation of the solid time-stepping in (4.56). The last two terms are
estimated with the bound (4.47) provided by Lemma 4.3.3.

We now detail how the term T8 is controlled in this case. Using (4.45), (4.27) and
the stability condition (4.20), we have
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The �rst and the last term are respectively be absorbed into (4.56) and T5,1, for ε7 > 0

small enough. The second term involving
∥∥znh − zn−1

h

∥∥2

e
is controlled via (4.47).

For the remaining terms T6,1 and T6,2, we proceed similarly by combining (4.27)
and (4.20) with a Taylor expansion, which yields

|T6,1|+ |T6,2| .
ρs

4

∥∥ .ξnh − .
ξn−1
h

∥∥2

∗ +
(γτ)

1
3 τ

4T

∥∥ξnh∥∥2

e
+
τ 2δ

4T

∥∥ .ξnh∥∥2

v

+
τ 4(τ + T )

ρs

∥∥∂tt(Le
hξ +Lv

hP
s
h(u,

.
d)
)∥∥2

L2(tn−1,tn;L2(Ωs))
, (4.72)

where �rst three terms can be absorbed into the left-hand side of (4.56) and using
Gronwall's Lemma. At last, for the term T9, using the same Taylor expansion, we have

T9 ≤ ε7
τ 5

ρs

∥∥∂tt(Le
hd+Lv

hP
s
h(u,

.
d)
)∥∥2

L2(tn−1,tn;L2(Ωs))
.

Finally, estimate (4.53) follows by inserting (4.58)-(4.62) and (4.69)-(4.72) in (4.56),
summing over m = 3, . . . , n and applying Gronwall's Lemma. The right-hand side
contributions at time t2 coming from the initialization step can be controlled by using
(4.53) with r = 1, T = 2τ and n = 2.

Remark 4.3.3. One of the fundamental ingredients in the above proof is the L2-
continuity in space of the solid velocity contributions and the intrinsic control of (4.63)
provided by the splitting scheme. This L2-continuity is guaranteed by the choice of the
solid velocity projection operator (4.42), which distinguishes the cases α1 = 0 and
α1 > 0. Note that the case α1 > 0 can not be handled by considering also the standard
Lagrange interpolant IΩs

h since, with this choice, the term T3,2(τ
.

ξn−
1
2 ) breaks the L2-

continuity.
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Theorem 4.3.1 provides a bound of Znh whose leading contribution involves h-
dependent term ∥∥Le

hd+Lv
hP

s
h(u,

.
d)
∥∥
Hr(0,T ;L2(Ωs))

. (4.73)

The key arguments for the estimation of this quantity, in terms of h, are given in the
next Section.

4.3.4 Stability of the discrete viscoelastic operator

We consider the following notation for the continuous viscoelastic operators

Led
def
= −divσ(d), Lv

.
d

def
= α0ρ

s
.
d− α1divσ(

.
d),

with α0, α1 ≥ 0. The next result describes the behavior of (4.73) in terms of h.

Lemma 4.3.4. Let (u,
.

d) ∈ W ∩ ([H2(Ωf)]d × [H2(Ωs)]d). The following estimates
hold,

• for α1 = 0:∥∥Le
hd+Lv

hP
s
h(u,

.

d)
∥∥

0,Ωs .
∥∥Led+Lv

.

d
∥∥

0,Ωs + h−
1
2

∥∥σ(d)ns
∥∥

0,Σ

+ α0ρ
s
(
h
∥∥ .

d
∥∥

1,Ωs + h2
∥∥ .

d
∥∥

2,Ωs

)
; (4.74)

• for α1 > 0:∥∥Le
hd+Lv

hP
s
h(u,

.

d)
∥∥

0,Ωs .
∥∥Led+Lv

.

d
∥∥

0,Ωs + h−
1
2

∥∥σs(d,
.

d)ns
∥∥

0,Σ

+

(
α0ρ

sCP

(α1αe)
1
2

h+ (α1βe)
1
2

)(
µ

1
2

∥∥u∥∥
2,Ωf +

(
α1βe

) 1
2
∥∥ .

d
∥∥

2,Ωs

)
+

α0ρ
sh

(α1αe)
1
2

(∥∥u∥∥
V f + α

1
2
1

∥∥ .

d
∥∥

e

)
.

(4.75)

Proof. From (4.3), (4.4) and (4.24), we have(
Le
hd+Lv

hP
s
h(u,

.
d),vs

h

)
∗ = ae

(
d,vs

h

)
+ α0ρ

s
(
P s
h(u,

.
d),vs

h

)
∗ + α1a

e
(
P s
h(u,

.
d),vs

h

)
= ae

(
d,vs

h

)
+ av(

.
d,vs

h) + α0ρ
s
(
P s
h(u,

.
d)−

.
d,vs

h

)
Ωs

+ α1a
e
(
P s
h(u,

.
d)−

.
d,vs

h

)
− α0ρ

sδh
(
P s
h(u,

.
d),vs

h

)
.

Thus, owing to (4.25)�(4.26) and using an inverse inequality (see, e.g., [12, Chapter 4]),
it follows that(
Le
hd+Lv

hP
s
h(u,

.
d),vs

h

)
∗ . ae

(
d,vs

h

)
+ av(

.
d,vs

h) + α0ρ
s
∥∥P s

h(u,
.
d)−

.
d
∥∥

0,Ωs

∥∥vs
h

∥∥
0,Ωs

+ α1
β

1
2
e

h

∥∥P s
h(u,

.
d)−

.
d
∥∥

e

∥∥vs
h

∥∥
0,Ωs

+ α0ρ
sh
∥∥P s

h(u,
.
d)
∥∥

1,Ωs

∥∥vs
h

∥∥
0,Ωs .

(4.76)



144

In addition, by using the de�nition (3.4), integration by parts, the boundary conditions
on Γs,d ∪ Γs,n and a discrete trace inequality (see, e.g., [12, Chapter 10]), we get

ae
(
d,vs

h

)
+ av(

.
d,vs

h) =
(
σ(d), ε(vs

h)
)

Ωs + α0ρ
s(
.
d,vs

h)Ωs + α1

(
σ(

.
d), ε(vs

h)
)

Ωs

=
(
Led+Lv

.
d,vs

h

)
Ωs +

∫
Σ

σs(d,
.
d)ns · vs

h

.
(∥∥Led+Lv

.
d
∥∥

0,Ωs + h−
1
2

∥∥σs(d,
.
d)ns

∥∥
0,Σ

)∥∥vs
h

∥∥
0,Ωs .

(4.77)

As a result, by inserting this estimate into (4.76), we get

(
Le
hd+Lv

hP
s
h(u,

.
d),vs

h

)
∗ .

(∥∥Led+Lv
.
d
∥∥

0,Ωs + h−
1
2

∥∥σs(d,
.
d)ns

∥∥
0,Σ

+α0ρ
s
∥∥P s

h(u,
.
d)−

.
d
∥∥

0,Ωs +α1
β

1
2
e

h

∥∥P s
h(u,

.
d)−

.
d
∥∥

e
+α0ρ

sh
∥∥P s

h(u,
.
d)
∥∥

1,Ωs

)∥∥vs
h

∥∥
0,Ωs .

(4.78)

The estimate (4.74) then follows by taking vs
h = Le

hd + Lv
hP

s
h(u,

.
d) in (4.78) and

thereafter using (4.42) and (4.38). At last, the estimate (4.75) follows by a similar
argument together with Poincaré inequality and Lemma 4.3.1.

Lemma 4.3.4 predicts an O(h−
1
2 ) behavior for the quantities (4.73). This is due to

the thick-walled nature of the solid which induces a non-uniformity in h of the discrete
operators Le

h and Lv
h. Basically, the h

1
2 -loss comes from the interface terms arising in

the integration by parts of (4.77).

Remark 4.3.4. It should be noted that the above issue does not appear in the case of
coupling with a thin-walled structure (as shown in Chapter 2), since by construction
the �uid-structure interface Σ and the solid domain Ωs coincide. This explains the
di�erences on the convergence rates observed in Sections 2.8.1 and 3.6.1.1.

4.3.5 A priori error estimates

For n > r, we de�ne the energy norm of the error at time tn as

Enh
def
= (ρf)

1
2

∥∥un − unh∥∥0,Ωf +

(
n∑

m=r+1

τ
∥∥um − umh ∥∥2

V

) 1
2

+

(
n∑

m=r+1

τ |pmh |2sh

) 1
2

+ (ρs)
1
2

∥∥ .dn − .
d
n

h

∥∥
0,Ωs +

∥∥dn − dnh∥∥e
+

(
n∑

m=r+1

τ
∥∥ .dm − .

d
m

h

∥∥2

v

) 1
2

.

The next result provides a priori error estimates for Algorithms 4.1 and 4.2.
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Theorem 4.3.2. Under the assumptions of Theorem 4.3.1 and if, for α1 > 0,

u ∈
[
Hr(0, T ;H2(Ωf))

]d
,

.

d ∈
[
Hr(0, T ;H2(Ωs))

]d
,

the following error estimates hold,

• for α1 = 0:

Enh . c̃1h+ c̃2τ + c̃3τ
2r−1 (

c̃4h+ c̃5h
2
)

+ c̃3τ
2r−1

(∥∥Led+Lv
.

d
∥∥
Hr(0,T ;L2(Ωs))

+ h−
1
2

∥∥σ(d)ns
∥∥
Hr(0,T ;L2(Σ))

)
.

• for α1 > 0:

Enh . c̃6

(
1 + c̃7α

− 1
2

1

)
h+ c̃8τ + c̃9τ

2r−1
(
c̃10h+ c̃11hα

− 1
2

1 + c̃12α
1
2
1 + c̃13α1

)
+ c̃9τ

2r−1
(∥∥Led+Lv

.

d
∥∥
Hr(0,T ;L2(Ωs))

+ h−
1
2

∥∥σs(d,
.

d)ns
∥∥
Hr(0,T ;L2(Σ))

)
.

Here, the symbols {c̃i}13
i=1 symbols denote positive constants independent of h, τ and

α1, but which depend on other physical parameters and on the regularity of (u, p,d,
.

d).

Proof. The above estimates straightforwardly follow from the results of Theorem 4.3.1
and Lemma 4.3.4, in combination with the approximation results and the error de-
composition of Sections 4.3.2.

Theorem 4.3.2 con�rms the numerical evidence reported in Chapter 3 for Algo-
rithm 4.2. Another salient consequence of Theorem 4.3.2 is that the mass-lumping
approximation does not perturbs the overall accuracy of the coupling scheme, since
the truncation error induced by splitting is the same for Algorithms 4.1 and 4.2.

Provided that the exact solution has the appropriate regularity, the error introduced
by Algorithms 4.1 and 4.2 has an order O

(
(τ/h)

1
2

)
if r = 0. In this case, the standard

hyperbolic-CFL scaling τ = O(h) is not enough to guarantee the convergence of the
scheme. Furthermore, a sub-optimal convergence rate is recovered for the scheme with
r = 0 under the restrictive parabolic-CFL condition τ = O(h2).

With the �rst-order extrapolation (r = 1), the leading term of the error is of
order O

(
τ/h

1
2

)
. This means that a sub-optimal convergence rate is obtained under

τ = O(h). Overall �rst-order convergence rate is guaranteed under a 3
2
−CFL condition,

τ = O(h
3
2 ). We recall that, owing to Theorem 4.2.1, Algorithms 4.1 and 4.2 are

unconditionally stable in this case.
At last, with r = 2, the error introduced by the splitting is of order O(τ 2/h

1
2 ),

which is enough to ensure an optimal �rst-order convergence rate under τ = O(h),
but the stability condition (4.20) demands further restrictions on the discretization
parameters.
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4.4 Anlaysis of the �uid-solid hydrodynamic projector

This section is devoted to the proof of Lemma 4.3.1. We proceed by adapting the
arguments reported in [68] and [44, Appendix B].

We �rst prove the following generalized inf-sup condition.

Lemma 4.4.1. There holds

‖qh‖Q . sup
(vfh,v

s
h)∈W h\{0}

b(qh,v
f
h)

‖vf
h‖V + α

1
2
1 ‖vs

h‖e

+ |qh|sh

for all qh ∈ Qh.

Proof. From [44, Lemma 4] we know that

‖qh‖Q . sup
vfh∈V

f
h\{0}

b(qh,v
f
h)

‖vf
h‖V

+ |qh|sh

for all qh ∈ Qh. Therefore, it only remains to prove that

sup
vfh∈V

f
h\{0}

b(qh,v
f
h)

‖vf
h‖V

. sup
(vfh,v

s
h)∈W h\{0}

b(qh,v
f
h)

‖vf
h‖V + α

1
2
1 ‖vs

h‖e

for all qh ∈ Qh. More precisely, let qh ∈ Qh and vf
h ∈ V f

h \ {0}, it is su�cient to �nd
vs
h ∈ V s

h satisfying (vf
h,v

s
h) ∈W s

h and

b(qh,v
f
h)

‖vf
h‖V

.
b(qh,v

f
h)

‖vf
h‖V + α

1
2
1 ‖vs

h‖e

.

To this purpose, we set vs
h = Eh

(
vf
h|Σ
)
, where Eh : ΛΣ,h → V s

h denotes a uniformly
bounded discrete lifting operator (see, e.g., [37, Theorem 2.2]), viz.,

(Ehξh)|Σ = ξh, ‖Ehξh‖1,Ωs . ‖ξh‖ 1
2
,Σ

for all ξh ∈ ΛΣ,h. Hence, thanks to (4.26) and to the continuity of the trace, we have
that

α1‖vs
h‖2

e ≤ α1βe‖vs
h‖2

1,Ωs

. α1βe‖vf
h‖2

1
2
,Σ

. α1βe‖vf
h‖2

1,Ωf

.
α1βe

µ
‖vf

h‖2
V ,

which completes the proof.
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The previous result guarantees the well-posedness of problem (4.36) (see, e.g., [22,
Theorem 3.5]). The energy estimate (4.40) hence follows by taking

vf
h = P f

h(u,
.
d),

vs
h = P s

h(u,
.
d),

qh = Rh(u,
.
d),

in (4.36) and applying standard control methods to the right-hand side.
We now focus on the a priori error estimate (4.41). To this purpose we �rst state

the following approximation result.

Lemma 4.4.2. Let
(
(uh,

.

dh), ph
)
∈W h ×Qh be given by (4.36). There holds

‖u− uh‖V + α
1
2
1 ‖

.

d−
.

dh‖e + ‖ph‖Q + |ph|sh
. inf

((v̂fh,v̂
s
h),p̂h)∈Zh

{
‖u− v̂f

h‖V + α
1
2
1 ‖

.

d− v̂s
h‖e + ‖p̂h‖Q + |p̂h|sh

}
, (4.79)

where

Zh
def
=
{(

(v̂f
h, v̂

s
h), p̂h

)
∈W h ×Qh / b(qh, v̂

f
h) = sh(p̂h, qh) ∀qh ∈ Qh

}
.

Proof. Let
(
(v̂f

h, v̂
s
h), p̂h

)
be given in Zh, for all (wf

h,w
s
h) ∈W h, we have

a(uh − v̂f
h,w

f
h) + α1a

e(
.
dh − v̂s

h,w
s
h) =a(uh − u,wf

h) + α1a
e(
.
dh −

.
d,ws

h)

+ a(u− v̂f
h,w

f
h) + α1a

e(
.
d− v̂s

h,w
s
h)

=− b(ph,wf
h) + a(u− v̂f

h,w
f
h) + α1a

e(
.
d− v̂s

h,w
s
h)

=− b(p̂h,wf
h) + b(p̂h − ph,wf

h)

+ a(u− v̂f
h,w

f
h) + α1a

e(
.
d− v̂s

h,w
s
h).

Then, we take wf
h = uh − v̂f

h and w
s
h =

.
dh − v̂s

h to get

‖uh − v̂f
h‖2
V + α1‖

.
dh − v̂s

h‖2
e =− b(p̂h,uh − v̂f

h)− |ph − p̂h|2sh
+ a(u− v̂f

h,uh − v̂f
h) + α1a

e(
.
d− v̂s

h,
.
dh − v̂s

h).

Therefore, by using the Korn inequality (see, e.g., [12, Chapter 11]), the continuity of
the bilinear forms b, a and ae and the Cauchy-Schwarz inequality, it follows that

‖uh − v̂f
h‖2
V + α1‖

.
dh − v̂s

h‖2
e + |ph − p̂h|2sh . ‖u− v̂

f
h‖2
V + α1‖

.
d− v̂s

h‖2
e + ‖p̂h‖2

Q,
(4.80)

which, in combination with a triangle inequality, yields

‖u− uh‖V + α
1
2
1 ‖
.
d−

.
dh‖e + |ph|sh . ‖u− v̂f

h‖V + α
1
2
1 ‖
.
d− v̂s

h‖e + ‖p̂h‖Q + |p̂h|sh .
(4.81)
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Finally, it remains to have a control on ‖ph‖0,Ωf . Thanks to the generalized inf-sup
condition of Lemma 4.4.1, there exists (zf

h, z
s
h) ∈W f

h \ {0} such that

‖ph − p̂h‖Q . |ph − p̂h|sh +
b(ph − p̂h, zf

h)

‖zf
h‖V + α

1
2
1 ‖zs

h‖e

. |ph − p̂h|sh +
a(u− uh, zf

h) + α1a
e(
.
d−

.
dh, z

s
h)− b(p̂h, zf

h)

‖zf
h‖V + α

1
2
1 ‖zs

h‖e

. |ph − p̂h|sh + ‖u− uh‖V + α
1
2
1 ‖
.
d−

.
dh‖e + ‖p̂h‖Q.

Hence, owing to (4.80) and (4.81), we get

‖ph − p̂h‖Q . ‖u− v̂f
h‖V + α

1
2
1 ‖
.
d− v̂s

h‖e + ‖p̂h‖Q + |p̂h|sh .

We conclude the estimate for the pressure with the triangle inequality

‖ph‖Q ≤ ‖ph − p̂h‖Q + ‖p̂h‖Q.

Since the choice of
(
(v̂f

h, v̂
s
h), p̂h

)
∈ Zh is arbitrary, the lemma is proved.

The next lemma shows that the constraint
(
(v̂f

h, v̂
s
h), p̂h

)
∈ Zh can be relaxed in

(4.79).

Lemma 4.4.3. Let
(
(uh,

.

dh), ph
)
∈ W h × Qh be given by (4.36) and assume that

divu = 0 in Ωf . The following inequality holds:

‖u− uh‖V + α
1
2
1 ‖

.

d−
.

dh‖e + ‖ph‖Q + |ph|sh
. inf

((zfh,z
s
h),rh)∈W h×Qh

{
‖u− zf

h‖V + α
1
2
1 ‖

.

d− zs
h‖e + ‖rh‖Q + |rh|sh

}
.

Proof. Let
(
(zf

h, z
s
h), rh

)
be given inW h×Qh. We denote by

(
(xf

h,x
s
h), yh

)
∈W h×Qh

the solution of the following auxiliary problem:{
a(xf

h,v
f
h) + α1a

e(xs
h,v

s
h) + b(yh,v

f
h) = 0,

b(qh,x
f
h)− sh(yh, qh) = b(qh,u− zf

h) + sh(rh, qh)
(4.82)

for all
(
(vf

h,v
s
h), qh

)
∈ W h × Qh. The existence and uniqueness of the solution(

(xf
h,x

s
h), yh

)
results from Lemma 4.4.1. Since divu = 0 in Ωf , owing to (4.82)2 we

have that
(
(xf

h + zf
h,x

s
h + zs

h), yh + rh
)
∈ Zh. Therefore,

inf
((v̂fh,v̂

s
h),p̂h)∈Zh

{
‖u− v̂f

h‖V + α
1
2
1 ‖
.
d− v̂s

h‖e + ‖p̂h‖Q + |p̂h|sh
}

≤ ‖u− (xf
h + zf

h)‖V + α
1
2
1 ‖
.
d− (xs

h + zs
h)‖e + ‖yh + rh‖Q + |yh + rh|sh

≤ ‖u− zf
h‖V + α

1
2
1 ‖
.
d− zs

h‖e + ‖rh‖Q + |rh|sh + ‖xf
h‖V + α

1
2
1 ‖xs

h‖e + ‖yh‖Q + |yh|sh .
(4.83)
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In order to control the last four terms, we take (vf
h,v

s
h) = (xf

h,x
s
h) and qh = yh in

(4.82), which yields

‖xf
h‖V + α

1
2
1 ‖xs

h‖e + |yh|sh . ‖u− zf
h‖V + ‖yh‖Q + |rh|sh . (4.84)

Furthermore, using the generalized inf-sup condition of Lemma 4.4.1, we infer that

‖yh‖Q . |yh|sh + ‖xf
h‖V + α

1
2
1 ‖xs

h‖e. (4.85)

We hence conclude by inserting (4.84) and (4.85) into (4.83) and using the arbitrariness
of
(
(zf

h, z
s
h), rh

)
∈W h ×Qh.

Finally, the error estimate (4.41) follows from Lemma 4.4.3, by taking zf
h and zs

h

as the Lagrange interpolants of u and
.
d, respectively, and rh = 0. Note that, since

(u,
.
d) ∈W , we do have (zf

h, z
f
h) ∈W h.

4.5 Numerical experiments

As discussed above, numerical evidence on the convergence rate of Algorithm 4.2 has
been reported in Section 3.6.1.1. The objective of this numerical section is twofold:

• The �rst target is to illustrate that, as predicted by the above error analysis,
Algorithms 4.1 and 4.2 deliver the same convergence rate. In order words, the
mass-lumping approximation does not a�ect the accuracy of the splitting.

• The second is to demonstrate that Algorithm 4.3 su�ers from similar non-
uniformity convergence issues.

To this purpose we consider the numerical experiment of Section 3.6.1.1. For the sake
of simplicity, a purely elastic solid is considered (α0 = α1 = 0). Hence the results of
Theorem 4.3.2 apply.

We have reported the relative displacement error ‖dNh − d(T )‖e

/
‖d(T )‖e at the

�nal time T = 0.015 for the di�erent schemes and several choices of scaling for the
couple (h, τ). We also present the rate of convergence to illustrate the global accuracy
of the schemes. Relative errors are calculated with a reference solution obtained with
an implicit coupling scheme with h = 0.003125 and τ = 10−6.

Table 4.1 reports the convergence results for Algorithm 4.2 with τ = O(h). We
clearly see that the scheme with r = 0 does not converge and that the scheme with
r = 1 exhibits a sub-optimal convergence rate. As shown in Table 4.2, same phenomena
are observed with Algorithms 4.1. This points out the fact the mass-lumping approx-
imation has nothing to do with the non-uniformity in h of the splitting. Table 4.3
demonstrates that Algorithm 4.3 with β = 1 also su�ers from this issue. We recall
that, since the structure is purely elastic, Algorithm 4.3 with β = 0 coincides with
Algorithm 4.1 with r = 0.
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r = 0 r = 1

h τ rel. error h-rate rel. error h-rate

0.1 3.75× 10−4 1.00 � 0.96 �

0.05 1.875× 10−4 1.00 0 0.83 0.22

0.025 9.375× 10−5 1.00 0 0.57 0.54

0.0125 4.6875× 10−5 1.01 0 0.33 0.77

0.00625 2.34375× 10−5 1.01 0 0.18 0.88

Table 4.1: Algorithm 4.2 with τ = O(h).

r = 0 r = 1

h τ rel. error h-rate rel. error h-rate

0.1 3.75× 10−4 1.00 � 1.11 �

0.05 1.875× 10−4 1.00 0 1.07 0.05

0.025 9.375× 10−5 1.00 0 0.83 0.37

0.0125 4.6875× 10−5 1.00 0 0.52 0.67

0.00625 2.34375× 10−5 1.00 0 0.29 0.83

Table 4.2: Algorithm 4.1 with τ = O(h).

h τ rel. error h-rate

0.1 3.75×10−4 1.06899 �

0.05 1.875×10−4 1.01822 0.07

0.025 9.375×10−5 0.79880 0.35

0.0125 4.6875×10−5 0.51719 0.64

0.00625 2.34375×10−5 0.29598 0.82

Table 4.3: Algorithm 4.3 with β = 1 and τ = O(h).

Algorithm 4.1 Algorithm 4.2

h τ rel. error h-rate rel. error h-rate

0.1 3.75× 10−4 0.96 � 1.11 �

0.05 1.60× 10−4 0.70 0.47 0.92 0.03

0.025 6.87× 10−5 0.36 0.95 0.52 0.83

0.0125 2.93749× 10−5 0.16 1.21 0.23 1.18

Table 4.4: Algorithm 4.1 and 4.2 with r = 1 and τ = O(h
3
2 ).

We now consider a di�erent scaling for the couple of discretization parameters.
Table 4.4 reports the results obtained with Algorithms 4.1 and 4.2 with r = 1 and
τ = O(h

3
2 ). In both cases we recover an optimal �st-order convergence rate.
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In Table 4.5 we report the convergence results for Algorithms 4.1 and 4.2 with r = 2
and τ = O(h6/5). Note that, in this case, the scaling τ = O(h) is inappropriate since
the stability condition (4.20) is not ful�lled. We clearly see that both schemes deliver
the same accuracy. Note that with the �nest discretization we obtain a convergence
rate larger than one. This is certainly due to the fact that we are too close to the
resolution with which the reference solution has been generated.

Algorithm 4.1 Algorithm 4.2

h τ rel. error h-rate rel. error h-rate

0.1 3× 10−5 0.73496 � 0.73546 �

0.05 1.40× 10−5 0.38805 0.92 0.38978 0.92

0.025 6.57× 10−6 0.14419 1.42 0.14578 1.42

0.0125 3.07× 10−6 0.04197 1.78 0.04255 1.78

Table 4.5: Algorithm 4.1 and 4.2 with r = 2 and τ = O(h6/5).

4.6 Conclusion

In this chapter, we have presented an a priori error analysis for the generalized Robin-
Neumann explicit coupling schemes introduced in Chapter 3. This schemes have been
derived within a fractional-step splitting framework in which both the case with
and without mass-lumping are considered. In both cases, the analysis con�rms the
O(τ 2r−1

/h
1
2 ) error perturbation anticipated by the numerical evidence of Chapter 3.

Another fundamental result of this chapter is that the h-non-uniformity of the splitting
error is not a consequence of the mass-lumping approximation (which simply dictates
the explicit or semi-implicit nature of the coupling scheme). The analysis indicates
that the genesis of the O(h−

1
2 ) is the non-uniformity of discrete viscoelastic operator,

which is a consequence of thick-walled character of the solid.





General conclusion and perspectives

The design and the analysis of stable and accurate explicit coupling schemes for in-
compressible �uid-structure interaction problem is a challenging problem. Stability in
explicit coupling has been an open problem for years. It appears, however, that the
most intricate issue is accuracy.

In this thesis, we have developed and analyzed a class of Robin-Neumann explicit
coupling schemes for the interaction of a viscous incompressible �uid and a general
(thin- or thick-walled) structure. The basic ingredients of these methods are the fol-
lowing:

• The interface Robin consistency. This is an intrinsic feature of the continuous
problem in the case of the coupling with a thin-walled structure (Chapter 2). We
have extended this notion to the case of the coupling with thick-walled structures,
by considering the space semi-discrete formulation with a mass-lumping approx-
imation in the solid (Chapter 3). This (generalized) Robin condition involves a
new interface operator which consistently integrates the solid inertial e�ects on
the interface.

• Implicit treatment of the sole interface solid inertia within the �uid. After time-
discretization of the interface Robin consistency relation, we can derive an explicit
Robin interface condition for the �uid, which combines (explicit) extrapolations
of the solid velocity and stresses with an implicit treatment of the solid inertia.
We have shown that this is enough to guarantee (added-mass free) stability.

• Appropriate extrapolations of the interface solid velocity and stress. The methods
proposed can be viewed as kinematic perturbation of an implicit coupling scheme.
The size of this perturbation, which depends on the extrapolated quantities on the
interface, dictates the accuracy of the splitting. In the case of the coupling with
a thin-walled structure (Chapter 2), the method with �rst-order extrapolation
simultaneously delivers unconditional stability and optimal �rst-order accuracy.
For thick-walled structures (Chapters 3 and 4) we retrieve the same accuracy in
time, but the constant in front of the splitting error is not uniform with respect
to the spatial grid step h. As a result, we loose the optimally of the overall
accuracy. The genesis of this issue is the stability of the discrete viscoelastic
operator which, in the thick-walled case, scales as O(h

1
2 ). It is worth noting

that this non-uniformity is not speci�c feature of the Robin-Neumann methods
proposed. Other splitting methods proposed in the literature also su�er from
this issue: for instance, the Nitsche based explicit coupling reported in [18, 20]
and, as shown in Section 4.5, the semi-implicit scheme recently reported in [14].
In this respect, a salient feature of the method with �rst-order extrapolation
introduced in Chapter 3 is that it simultaneously yields unconditional stability
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and convergence under a standard hyperbolic-CFL constraint whiteout the need
of correction iterations.

The proposed explicit coupling schemes have been interpreted as single iterations,
with appropriate initialization, of a parameter-free Robin-Neumann iterative solution
procedures for strong coupling. In the case of the coupling with thick-walled solids
these methods are new. Original results on the convergence of these procedures have
been derived. A salient consequence of the analysis is that there is a close relation
between stable and accurate explicit coupling schemes and e�cient iterative methods
for the solution of strong coupling.

Extensions of this work can explore various research directions. We list and discuss
below some of them together with some open problems:

• A fundamental problem not addressed in this thesis is the case of the coupling
with un�tted �uid and solid meshes or discretizations (see, e.g., [19]). In fact, a
key assumption in the derivation of the methods introduced in Chapters 2 and
3 is that the �uid and solid discretization match at the interface. This is natural
for �uid-structure systems with moderate interface displacements, but it rapidly
becomes unfeasible for problems involving complex interface motions (e.g., im-
mersed interfaces such as vesicles and heart valves [29, 2]). Some preliminary
results in this direction can be found in [51, 83]. Interestingly, the explicit or
semi-implicit nature of the coupling scheme depends on the order in which the
spatial discretization and the Robin-Neumann splitting are performed. In fact,
these operations do not commute in the case of un�tted spatial discretizations.

• The analysis reported in Chapters 2-4 has been carried out within a linear frame-
work. This is justi�ed by the fact that: (i) the explicit treatment of the geometrical
nonlinearities (i.e., �uid domain motion) is known to not compromise stability
(see, e.g., [96, 108, 94, 93]); and (ii) the linear setting considered (i.e, Stokesian
�ow coupled with a linearly viscoelastic solid) is resentative of added-mass sta-
bility issues in explicit coupling. In spite of that, we think the generalization of
at least some ingredients of the present analysis (e.g., stability) to the nonlinear
case is of major interest.

• Although not addressed herein, the coupling schemes proposed can also be used
to consider the case of structures with constraints enforced via Lagrange multipli-
ers, such as inextensibility and incompressibility (as is often the case for problems
in bio-engineering). Due to intrinsic partitioned nature of the Robin-Neumann
splitting, the incorporation of this additional solid features requires minor mod-
i�cation in the scheme, but the analysis can be more intricate (particularly for
the second-order extrapolations).

• Another interesting problem not considered in this thesis is the formulation of
the Robin-Neumann schemes with a fractional-step time marching in the �uid.
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In fact, fractional-step methods are certainly the most widespread technique for
the time-discretization of the incompressible Navier-Stokes equations (see, e.g.,
[66]). The key di�culty here is how to preserve the stability and accuracy of
the �uid-solid splitting without compromising the velocity/pressure uncoupling
of the �uid time-marching. Some results in this direction can be found in [48, 49].

• The design and analysis of an explicit coupling method delivering second-order
accuracy remains an open problem. In the framework of the coupling with thin-
walled structures, a �rst approach in this direction can be to combine second-
order �uid and solid time-marchings with the Robin-Neumann paradigm of Chap-
ter 2 and appropriate second-order extrapolations. Formally, a neutrally stable
second-order Newmark's scheme could be employed in the solid, but the sta-
bility properties of the resulting coupling scheme requires further investigation,
both from the numerical and analysis standpoint. An alternative approach can
be the combination of a �rst-order extrapolation which enhances stability, with a
defect-correction iteration to achieve second-order consistency in the perturbed
kinematic relation. We refer to [50] for a study in this direction.

• Though signi�cant advances have been obtained with the results of Chapters 3
and 4, achieving optimal �rst-order accuracy in the case of the coupling with
thick-walled structures appears to be an open problem. A promising approach is
the use a non-symmetric penalty-free formulation at the space semi-discrete level
(see [20, Section 4.3]), but the rigorous stability analysis of the resulting method
remains open.
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