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Résumé

Dans cette thèse, nous exploitons les outils de la théorie des probabilités et de la
géométrie stochastique pour analyser des algorithmes opérant sur les tessellations.
Ce travail est divisé entre deux thèmes principaux, le premier traite de la navigation
dans une tessellation de Delaunay et dans son dual, le diagramme de Voronoï avec
des implications pour les algorithmes de localisation spatiales et de routage dans les
réseaux en ligne. Nous proposons deux nouveaux algorithmes de navigation dans la
triangulation de Delaunay, que nous appelons Pivot Walk et Cone Walk. Pour Cone
Walk, nous fournissons une analyse en moyenne détaillée avec des bornes explicites
sur les propriétés de la pire marche possible e�ectué par l’algorithme sur une tri-
angulation de Delaunay aléatoire d’une région convexe bornée. C’est un progrès si-
gni�catif car dans l’algorithme Cone Walk, les probabilités d’utiliser un triangle ou
un autre au cours de la marche présentent des dépendances complexes, dépendances
inexistantes dans d’autres marches.

La deuxième partie de ce travail concerne l’étude des propriétés extrémales de
tessellations aléatoires. En particulier, nous dérivons les premiers et derniers statis-
tiques d’ordre pour les boules inscrites dans les cellules d’un arrangement de droites
Poissonnien ; ce résultat a des implications par exemple pour le hachage respectant
la localité. Comme corollaire, nous montrons que les cellules minimisant l’aire sont
des triangles.

Abstract

In this thesis, we leverage the tools of probability theory and stochastic geometry
to investigate the behaviour of algorithms on geometric tessellations of space. This
work is split between two main themes, the �rst of which is focused on the problem of
navigating the Delaunay tessellation and its geometric dual, the Voronoi diagram. We
explore the applications of this problem to point location using walking algorithms
and the study of online routing in networks. We then propose and investigate two
new algorithms which navigate the Delaunay triangulation, which we call Pivot Walk
and Cone Walk. For Cone Walk, we provide a detailed average-case analysis, giving
explicit bounds on the properties of the the worst possible path taken by the algorithm
on a random Delaunay triangulation in a bounded convex region. This analysis is a
signi�cant departure from similar results that have been obtained, due to the di�culty
of dealing with the complex dependence structure of localised navigation algorithms
on the Delaunay triangulation.

The second part of this work is concerned with the study of extremal properties
of random tessellations. In particular, we derive the �rst and last order-statistics for
the inballs of the cells in a Poisson line tessellation. This result has implications
for algorithms involving line tessellations, such as locality sensitive hashing. As a
corollary, we show that the cells minimising the area are triangles.
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Chapter1
Introduction

Computational geometry is a �eld in computer science of ever-increasing importance,
with many practical problems having natural geometric interpretations, and a continually
growing repository of spatial data being used in areas as diverse as gaming and scene
reconstruction. With this continual increase in data and applications comes an increased
demand for e�cient algorithms and more precise analysis of existing algorithms. In an
era where a 1% e�ciency gain in parts of Facebook’s computing infrastructure can easily
pay the salary of a developer over the course of a year in power savings, and extremal
events at the tail end of performance can come to dominate the waiting time for queries
at Google [42], it is increasingly clear that the detailed analysis of algorithms and data
structures has an important part to play in a modern data-driven world. Therefore, whilst
the problems that we shall consider have clear theoretical interest, their solutions can often
provide important technical insights for implementers and engineers developing solutions
to problems at scale, aiding design decisions and increasing e�ciency.

Tessellations of space In this dissertation we shall focus on results applied to tessella-

tions. We de�ne a tessellation of space to be a partition of that space into a collection of
convex regions or cells whose interiors do not intersect. Tessellations are a core concept
in computational geometry, since many di�erent geometric constructions may be mod-
elled using them. As an example, data structures representing spatial tessellations have
many practical uses, in which case it can be important to understand the behaviour of
algorithms applied to those tessellations so that the data structures can be used e�ciently.
Other uses of tessellations may be more theoretical. For example, we can sometimes use
results on tessellations to prove bounds for algorithms. In the literature, a small number of
tessellations have emerged as being particularly important. Our work will focus on three
of these, which we introduce now.

The Delaunay and Voronoi tessellations The Delaunay tessellation, originally pro-
posed by the Russian physicist (and mountain climber) Delaunay [43] is de�ned in the
Euclidean plane, R2 to be a partition of space into triangles such that no circumdisc of any

1



1. Introduction

Figure 1.1 – A Delaunay tessellation of points in a rectangle in R2. The interior of the
circumdisc for every triangle contains no points in the process.

triangle contains any vertices in its interior (see Figure 1.1.) Higher dimensional Delau-
nay tessellations may be constructed by replacing the triangles with their d dimensional
counterparts, known as d-simplices. We will often refer to the Delaunay tessellation in
any dimension as a triangulation due to this property. The Delaunay triangulation may
be generalised to arbitrary metric spaces, though the cases of R2 and R3 with the Eu-
clidean distance are the most used in practical applications. The Delaunay triangulation
and its geometric dual, theVoronoi Diagram, have found uses in hundreds of practical prob-
lems including, but not limited to; routing, surface reconstruction, interpolation, meshing,
the placement of telecommunications antennae, minimum spanning tree computation and
many, many more. A more complete survey (circa 1992) may be found in Okabe et al. [94].

The Hyperplane tessellation The next tessellation that we consider is the hyperplane

tessellation. This tessellation is constructed in d-dimensional Euclidean space, Rd by parti-
tioning the space with a collection of a�ne hyperplanes. The empty regions left between
the hyperplanes are taken to be the cells of the tessellation. Practical applications of this
tessellation include locality sensitive hashing, dimension reduction and the analysis of
physical phenomena.

1.1 Graph navigation and the Delaunay tessellation

Many of our results will relate to algorithms and properties of the Delaunay tessellation,
in particular we focus on the problem of point location, a problem which is also highly
related to geographic routing in wireless networks. We give a brief overview of both of
these problems in this section.

A Delaunay tessellation may be represented by a data structure, with a number of
fundamental operations. The most basic of these include Insert, to insert a new point,

2



1.1. Graph navigation and the Delaunay tessellation

Delete, to remove a point, and Locate, to return a reference to the simplex containing a
given point of the underlying space. The last of these operations is known as point location,
and its e�cient implementation has received extensive treatment in the literature. Despite
this fact, a number of the most commonly used algorithms to solve this problem are only
bounded by pessimistic worst-case analyses. It is these algorithms that we are interested
in investigating.

Assuming that the Delaunay tessellation data structure is stored as a collection of
simplices with neighbour pointers, the simplest way to implement Locate is to iterate
over every simplex in the tessellation until the �rst one is found which contains the query
point. This amounts to computing the sign of the determinant of a d × d matrix for each
(d − 1)-face of each simplex in the tessellation. In R2, this implies that the algorithm has
a worst-case complexity of Θ(n), if the input triangulation contains n vertices.1

More sophisticated methods for performing point location include optimal Θ(logn)
time algorithms which require that the Delaunay data structure be augmented with an
auxiliary structure which can be used to speed up queries. Whilst these can lead to good
asymptotic performance, they are generally quite complicated from an implementation
perspective, and require non-trivial amounts of extra space (on the order of Ω(n).) It is
for these reasons that algorithms which do not require any (or very little) modi�cation of
the Delaunay data structure may often be preferred. One such option is to use walking-

algorithms, which are algorithms that work by traversing the tessellation using the inci-
dences between faces (or vertices) and using local geometric information. Whilst it is easy
to construct ‘bad’ tessellations such that any walking algorithm will need to visit all of
the simplices (Θ(n) in R2) in practice, walking algorithms are often very e�cient. This is
because for many practical applications, the point sets that are treated tend to have some
spatial uniformity. To translate this intuition into practical bounds, we can consider re-
placing the worst-case analysis bounds with average-case analysis. This essentially means
averaging the complexity of an algorithm over the space of inputs. Average-case analysis
tends to result in pathological cases which make the worst-case analysis overly pessimistic
become negligible, with the aim of achieving a more realistic re�ection of reality.

Whilst our primary interest for studying walking algorithms is in the context of point
location in Delaunay triangulations, this is not the only domain where these algorithms
are used. For example, another fruitful application of these techniques is in the area of
geometric routing in networks. Many walking algorithms that can be used for point loca-
tion also transfer well to graph routing, and vice versa. In Chapter 3 we provide a detailed
comparison of both of these applications.

Despite the obvious interest in performing average-case analysis for walking algo-
rithms, the dependence structure of Delaunay triangulations makes it complicated to per-
form the probabilistic analysis in practice. The only previous analysis that has been com-
pleted in this area is that for Straight Walk, which is a walking algorithm that follows a
straight line between an arbitrary chosen start vertex in the tessellation and the query
point. In this case, Devroye et al. [50] proved that for a Delaunay triangulation of n uni-
formly random points in a square in R2, the expected number of triangles visited for a
random query will be O (

√
n ). The analysis in this case is simpli�ed because it reduces

1We assume all complexities are given in the RAM model of computation throughout.
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1. Introduction

to counting the expected number of triangles intersecting a �xed line. In particular, the
probability of a random triangle being visited by the walk depends only on the start and
query points. This is not the case in most other walking strategies, including most notably
those algorithms which tend to perform the best in practical implementations.

In this dissertation, we give the average case analysis for a new algorithm that tra-
verses the Delaunay triangulation which we callConeWalk. Our analysis provides detailed
probabilistic bounds on the cost of the worst-case point location query for a �xed number
of uniformly distributed points in a closed convex region. We are careful to ensure that
our bounds work even when approaching the border of the triangulation without degra-
dation. We additionally show that our algorithm has implications to the �eld of geometric
routing in networks, by showing that our algorithm has constant competitiveness and sat-
is�es some locality properties. To the best of our knowledge, this is the �rst average-case
analysis that has been given for an algorithm that performs geometric navigation in an
‘interesting’ planar graph with bounds on the memory of the process. We additionally pro-
pose another new algorithm which we call Pivot Walk. We use simulations to show that
Pivot Walk tends to require signi�cantly fewer orientation tests on average than other
walking algorithms when it is run on randomly generated data.

1.2 Extrema in geometric structures

The second part of this dissertation will be focused on the study of geometric characteris-

tics of random tessellations. By geometric characteristics, we mean properties such as the
areas and the circumradii of the cells, the degrees of the vertices, the lengths of the edges,
and others. Clearly, the behaviour of these properties has an important in�uence on al-
gorithms operating on tessellations, and so understanding the average-case behaviour of
these properties is important to investigating the expected performance of algorithms.

For random Delaunay, Voronoi and hyperplane tessellations, many results have been
obtained for the properties of the typical cell, which may be understood as the result of
choosing a cell at random from the tessellation. The typical cell admits an exact description
using the tools of stochastic geometry, and is accordingly well understood [25, 94, 104].
In order to obtain more detailed understanding of these tessellations, we can consider
studying the global behaviour of cells of the tessellation. This may be achieved by the use
of extreme value theory, which is concerned with the upper and lower extremal values of
geometric characteristics for all cells in the process. In contrast to more simple asymptotic
estimates for the expected minima and maxima, the use of extreme value theory permits
a very precise understanding of the behaviour of geometric characterises through seeking
to explicitly provide the limiting distributions.

Whilst extreme value theory already has a great deal of applications in the case of iid
(independent and identically distributed) and stationary sequences, only a small amount
of results have been given for random tessellations. This is mainly due to the di�culties
in dealing with the complicated ways in which cells in random tessellations can inter-
act, and is further compounded by di�culties in dealing with boundary e�ects. Recently,
results have been obtained by Calka and Chenavier [26] and Chenavier [30], in which a
number of properties of Delaunay and Voronoi tessellations are investigated, including

4



1.3. Outline

the introduction of a generalised theorem for obtaining the limiting distributions for the
order statistics of properties of tessellations.

In our work, we consider properties for random hyperplane tessellations in R2. We
are able to obtain the exact limiting distribution for the order-statistics of the largest and
smallest inradii for a stationary hyperplane tessellation generated by a Poisson process in
the plane. Despite the similarity in the results we obtain, our methods are rather di�erent
from those used by Calka and Chenavier [26] and Chenavier [30]. In particular, the general
theorem provided by Chenavier [30] can not be applied in our context, since the required
conditions are not satis�ed.

1.3 Outline

We begin by introducing some of the required background in geometry and probability
in Chapter 2. After this, the remainder of the work is split into two main parts. The
�rst of these focuses on navigating tessellations, with applications to geometric routing
and point location, beginning with a review of relevant results and continuing into more
detailed analysis of walking algorithms. The majority of this part is concerned with the
introduction and investigation of the algorithm Cone Walk.

The second part is concerned with extremes of random tessellations. An overview
of the related literature is �rst provided, and the rest of this part is dedicated to proving
a theorem relating to the largest and smallest inscribed radii of cells in the Poisson line
tessellation.

Finally, the appendix contains information on software that was written during this
work to aid the study of random tessellations.
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Chapter2
Geometric and

Probabilistic Preliminaries

In the following sections we give a brief tour of the background required throughout the
rest of this dissertation. For more details, the reader may consult the following works. For
stochastic geometry and point processes, we refer to Schneider and Weil [104] and Badde-
ley [3]. Particular applications of stochastic geometry to wireless networks is speci�cally
dealt with in books by Haenggi et al. [65] and Haenggi [64]. For Voronoi and Delaunay
tessellations, Okabe et al. [94] is an invaluable resource. For probability applied to the anal-
ysis of algorithms we refer to Penrose [96], Szpankowski [108] and Cormen et al. [34]. A
less formal, but succinct and refreshingly entertaining, introduction to Measure Theory
may be found in Cheng [31]. For practical purposes such as technical implementation
details, the Cgal manual is also an excellent resource [109].

2.1 Notational and stylistic conventions

We typeset spaces using bold face, so that R, Z, N represent the reals, integers and non-
negative integers respectively. To represent the unit d-sphere, we write Sd , with S as
shorthand for S2. For a space E, we write the associated Borel sets as B (E). We reserve d
to denote the dimension of the ambient space throughout and we usually assume d ≥ 2 to
avoid trivialities. The Lebesgue measure over Rd will be written as λd , and the volume of
the ball of radius 1 in Rd is denoted κd . The uniform measure on the d-sphere is written
σd (·). We shall also write B (z,r ) to be the closed ball in Rd with radius r centred at z.
For a set X, we write Xk

, to denote the set of tuples in Xk in which no two elements are
equal. To save space, we occasionally use E1:k to mean E1,E2, . . . Ek . For a tessellation in
the plane, we use the word face to refer to the empty regions bordered by the edges of the
tessellation. In higher dimensions, we call the empty regions cells, which are separated by
faces. Finally, all symbols are listed with the page on which they are �rst de�ned at the
back of the manuscript for easy reference.

7



2. Geometric and Probabilistic Preliminaries

Figure 2.1 – A 2-simplex and a 3-simplex. The circumsphere (circumcircle) is given for the
2-simplex.

2.2 Results from geometry

We shall use a number of well-known results in geometry throughout this work. A brisk
whistle-stop tour of the main concepts required is thus provided below for reference. Fur-
ther details can be found in works such as Okabe et al. [94]. We begin by de�ning the
convex hull, which in two and three dimensions may intuitively be thought of as the sur-
face obtained by ‘stretching’ a rubber sheet over a set of �xed points.

De�nition 2.1 (Convex hull). The convex hull of a compact set X ⊂ Rd , written Conv(X)
is de�ned to be the surface of the convex polytope formed by the set of points in Rd that
can be written as strictly positive a�ne combinations of points in X.

Given the above de�nition, we may give an appropriate generalisation of the concept
of a triangle into higher dimensions, which we in turn use to de�ne a triangulation dimen-
sion greater than two.

De�nition 2.2 (Simplex). Ad-simplex inRd is de�ned to be the convex hull ofd+1 a�nely
independent points. Thus a triangle is a 2-simplex and a tetrahedron is a 3-simplex.

For any given d-simplex, we may associate a unique d-dimensional sphere which in-
tersects all of the vertices of the simplex. We refer to this sphere as the circumsphere or the
circumcircle in the plane. We also de�ne the circumball and cicumdisc in the same spirit.
In each case, we refer to the point at the centre of this sphere as the circumcentre. An
example is given in Figure 2.1.

De�nition 2.3 (Triangulation). Given a set of locally �nite points, X in Rd , we de�ne a
triangulation of X, to be a maximal collection of d-simplicies with vertices given by points
in X. We sometimes write T(X) to refer to a general triangulation.

Remark 2.4. It is not di�cult to see that the surface of the union of all simplicies in the
triangulation is exactly the convex hull.

A triangulation of particular importance to us is the Delaunay triangulation. The De-
launay triangulation satis�es a number of useful properties which make it very practical
in both algorithm design and in probabilistic analysis.

8



2.2. Results from geometry

De�nition 2.5 (Delaunay Triangulation). A Delaunay triangulation of a set of points X,
written Del(X) is a triangulation in which the interior of the circumball of every simplex
does not contain any points in X. We use Del(X) explicitly to represent the collection of
(d + 1)-tuples of vertices forming the simplices in the triangulation.

Remark 2.6. The de�nition given here may be fruitfully generalised by exchanging the
empty circumsphere with other convex shapes. For example, using axis-aligned equilateral
triangles gives a planar graph which is equivalent to the so-called half-θ6 graph [12, 20].
Further generalisations are possible by replacing the space Rd with more exotic alterna-
tives such as periodic [27] and hyperbolic spaces [7].

Another important tessellation which we consider is the Voronoi diagram.1 This tes-
sellation is obtained for a locally �nite set X ⊂ Rd by associating with every point x ∈ X
a neighbourhood of points whose nearest neighbour in X is x .

De�nition 2.7 (Voronoi Diagram). Given a locally �nite set, X ⊂ Rd with a distance
metric d (·, ·) (which we assume is the Euclidean distance from now on), we associate with
each point a Voronoi cell,

CX (x ) :=
⋂

y∈X\x

R (x ,y), R (x ,y) :=
{
z ∈ Rd : d (x ,z) ≤ d (y,z)

}
.

The Voronoi tessellation is then de�ned to be the set of all such cells,

Vor(X) :=
{
CX (x ) : x ∈ X

}
.

An example of the Voronoi tessellation is given in Figure 2.2.

Duality A beautiful result in geometry is that the Voronoi tessellation and the Delau-
nay triangulation are geometric duals. This means that the Delaunay triangulation may
be transformed into the Voronoi tessellation by associating a Voronoi vertex with the cir-
cumcentre of each simplex in the Delaunay triangulation. Adding Voronoi edges between
all pairs of these vertices which were previously neighbours in the Delaunay tessellation
gives exactly the Voronoi tessellation. A formal proof of this fact is given in Okabe et al.
[94].

Degenerecy If we consider a �nite set of points on a sphere containing at least d +
2 points, X ⊂ Sd−1, |X| ≥ d + 2, then it’s easy to see that the Delaunay triangulation
is not unique, and that every simplex shares the same circumball. To ensure that the
Delaunay tessellation is unique, it is su�cient to assume that the points are in general

position, de�ned below.

De�nition 2.8 (General Position). We say that a locally �nite set of points, X ⊂ Rd (d ≥ 2)
is in general position if no d + 1 points lie on the same hyperplane and no d + 2 lie on a
hypersphere.

1 The Voronoi diagram is sometimes referred to Thiessen or Dirichlet tessellation, though these names
seem to be falling out of fashion.
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2. Geometric and Probabilistic Preliminaries

Figure 2.2 – A Voronoi diagram for a set of uniformly random points in a rectangle in R2.

Remark 2.9. When a set of points X is in general position, then the Delaunay triangulation
is unique.

Remark 2.10. In most contexts throughout this work, all sets of points that are gener-
ated by random processes will be in general position almost surely, since these degenerate
con�gurations are measure-zero events.

Properties of the Delaunay triangulation Given a set of points X ⊂ Rd in general
position, The Delaunay triangulation Del(X) satis�es a number of useful properties.

i) Let (x ,y) ∈ X2
,. If the ball with diameter xy contains no points in X, then the edge

(x ,y) is in the Delaunay triangulation.

ii) For every x ∈ X, having a nearest neighbour y ∈ X, (x ,y) is an edge in the Delaunay
triangulation.

iii) The number of simplices in a Delaunay triangulation in Rd ofn points isO (n dn/2e ) and
Ω(n) [106]. In R2, we can count the number of triangles exactly using Remark 2.12.

De�nition 2.11 (Euler’s characteristic). For a connected planar graph with n vertices, nf
faces and ne edges, The Euler characteristic states that

n − ne + nf = 2.

10
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Remark 2.12. In the case of planar triangulations, we observe that every face has three
edges, each of which is counted twice unless it is on the convex hull. Suppose there are
c edges on the convex hull, then 3nf = 2ne − c , Which gives the well known result for
planar triangulations,

nf = 2n − 2 − c,
ne = 3n − 3 − c .

Data structures for triangulations

When discussing algorithms implemented on triangulations, we need a conceptual model
for operations that may be done on the basic triangulation data structure. To this end, we
systematically assume that the Delaunay triangulation is stored using the following trian-

gle representation. This is the representation used for triangulations in Cgal [109], and
has also been used in higher dimensions [10]. Alternatives such as the quad-edge represen-
tation by Guibas and Stol� [62] may also be considered without changing the complexities
of any algorithms we consider. In our model, only the full-dimensional simplices and the
vertices are stored. Each stored simplex has access to a list of its d + 1 neighbouring sim-
plices, which may be accessed as v . neighbour(i ) for i = 0, . . . ,d . The d + 1 vertices of
a d-simplex, σ are accessible by σ . vertex(i ) for i = 0, . . . ,d . We shall assume that every
simplex is consistently oriented, which is for example guaranteed in Cgal [115]. The ver-
tices are stored separately in a list, and it is assumed that each vertex has a pointer to one
of the simplices adjacent to it. Finally, each memory access is assumed to take constant
time.

2.3 Analysis of algorithms

Perhaps the most common way to compare algorithms is using worst-case analysis, which
amounts to bounding the largest number of steps (in a given model of computation) that an
algorithm can do given an input of a given size, n. This metric is very convenient for algo-
rithms operating on lower-dimensional spaces, such as algorithms operating on sequences
of numbers or characters of text. However, for higher dimensional inputs, computing com-
plexity just in terms of the input size cannot necessarily give a realistic understanding for
the performance of the algorithm. For example, we may consider the Delete operation for
a triangulation in R2, for which there exists an algorithm that requires a number of steps
proportional to the degree of the vertex to be deleted [1]. The worst-case complexity for
this algorithm given a triangulation of n points is thus Θ(n). This is because a triangu-
lation can be constructed with one vertex of degree n − 1. In practice however, Delete
usually only needs to access a very local neighbourhood of vertices around the vertex to be
removed. Formalising this intuition is the purpose of average and smoothed case analysis.

Average-case analysis Average-case analysis still measures the performance of an al-
gorithm in terms of the input size, but instead of taking the largest number of steps for
any input of a given size, we apply a probability distribution to the space of inputs of the
algorithm and then average over the number of computational steps required when the
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input is sampled from that distribution. As an example, Delete can be analysed using
average-case analysis by assuming that the vertex to be deleted is chosen uniformly at
random from the input triangulation. In this case, we have that the expected number of
computational steps required is Θ(1) in R2 (see de Berg et al. [36, Theorem 9.1]), even
without any assumptions on the triangulation. Since the number of steps required by the
algorithm on a �xed input size becomes a random variable in some probability space in
this model, we are able to employ the whole toolbox of probability theory to analyse its
behaviour.

Smoothed analysis A weakness of average-case analysis is that it assumes that real-
istic use-cases for algorithms resemble random inputs. This is not always a reasonable
assumption. Smoothed analysis was therefore proposed as way to ‘interpolate between’
worst-case and average-case analysis, thereby reducing the assumptions on the con�gu-
ration of the input[107]. The idea is to consider the expected worst-case behaviour given
any input of �xed size n in the input space with region of ‘noise’ added to each point.
As the distribution for the noise becomes less concentrated, the results become closer to
the results given by standard average-case analysis. This method of analysis similarly can
be used to make the e�ects of pathological cases negligible. Famous results in this area
have already been achieved for the Simplex Algorithm [107]. Whilst smoothed complexity
clearly provides detailed information about the algorithmic complexity, it can be di�cult
to achieve bounds in practice.

Randomised algorithms We brie�y outline the important distinction between average-
case analysis of algorithms and randomised algorithms. We shall de�ne a randomised al-
gorithm to be an algorithm that takes a deterministic input, and has access to random
bits which may be used during computation. Thus the worst-case complexity of such an
algorithm for a �xed input size is also a random variable, however it does not necessarily
coincide with the average-case analysis of the same algorithm.

2.4 Probability theory and point processes

In the chapters that follow, we make extensive use of techniques from probability theory
and stochastic geometry. We give an overview of the most important tools in this section,
with a particular focus on those results required for the analysis of algorithms.

De�nition 2.13 (Probability space). Given a space of outcomes, Ω, with associated σ -
algebra F (which is a collection of sets closed under complement and countable union)
and a sigma-additive measure � : F → [0,1] on the measurable space (Ω,F ) satisfying
�(Ω) = 1, we call the triple (Ω,F ,�) a probability space.

Point processes

There are multiple ways that point processes may be de�ned, and here we shall treat them
as random measures. For a detailed and rigorous treatment of point processes we refer the
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reader to Schneider and Weil [104, Chapter 3]. Our treatment in what follows is given for
an arbitrary locally compact space E.

De�nition 2.14 (Counting measure). A counting measure, is a measure η such that η(A) ∈
N∪ {∞} for every A ∈ B (E). We call a counting measure simple if η({x }) ∈ {0,1} for every
{x } ∈ B (E). We use M to represent the space of counting measures, and Ms to denote
the space of simple counting measures on the space E. We respectively associate the σ -
algebrasM andMs .

De�nition 2.15 (Point process). We shall de�ne a point process to be a map from a prob-
ability space (Ω,F ,�), to the space of counting measures, X : (Ω,F ,�) → (M,M) such
that the events{

ω ∈ Ω : X(ω) (A) = k
}
,

for all A ∈ B (E), k ∈ N are all measurable. We shall call a point process simple if X(ω) ∈
Ms almost surely.

De�nition 2.16 (Support). For a counting measure, η we de�ne its support as,

supp(η) :=
{
x ∈ E : η({x }) > 0

}
.

Remark 2.17. We adhere to the popular abuse of notation of associating a simple point
process X := X(ω) with its support, supp(X). This means that we can use the notation
X({x }) = 1 and {x } ∈ X interchangeably.

Binomial point process

One point process of great importance for us will be the Binomial process. For n ∈ N,
let X1,X2, . . . ,Xn be independent and distributed in E with density f . We construct the
process

X :=
∑
i≤n

δXi .

Where δ is the Dirac measure. It’s easy to see that this point process satis�es our de�nition,
since

�(X(A) = k ) =

(
n

k

)
�(X1 ∈ A)

k
�(X1 ∈ A

c ) (n−k ) . (2.1)

We note that the distribution in (2.1) is Binomial, to which this process owes its name. The
Binomial process is convenient for performing average-case analysis for algorithms, since
for a given input size n, we may consider the expected complexity given by running an
algorithm on the Binomial process X with n points in the input space of the algorithm. A
downside of the Binomial process, however, is that the joint distributions of independent
regions, A,B ∈ E, A ∩ B = ∅ are not independent. This is illustrated by considering

�(X(A) = k | X(B) = n) = 0.

It is for this reason that other point processes may be preferred, namely the Poisson pro-
cess.
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De�nition 2.18 (Poisson Process). Let µ be a locally �nite measure on the space E with
no atoms. Then for A ∈ B (E), the point process satisfying

�(X(A) = k ) =
µ(A)k exp(−µ(A))

k!

exists and is simple. We call this process the Poisson process since the number of points
falling within each region is Poisson distributed.

De�nition 2.19 (Invariance). When the intensity measure for a Poisson process, X is
invariant under translations, we say that the process is stationary. If it is also invariant
under rotations, it is isotropic.

The Poisson process has a number of properties that make it very convenient for per-
forming analysis of algorithms. We use the following results extensively.

Theorem 2.20 (Properties of the Poisson process). Let X be a Poisson process on E with

intensity µ.

(a) Let A ∈ B (E), then

�[X(A)] = µ(A).

(b) Let A,B ∈ B (E) with A ∩ B = ∅, then

�(X(A) = k | X(B) = t ) = �(X(A) = k ).

This is known as the independence property of the Poisson process.

(c) Suppose that X is stationary, then for A ∈ B (E),

X ∩A���X(A)=n
d
= X′

Where X′ is the Binomial point process on A with n points and uniform density, X∩A is

used to mean the restriction of X(ω) toA and

d
= is used to denote equality in distribution.

(d) Let �x (·) denote the Palm measure, which may be loosely interpreted as the distribution

of X conditional on there being a point at x . In which case, for an event A ∈ B (F )

�x (A) = �(X ∪ {x } ∈ A). (2.2)

Proof omitted. �

Remark 2.21. Theorem 2.20 Part (d) is known as Slivnyak’s theorem, and roughly means
that assuming a �xed point is at a given location in the process does not change its distribu-
tion. In fact, the reverse implication is also true, so this property uniquely characterises the
Poisson processes. More details can be found in Schneider and Weil [104, Theorem 3.3.5].
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Tools from stochastic geometry

A number of tools in stochastic geometry prove extremely useful in the analysis of random
algorithms. We provide the following results for use later, their proofs may be found
in Schneider and Weil [104]. The �rst of these results is the Slivnyak-Mecke formula,
which allows us to compute the measure of con�gurations of points and empty regions in
the underlying space.

Theorem 2.22 (Slivnyak-Mecke). LetX be a Poisson point process on E with intensity mea-

sure µ (with no atoms). Then for �xed k ∈ N+ and non-negative f : (Ms ,Ms ) × Ek → R,

�



∑
(x1, ...,xk )∈Xk,

f (X,x1, . . . xk )

=

∫
E
· · ·

∫
E
�


f

(
X+

∑
i≤k

δxi ,x1, . . . xk

)
µ(dx1) · · · µ(dxk ).

Proof omitted. �

Integral transforms The following two Blaschke-Petkantschin type integral transforms,
when coupled with the Slivnyak-Mecke formula (Theorem 2.22) can greatly simplify cal-
culations. We state them here for completeness, though their proofs may be found in
Schneider and Weil [104, p.287]. The following theorem allows us to transform the inte-
gral over d + 1 points into the integral of the vertices of a simplex having a circumball of
known centre and radius.

Theorem 2.23 (Blaschke-Petkantschin). Let f : (Rd )d+1 → R be a non-negative measur-

able function, then∫
(Rd )d+1

f dλd+1
d = d!

∫
Rd

∫ ∞

0

∫
Sd−1

· · ·

∫
Sd−1

f
(
z + r (u0, . . . ,ud )

)
× rd

2−1λd (Conv(u0, . . . ,ud ))σ (du0) · · ·σ (dud )drλ(dz)

Proof omitted. �

The next theorem allows us to transform tuples of d + 1 hyperplanes in the space of
a�ne d-hyperplanes, Ad to a ball of known centre and radius with d + 1 hyperplanes to
its surface. We delay the formal de�nition of this space to Section 8.1, where this result
is used for the study of the Poisson line tessellation. We also take, for u ∈ Sd and t ∈ R,
H (u,t ) to be the a�ne hyperplane through the point ut and normal to ut .

Theorem 2.24 (Blaschke-Petkantschin). f : (Ad )d+1 → R be a non-negative measurable

function and let µd be the uniform (Haar) measure on Ad . Then∫
(Ad )d+1

f dµd+1
d = d!

∫
Rd

∫ ∞

0

∫
Sd−1

· · ·

∫
Sd−1

f
(
H (u0,〈z,u0〉+r ), . . . ,H (u0,〈z,ud 〉+r )

)
× 1P (u0, ...ud ) λd (Conv(u0, . . . ,ud ))σ (du0) · · ·σ (dud )drλ(dz).

Where P (u0, . . . ,ud ) is the event that u0, . . . ,ud do not lie in a closed hemisphere.

Proof omitted. �
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2.5 Models for average-case analysis

When modelling random spatial tessellations for the average-case analysis of algorithms,
there are a number of possible processes we may consider. We outline some of the bene�ts
and pitfalls of the most common approaches below. We also discuss methods to deal with
boundary e�ects.

Comparing point processes

Binomial process The process which is perhaps the easiest to interpret and understand
when doing average-case analysis is the Binomial process with a uniform density function.
This process neatly models our intuitive understanding of n random points in a region. In
addition, since the number of points is �xed, we have a direct estimation of the expected
number of steps an algorithm will require for a particular input size. Asymptotic bounds
are achieved by considering the limit as the number of points in a �xed region tends to
in�nity. A potential ‘catch’ is that the number of points in independent regions of the pro-
cess are not independent. This can mean that some ingenuity may be required to compute
the probabilities of certain events.

Poisson process A suitably re-normalised Poisson process can also be used to model n
random points in a region, however in this case we can only estimate the actual number
of points that will be sampled. Whilst the expected case is exactly the same as the Bino-
mial process (as a consequence of Theorem 2.20, Part (b)), we cannot a priori guarantee a
given number of points. This inconvenience may be contrasted against the availability of
powerful tools such as the Slivnyak-Mecke formula (Theorem 2.22), which do not trans-
fer to the Binomial case. A common convention is to refer to the Delaunay and Voronoi
tessellations of a set of points generated by a Poisson process as the Poisson Delaunay and
Poisson Voronoi tessellations.

(α ,β )-process Another model which has received some attention is the (α ,β ) process.
The �rst reference to this model in the literature which is known to the author appears
to be as a remark at the end of a paper by Dwyer [52], though the �rst actual application
seems to be by Bose and Devroye [14]. This model is intended to generalise the idea of
uniformly random points to include more interesting distributions. The idea is to replace
the uniform density in the Binomial process by a density bounded between α and β . The
resulting bounds are then given in terms of these limits, and the analysis may more re-
alistically model certain inputs as a result. It seems that in principle the same technique
could be applied to Poisson processes without much di�culty.

Depoissonisation

Whilst we stated that results on Binomial point processes can be more desirable for average-
case analysis, we also suggested that it can be more di�cult to prove results on Binomial
point processes when compared to Poisson processes. It is thus common practice to apply
the following technique, which can allow one to achieve the best of both worlds. The idea
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is to analyse an algorithm using a Poisson process and to then extract bounds for the Bi-
nomial case using depoissonisation. We give a brief outline of this technique, though more
details may be found in Szpankowski [108] and Penrose [96].

Let дn := �[f (Xn )] be the expectation for the function f applied to Xn , a set of n Bi-
nomial random points. It may be di�cult to directly compute дn for a �xed n (for example
due to dealing with dependence) but easier for дN := �[f (Xn )], where N ∼ Po(n), so that
XN is a Poisson point process process with intensity n (due to Theorem 2.20, Part (b)).
Since N is Poisson distributed, we can write дN as an in�nite sum over �xed n,

G̃ (z) := дN =
∑
n≥0

дn ·
zn · exp(−z)

n! (2.3)

Retrieving the asymptotics for the Binomial case then reduces to extracting the coe�cient

of zn in Equation 2.3.2 Formally,

дn = [zn]
(
n! exp(z) G̃ (z)

)
Where [zn](·) is the coe�cient extraction operator for formal power series. This process is
sometimes known as algebraic depoissonisation. In many simple cases, extracting asymp-
totic bounds for this coe�cient is as simple as applying the appropriate theorem. For
example, Szpankowski [108][Theorem 10.3] may be used to achieve asymptotic bounds
when дN = O (nβ ), for β ∈ R+, in which case we also have дn = O (nβ ).

Boundary e�ects

Dealing with boundary e�ects in geometric algorithms on tessellations can often require a
signi�cant amount of work. For example, non-negligible e�ects occur near the boundary
of Delaunay triangulations in the plane, since in particular, the edges tend to be asymptot-
ically longer [78]. Analyses which correctly deal with boundary e�ects are thus desirable,
in order to guarantee good behaviour of algorithms in all situations. Various techniques
to deal with boundary e�ects can be found in the literature, with the easiest being to ex-
plicitly assume that an algorithm is limited to parts of the tessellation su�ciently far from
the boundary. Another similar option is to consider the average-case complexity of an
algorithm run on an in�nite tessellation observed in a window which is scaled to in�nity.
This is the model we shall use in Chapter 8. It may also be possible to explicitly deal with
the boundary e�ects, for example by proving that they do not asymptotically impact the
algorithm run-time.

2.6 General results

Poisson tail bounds

It is often convenient to give simple bounds to the number of elements that may be found
in a region of a Poisson process, the following Lemma is reproduced from Penrose [96],
with a small modi�cation.

2Equation 2.3 is known as the Poisson transform of д.
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Lemma 2.25 (Poisson bounds). Given a Poisson random variable of rate λn and the positive
increasing sequence, kn such that λn ∈ o(kn ) for n → ∞, then there exists an n0 such that for
all n > n0,

�

(
Po(λn ) ≥ kn

)
≤ exp(−kn ).

Proof. We prove a more general version and then specialise to our case. Let X ∼ Po(λ).
Applying Markov’s inequality, we have

�(X ≥ k ) = �
(
zX ≥ zk

)
≤
�

[
zX

]

zk
let z := k/λ,

= exp
(
k

(
1 − log k

λ

)
− λ

)
≤ exp

(
−
k

2 log
(
k

λ

))
.

The last line follows by noting that 1 ≤ 1/2 log(k/λ) when k ≥ e2λ. The stated result then
follows since this is satis�ed for n large enough. �

Concentration of measure

Many of our computations will follow by computing expectation and then using con-
centration arguments and dependency graphs to show that the result can be extended to
all possible con�gurations. Since the number of con�gurations that we consider is often
polynomial, it will not su�ce to use standard arguments such as Markov’s inequality or
Chebyshev’s inequality. In addition, we often do not have sequences of independent ran-
dom variables, but rather sequences of random variables with bounded dependence. The
following theorem is taken from Janson [70] and is an extension of previous Hoe�ding-
type inequalities applicable in the context of sums of independent random variables [68].
This subject is treated in more detail in Dubhashi and Panconesi [51].

De�nition 2.26 (Dependency graph). Given a sequence of random variables, {ξ }i≥0, we
de�ne the dependency graph for those random variables to be a graph whose vertices rep-
resent random variables in the sequence, with an edge between two vertices if the random
variables are dependent.

Theorem 2.27 (Janson). Let {ξ }i≤n be a sequence of non negative real-valued random vari-

ables almost surely bounded by ai ≤ ξi ≤ bi . On this collection we construct a dependency

graph, G whose maximum degree is denoted χ . Then,

� *
,

n∑
i=1

ξi ≥
n∑
i=1
�[ξi ] + t+

-
≤ exp

(
−

t2

χ ·
∑n

i=1 (ai − bi )
2

)
Proof omitted. �

Remark 2.28. The statement given in Theorem 2.27 can easily be reversed to give lower
bounds.
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Graph navigation and
the Delaunay Triangulation
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Chapter3
Graph Navigation in the

Delaunay tessellation

The problem which we focus on these chapters was motivated by the study of point loca-
tion in the Delaunay triangulation using walking algorithms. We recall that walking algo-
rithms are simple procedures for performing point location which take as input a query
point, and then navigate through a tessellation data structure using neighbour pointers
until the face of the tessellation containing the query point is found. The problem of point
location using walking algorithms also shares many similarities with geometric online rout-

ing in networks, which is the problem of �nding a path for a data packet to a given des-
tination in a connected network of nodes knowing their approximate locations. To avoid
focusing too much on any given application, we shall frame our problem as a generalised
problem on graphs, which we call graph navigation. Our use of terminology will re�ect
this, and we shall mix terms from graph routing and point location when it is practical or
when it suits our taste. A number of algorithms and results have been proposed for both
of these two domains, with a large amount overlap. We shall thus begin by introducing
the two domains, and then focus on the algorithms and how they apply to each respective
domain in the sections that follow.

We shall try to remain dimension-agnostic in our de�nitions where possible, however
most of the results we give will be focused on the case of R2. For the case of graph routing,
this is entirely natural, since the majority of geometric routing algorithms are applied
to planar graphs. In the context of point location, the most important cases are R2 and
R3, since the majority of spatial data is used to simulate real-world objects. In addition,
for results that hold for random planar Delaunay triangulations, extensions to Delaunay
triangulations in Rd are often possible by using similar arguments to those in the two-
dimensional case.

Finally, we limit ourselves to studying only classes of graphs which can be treated
as embeddings of spatial subdivisions (that is, tessellations which may have non-convex
cells.) This true for by de�nition for all planar graphs, but does restrict the graphs we con-
sider in higher dimensions. We will consider some of the consequences of this restriction
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in Section 3.7.

3.1 Point location in triangulations

Point location in spatial tessellations is a fundamental problem in Computational Geom-
etry, and has accordingly received extensive study [39, 93, 99]. In its most full generality,
the problem of point location applies to any arbitrary tessellation, although it is often more
practical to focus on the case of triangulations and their higher-dimensional analogues.
This is because arbitrary tessellations can often be e�ciently triangulated in order to apply
techniques developed for triangulations. Triangulations are also particularly important,
because many algorithms for their construction depend upon e�cient point location rou-
tines [22, 61].

Point location in planar triangulations was solved in optimal Θ(logn) time and Θ(n)
space (wheren represents the number of points) by Kirkpatrick’s hierarchy in the 1980’s [72],
however the proposed structure was too complicated to be useful for practical implemen-
tations. A number of simpler methods which are optimal only in a randomised sense
have been proposed since [2, 8, 9, 32, 33, 47, 63], culminating in Devillers’ Delaunay Hi-

erarchy [45], which is relatively simple, requires only around 3% space overhead, and is
very e�cient in practice. Finding worst-case optimal point location strategies in higher
dimensions, including the important case of R3 remains an open problem [44].

Despite the existence of a number of advanced and e�cient techniques for performing
point location in triangulations, simple walking algorithms prevail as the method of choice
in many implementations. This is because they are simple to implement, require no space
overhead or maintenance of auxiliary structures, and are amply fast in the majority of
practical situations, despite their worst-case complexity being linear in the number of
cells in most cases [48].

Walking algorithms were �rst introduced by Lawson [82] and Green and Sibson [61] to
speed up implementations to construct the Voronoi diagram. In these early papers, it was
suggested that the algorithms should intuitively require Θ(n1/d ) steps (for n points in d
dimensions), for most practical cases. Proving this formally with reasonable assumptions
remains an open problem for the large majority of walking algorithms that have been
proposed, excluding the case of Straight Walk, which admits a relatively simple average-
case analysis, detailed in Section 3.4.

In some cases, walking algorithms are combined with other data structures of varying
complexity to give a better choice of ‘initialisation point’. The Delaunay Hierarchy may be
considered as one such example [45], albeit a complicated one. Simpler methods such as
Jump and Walk [37, 49, 92], Keep, Jump and Walk [39] have been proposed which work by
storing a small subset of the input, and then using the nearest neighbour to the destination
in that set as the initialisation point for each query.

3.2 Online routing in networks

Given a network of inter-communicating autonomous nodes, the problem of �nding a path
for a data packet from one node to a destination node is known as routing. Routing may
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be solved by techniques such as �ooding or by constructing routing tables [58, 87]. How-
ever, there exist contexts where the graph of nodes that communicate with each other,
or network topology, is subject to frequent changes. In these cases, these ‘global’ routing
methods can become unnecessarily wasteful of network resources. One particular ex-
ample where this can occur is that of Mobile Ad-hoc NETworks or ‘MANETS’, which are
collections of wireless nodes that communicate with each other but which do not have
any �xed infrastructure. In these cases, a popular solution is to use geometric routing,1
which was �rst introduced by Ko and Vaidya [76] and Kranakis et al. [79]. In this context,
the nodes are assumed to know their approximate location. This permits the construction
of algorithms that perform routing using only limited local information to �nd a path,
reducing the dependence of routing on a complex global state [58, 87, 91].

The network topology in geometric routing may be chosen according to the distribu-
tion of the nodes, or the properties desired of the routing algorithm. Due to their ability
to admit simpler routing strategies, planar graphs were suggested as good candidates by
Bose et al. [18] and Karp and Kung [71], in particular because they can be considered as
tessellations with two-dimensional faces and edges. Speci�c classes of planar graphs in-
clude the Relative Neighbourhood Graph (RNG) and the Gabriel Graph (GG), which �rst
appeared in the context of geometric routing by Karp and Kung [71] and Bose et al. [18].
Later work suggested the use of restrictions of the Delaunay tessellation [56], and the
complete Delaunay triangulation [16, 78]. The Delaunay tessellation has been considered
desirable due to it being a spanner, and because of the number of routing algorithms which
may be proved to always succeed on it.

Most of the theoretical work in this area has been concentrated on existance proofs,
and proofs of correctness for particular routing ‘primitives’ on certain network topologies,
[16, 17, 19, 20, 80]. Complexity analysis for geometric routing algorithms is somewhat
‘thin on the ground’, with simulation studies historically being the method of choice to
compare routing strategies in networks. Kuhn et al. [81] seek to improve this by giving
more careful simulation studies, stating in their own work that “[analysing] the complex-

ity of mobile ad-hoc routing algorithms appears to be not only a demanding but an almost

impossible mission”. Kuhn et al. [81] also suggest that whilst simulations are popular for
performing comparisons, they are not very well suited to analysing walking algorithms
due to the large degrees of freedom of these processes. One result relating to the expected
complexity of geometric routing algorithms is given by Chen et al. [28], who prove that
for a convex subdivision in R2, no memoryless routing algorithm is more e�cient than a
walking algorithm which makes choices completely at random (a random walk), when no
information about the topology of the underlying graph is known.

3.3 Graph navigation

Given an embedding of a graphG := G (V ,E) into a metric space (E,d ), (which we assume
to be Rd with the Euclidean distance from now on), a source node z ∈ V and a destination
pointq ∈ Rd , we consider the graph navigation problem of navigatingG from z to the near-
est neighbour of q inV by exploring the graph using only local information. In particular,

1Some authors refer to this as ‘position-based’, ‘location-based’ or ‘geographic’ routing.
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we assume that a graph navigation algorithm initially only has access to the start vertex z
along with its neighbours, neighbours(z) and the destination, q. Each time the algorithm
moves to a new vertex v ∈ V , it learns the neighbours of v . The algorithm may maintain
a memory of the steps it has visited previously. We also require that the algorithm be able
to output a path in the graph between z and �nal point found in q. Finally, in the case that
the embedding of G is planar, we shall call this problem planar graph navigation.

Given a well-de�ned metric for the termination of the navigation, we may use graph
navigation to model the problem of point location in a tessellation. The graph to be nav-
igated may be either the graph of vertex-adjacencies or face adjacencies, which is the
geometric dual graph. To model the case of geometric online routing, we may simply
restrict the domain of the destination to V instead of E and the problems are identical.

Properties of graph navigation algorithms

To compare graph navigation algorithms, we de�ne the following terms. We shall denote
the set of all neighbours within graph distance k of some vertex v as the k-neighbourhood
of v , denoted neighboursk (v ).

k-memoryless We call a graph navigation algorithm k-memoryless if the algorithm only
accesses graph vertices within a k-neighbourhood of a vertex and the destination,
q when choosing the next vertex to take. When an algorithm is 1-memoryless, we
simply say it is memoryless.

deterministic An algorithm is deterministic if it always follows the same sequence of
vertices when run with the same input.

randomised An algorithm is called randomised it has access to a source of randomness
during execution.

online We call an algorithm online if it requires O (1) memory about the history of the
process to complete.

c-competitive We call a graph navigation algorithm competitive if the cost of every pos-
sible path between z and q outputted by the algorithm is within a factor c of the
Euclidean distance |zq |; for a given cost function assigning weights to the vertices
and edges visited by the path. When not otherwised stated, we assume the cost is
the sum of the edge lengths in the path.

3.4 Graph navigation algorithms

In the following we detail the main ‘primitives’ which have historically been used to con-
struct graph navigation algorithms. For now we simply treat the algorithms as sets of rules
for traversing the process, and we deal with implementation details later in Section 3.5. We
will adopt the convention of referring to the algorithms as ‘walks’, for example, ‘Greedy
Walk’ however depending on the literature they may be better known by other names,
such as ‘Greedy Routing’. Some examples of the key algorithms we discuss applied to the
Delaunay triangulation of a set of points in R2 are given in Figure 3.1. In the following, we
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z

q

(a) Greedy Walk

z

q

(b) Compass Walk

z

q

(c) Straight Walk

z

q

(d) Visibility Walk

Figure 3.1 – Illustrations for di�erent graph navigation algorithms applied to the Delaunay
triangulation of a set of points in R2. We note that Greedy Walk and Compass Walk form
a path in the edges, whereas visibility walk forms a path on the (triangular) faces. Straight
Walk technically forms a path on the faces, though in geometric routing a path is always
extracted on the edges. An example path is given which might be obtained by right-hand

routing[79].

assume thatn represents the number of points, andd is dimension of the graph embedding
being considered. We also assume that nf gives the number of full-dimensional faces in
the tessellation, noting that nf = Θ(n) in R2 due to Euler’s formula (De�nition (5.28).)

Greedy Walk

Greedy Walk is perhaps the simplest graph navigation algorithm. The algorithm is ini-
tialised by some vertex z ∈ V , and then iteratively chooses the vertex which is closest to
the destination among the neighbours of the current vertex at each step (see Figure 3.1a.)
It is easy to see that Greedy Walk is memoryless and deterministic. Greedy Walk always
succeeds in the Delaunay triangulation [16], a result that extends without modi�cation to
Rd . For non-Delaunay triangulations and other general more graph embeddings, Greedy
Walk may get stuck in local minima [16]. It is known that Greedy Walk is not compet-
itive for any class of graph which we have considered [16]. We also remark brie�y that
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3. Graph navigation

whilst Greedy Walk may get ‘stuck’ in local minima in many classes of graph, work has
been done to endow graphs with ‘virtual coordinates’ so that Greedy Walk can be made
to succeed in more general network topologies [5].

Compass Walk

Given a current vertexu and a destination vertex q, Compass Walk is a deterministic mem-
oryless graph navigation algorithm that works by choosing the vertex v neighbouring u
such that the angle ∠vuz is minimised (see Figure 3.1b.) Compass Walk always succeeds
in the Delaunay triangulation, though it can fail in more general triangulations. This is
demonstrated by counter-example by Kranakis et al. [79]. The algorithm �rst appeared in
a paper by Kranakis et al. [79]. It has also been shown that no version of Compass Walk
is competitive in any of the classes of graph we have considered [16].

Random Compass

If Compass Walk is randomised to choose uniformly between the two neighbours of u
closest to the lineuq at each step, then the algorithm succeeds almost surely on any convex
planar tessellation [19].

Greedy-Compass Walk

Modifying Compass Walk by combining it with Greedy Walk results in a deterministic
memoryless deterministic randomised algorithm that succeeds on any planar triangula-
tion [19]. In this case, the algorithm considers the two neighbours of the current vertex u
closest to the line uq, and then chooses the vertex minimising the distance to q.

Straight Walk

Straight Walk is a deterministic online graph navigation algorithm that succeeds in any
tessellation in Rd (see Figure 3.1c.) The algorithm works by visiting all cells of the tes-
sellation intersecting the line zq, for z the initial point and q the destination. It was �rst
introduced by Green and Sibson [61] for point location, though it has also been used ex-
tensively in the context of geometric online routing, beginning with the paper by Kranakis
et al. [79]. In the context of geometric routing, it is often modi�ed to give di�erent proper-
ties depending on the network topology, though the idea remains essentially the same. In
the geometric routing literature, this strategy is often referred to as face routing or right-
hand routing. It is easy to see that Straight Walk can only visit each face once, giving
a Θ( fn ) worst-case bound for the number of faces visited. Straight Walk has also a de-
tailed average-case analysis for the case of Delaunay triangulations, which we deal with
in Section 3.8. Finally, some paths generated using algorithms similar to Straight Walk for
geometric routing may be competitive for planar Delaunay triangulations [16]; though
standard variants such as Face Routing are not [16].
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z

Figure 3.2 – Orientation or visibility based walks use orientation predicates to �nd edges
which can be walked through. This reduces to checking to see which side of an edge the
desination point, z falls on.

Visibility Walk

Visibility walk is perhaps the best known walking algorithm that has historically been
used for point location. It was �rst introduced by Lawson [82], and quickly adopted by
others[22, 61] to speed-up the construction of Delaunay triangulations. The basic idea of
the algorithm is to navigate a triangulation by moving between faces until the destina-
tion is reached, so that the walk may be seen as a graph navigation in the dual graph of
the triangulation. To select the next face at each step, Visibility Walk chooses the �rst
edge of the current triangle such that the point lines on the halfspace supported by that
edge not containing any other point of the current triangle (see Figure 3.2.) Visibility walk
is memoryless and deterministic, and succeeds in all Delaunay triangulations, since no
triangle is visited more than once [40, 53]. In more general triangulations the algorithm
may visit triangles multiple times [48]. The algorithm extends easily to triangulations in
higher dimensions. The worst-case analysis for Visibility Walk in Delaunay triangula-
tions is Θ(nf ), though it has long been conjectured that the average-case complexity for
Visibility Walk for n uniformly random points in a unit d-ball is Θ( |zq |n1/d ) in expecta-
tion [38, 39, 48, 49]. Zhu [116] gave a tentative proof for this with a polylogarhimic factor,
though unfortunately the proof given assumes that each successive step in the walk pro-
cess may be treated independently from the history of the process, which may be shown to
be false by counter-example. Thus the proof must be considered false until this problem
can be repaired. Ultimately, it is this dependence property that makes the average-case
analysis of visibility-type walking algorithms particularly challenging.
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Stochastic Visibility Walk

Similarly to Compass Walk, Visibility Walk can be made to succeed almost surely (with
probability 1) on any triangulation by choosing amongst the possible ‘ways on’ at each
step at random, a fact which was demonstrated by Devillers et al. [48]. The authors also
show that the worst-case complexity for stochastic visibility walk on arbitrary planar tri-
angulations has expectation of at least Ω(2 3√n ). For Delaunay triangulations, the same
bounds and conjectures follow as in the case of standard deterministic Visibility Walk
given above.

3.5 Orientation-based walks

In the context of point location, most walking algorithms are implemented using orienta-

tion predicates. These predicates take as input the face of a simplex in a triangulation and
a point, and then return Visible, Not-Visible or Colinear, depending on the con�gura-
tion of the points (see Figure 3.2.) In practice, this is implemented by the computation of
the sign of the determinant for a d × d matrix, for the case in Rd [48].2 It is possible to
construct a directed graph so that every orientation-based walk gives a path in that graph.
This was �rst introduced by Devillers et al. [48], as the visibility graph. We shall refer to
the same concept as the walk graph in order to avoid name clashes with other similarly
named concepts.

De�nition 3.1 (Walk Graph). Let X ⊂ Rd be a set of points in general position with a tri-
angulation T(X), and choose a �xed destination point q ∈ Conv(X). We then use W(X,q)
to denote the directed graph with nodes given by the simplices of T(X) and directed arcs,

σ −→ σ . neighbour(i ) ⇐⇒ Orientation(σ . face(i ),q)) = Visible.

It will be convenient to ensure that every node of the walk graph (contained in the convex
hull of X) has the same degree. To do this, we augment W(X,q) with an ‘in�nite node’
σ∞ which has a directed arc connecting σ∞ to every simplex touching the convex hull of
Del(X).

Remark 3.2. De�nition 3.1 is more restrictive than strictly necessary, though this de�nition
will allow us to spend less time on small technicalities which do not signi�cantly impact
our results.

Since it is known that every path that follows edges using the visibility property will
always terminate with the triangle containing the destination point [40, 53], the walk
graph must be acyclic. A simple way to prove this in R2 is to use the circle power and some
simple geometry. Whilst this trick is colloquially known, it does not seem to appear in the
literature. We thus reproduce a possible proof along these lines below.

De�nition 3.3 (Circle power). Given a circle centred at z with radius r and a point q; the
circle power of q relative to the circle is given by |zq |2 − r 2. Simple geometry may then be
used to show that the circle power can also be computed by tracing an arbitrary line from

2Libraries such as Cgal provide functions to compute these exactly, ensuring robustness.
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q

Figure 3.3 – An illustration of the Walk Graph for the Delaunay triangulation of a set
of points in R2. The arrows represent the orientations through each of the edges of the
triangulation and together form a graph which is combinatorially equivalent to the Voronoi
tessellation. The points in each triangle are not chosen to be the Voronoi centres since it
makes the illustration more clear.

q, to intersect the circle at two points p, p ′ (which may be the identical). The circle power
is then given by |zq | · |qp ′ | (with negative sign if the point q is contained within the circle)
a simple geometric argument can be used to show that this is independent of the choice
of the line. An example is given in Figure 3.4.

Lemma 3.4. Consider two overlapping circles arranged as in Figure 3.5, and let e be the line
segment between their two points of intersection. Let p be one of the end points of e and let

α be the angle between e and the line pq, for q an arbitrary point. Then the change in circle

power between the two circles relative to q (when moving towards q) is 2` sinα |pq |.

Proof. LetA be the length of the line segment which overlaps the interior of the �rst circle,
and B be the length of the line segment overlapping the interior of the second circle (see
Figure 3.5). We assume that the segments represented by A and B are non-overlapping,
if this is not the case the computations must be modi�ed accordingly. Pleasingly, it turns
out that the stated result holds verbatim, independently of the arrangement of the circles
and the choice of q; including when q is on the interior of one of the circles. We shall omit
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p

p′

z q
r

Figure 3.4 – The circle power of a point q relative to the circle centred at z of radius r is
|qz |2 − r 2 ≡ |qp | · |qp ′ | (where the right side is given negative sign if q is contained within
the circle).

α

`
q

e

p
B

A

Figure 3.5 – The change in circle power relative to q when moving between two overlap-
ping circles is 2` sinα |pq |, and is thus independent of the radii.

`

α

` sinα

Figure 3.6 – The length of the line intersecting the interiors of both circles is 2` sinα .
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the proofs for these cases since they use the same ideas. Observe that the change in circle
power when moving across the edge is now given by

|pq |( |pq | +A) − |pq |( |pq | − B) = |pq |(A + B). (3.1)

To calculateA+B, we refer to Figure 3.6. Basic trigonometry gives us thatA+B = 2` sinα
(for the case when A and B are overlapping, this becomes A − B = 2` sinα by similar
arguments). �

Theorem 3.5. Suppose that T(X) is the Delaunay triangulation, then:

1. The graphW(T(X), ·) is acyclic.

2. Any navigation in the graphW(T (X),q) must eventually terminate with the face con-

taining the destination point q.

Proof. Note that we may only walk across edges of the triangulation satisfying the visi-
bility property. If the triangulation is Delaunay, then moving across an edge means the
circumcentre of the new face is on the same side of the edge as the destination. Referring
to Lemma 3.4, it is then not hard to see that this implies that α ∈ (0,π ), so the circle power
when traversing an edge is always strictly decreasing and W has no loops. To see that the
walk never gets stuck before reaching q, observe that by Lemma 6.2, only one node in W
has out-degree 0, and this is the face containing q. �

Walking the walk graph

Given the de�nition of the walk graph, Stochastic Visibility Walk may now be de�ned sim-
ply as a random walk on the walk graph which chooses between with multiple out-going
arcs by selecting an arc uniformly at random. Straight Walk may also be implemented in
terms of orientation predicates. Devillers et al. [48] explicitly give an algorithm for imple-
mented Straight Walk which requires exactly two orientations per triangle intersecting
the line segment between start and end points.

Often, orientation-based algorithms can be very simple to implement. Notably, the
pseudo-code listed below only requires a small number of modi�cations before it could be
used for point location in a computational library such as Cgal. We discuss these details
later in Section 3.6.

Deterministic-Visibility-Walk(σ ,q)
1 while true
2 for i = 0 to d
3 if orientation(σ . face[i],q) = Visible
4 σ = σ . neighbour[i]
5 break
6 return σ

An implementation of Visibility Walk such as this has been observed to exhibit very good
performance in practice. In simulation studies, it has repeatedly been observed to be
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faster than other walking strategies for point location in triangulations such as Straight
Walk [38, 39, 48]. The performance of these orientation-based walks may even be im-
proved even further using tricks such as ‘remembering’ the previous face visited in order
to potentially avoid performing an orientation that has already been computed (we call
this Remembering Visibility Walk) and ‘termination guessing’, which reduces the number
of orientations by assuming the last orientation to be performed in a simplex always suc-
ceeds for a certain number of steps (this works since the last orientation only ‘fails’ once
the destination has been reached.) Examples of these techniques given in Kolingerová [77]
and De Castro and Devillers [38] report up to 40% speed improvements for planar Delau-
nay point location using these techniques. Straight Walk, meanwhile, is tricky to imple-
ment correctly due to di�culties dealing with degeneracies [48]. It is for these reasons that
a disparity has arisen between the algorithms used in theoretical papers involving walk-
ing algorithms and algorithms used in simulation studies [38, 39]. Since Straight Walk has
strong average-case guarantees, it is very often used to gain bounds on algorithms using
walking algorithms. For simulations though, authors tend to use Visibility Walk since
the paths taken tend to be quite similar, but the timings tend to be better. Resolving this
question would thus have practical implications to research in this area. Unfortunately
though, the dependence properties induced by the graphs makes probabilistic analysis
di�cult. Correctly dealing with dependence between steps requires some care. We make
the following conjecture.

Conjecture 3.6. De�ne P(σ ,q) to be the set of all paths in the walk graph W(Del(X),q)
leaving a simplex σ ∈ Del(X). Then for a collection X ⊂ Rd of n points generated by a

uniform Binomial process in a compact convex region D, and a constantC ∈ R+ (which may

depend on d),

� *
,

sup
σ ∈Del(X), q∈D

sup
{

|w |

|z (σ ) − q | · n1/d + logd n
: w ∈ P(σ ,q)

}
≥ C+

-
−→
n→∞

0

In particular, we conjecture that in the limit as n tends to in�nity, there is no path
in the walk graph that visits a number of simplices which is more than a constant times
the distance between the centre of the �rst simplex and the destination (as long as the
walk is longer than some minimum length). Since this conjecture involves all possible
orientation-based walks, an easy corollary of this result would be to give similar average-
case bounds for all variants of Compass Walk, Straight Walk, all variants of Visibility
Walk and Pivot Walk (which we introduce in Chapter 6) when applied to the Delaunay
triangulation. This follows since a unique path in the walk graph can be associated with
each of these algorithms (for compass walking strategies, this is a consequence of the same
techniques used in Chapter 6.) We are as yet unable to prove this speci�c result, however
in Chapter 5, we prove the same kind of bound for a walking strategy which shares many
similarities with Greedy Walk.

3.6 Robustness

When implementing walking strategies, as with many geometric algorithms, it is impor-
tant to consider the possibility that algorithms will fail due to rounding errors because of
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inexact arithmetic. This problem is most apparent when the locations of the vertices are
deterministically �xed, such as in point location. It is known that robustness problems
can lead to even provably correct algorithms failing due to rounding errors [114]. Various
techniques exist to combat this problem, including lazy evaluation and �ltered arithmetic
kernels [46, 115]. Clearly these techniques can result in non-negligible overheads, and so
a good way to improve software performance is to reduce the number of computations
requiring exact arithmetic. This is an option we consider in Chapter 6.

3.7 Other graph navigation problems

In limiting ourselves to navigations of graphs which may be associated with subdivisions
of space, we have implicitly ruled out a number of related results. In particular, for the
related problem of navigation in the plane, several probabilistic results exist; for example
Bonichon and Marckert [11] and Bordenave [13]. In this context, the input is a set of
vertices in the plane along with an oracle that can compute the next step given the current
step and the destination inO (1) time. Although the steps are also dependent in these cases,
the case of Delaunay triangulations we treat here is more delicate because of the geometry
of the region of dependence implied by the Delaunay property. Other related problems
which we do not consider include the famous results by Kleinberg [73], [74] involving
decentralised routing and the Small world phenomenon. These results are usually based
on the Watts-Strogatz model, which is a grid of nodes which are aware of their positions
augmented with a number of random ‘shortcut’ paths. Notably, the shortcut edges means
this graph doesn’t fall into our study of graphs which may be embedded as subdivisions.
In addition, The very regular nature of the graph removes the complicated dependence
properties that may be found in the case of random points connected by geometric graphs
which we consider. More general results in a similar vein have been given in the context of
a Poisson point process based model by Franceschetti and Meester [55]. Finally, we remark
that research has also been done in order to use virtual coordinates to enable geometric
routing in more broad classes of network topology, by choosing coordinates for nodes
speci�cally to allow routing using certain algorithms [5, 75, 91, 95, 100].

3.8 Analysis of Straight Walk

Straight Walk is unusual amongst other navigation algorithms in that has been formally
analysed in the average-case setting for the case of random Delaunay triangulations. The
average-case analysis of Straight Walk is somewhat simpli�ed because the number of
steps required reduces to counting the number of cells intersecting a �xed line. The �rst
average-case result related to this algorithm was proved by Devroye et al. [50], in which
they demonstrate that Straight Walk requires O (

√
n ) steps in expectation when applied

to a random pair of query and initial point amongst n uniform points in a square. This
work extended a previous result by Bose and Devroye [14]. In this paper the authors also
provide analysis for di�erent ways to choose the �rst face for point location strategies.
The analysis was later extended by Mücke et al. [92] to give a bound in R3, although with
a polylogarithmic factor. Bose and Devroye [15] later wrote a paper bounding the stab-
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bing number of the Delaunay triangulation, bounding the maximum number of edges in
a random planar Delaunay triangulation intersecting a line crossing a bounded domain,
which they call the Stabbing Number. The results given in this paper can be used to obtain
a bound on the maximum number of steps needed by any run of Straight Walk ofO (

√
n ),

for a particular realisation of a random Delaunay triangulation in the plane. More recent
work by Rossignol and Pimentel [103] then allows one to obtain the same maximum for
higher dimensions, by giving a bound on the stabbing number in Rd , d ≥ 2. We remark
that the original paper addressing the complexity of Straight Walk given by Devroye et al.
was achieved directly in the Binomial setting, using a bound on the Vapnik–Chervonenkis
(VC) dimension to deal with di�culties arising due to dependence. Later results achieved
by Rossignol et al. were obtained by applying the tools of percolation theory, in particular
by generalising the study of Greedy Lattice Animals �rst introduced by Cox et al. [35].

In the following, we provide a simple alternative proof to bound the expected number
of simplices visited by Straight Walk between two �xed points, away from the boundary.
With a small argument to deal with the boundary and by applying the concentration in-
equality by Janson introduced in Theorem 2.27, it is possible to extend this bound to cover
all possible walks. We use this technique in Chapter 5 for the bounds on Cone Walk.

Theorem 3.7. Let X be a Binomial process with intensity 1 in Rd . Then the number of

simplices, N visited by the Straight Walk algorithm to travel between the �xed points 0 and

(`,0, . . . ,0) is

�[N ] ≤ ` · κd · d! · n1/d . (3.2)

Proof. Consider the space Rd with a Poisson point process, X having intensity measure
λd , the d-dimensional Lebesgue measure. We now upper bound the number of (d + 1)-
simplices that intersect a �xed line segment, Lwith end points at the origin and (`,0, · · · ,0).
We observe that if a simplex intersects L, then its circumball must also intersect L. This
gives us an upper bound as follows. Let B (x0,x1, . . . ,xd ) denote the circumball of the d +1
points x0,x1, . . . ,xd , and let N be the number of simplices intersecting the line. Applying
the Slivnyak-Mecke formula (Theorem 2.22) and a Blaschke-Petkantschin type transfor-
mation (Theorem 2.24), we obtain

�[N ] ≤ 1
(d + 1)! �



∑
x0:d ∈Xd+1

,

1(x0, ...,xd )∈Del(X) 1B (x0, ...,xd )∩L,∅


=

1
(d + 1)!

∫
(Rd )d+1

� ((x0, . . . ,xd ) ∈ Del(X ∪ {x0, . . . ,xd })) 1B (x0, ...,xd )∩L,∅ dx0:d

applying the transformation and integrating out constants gives

≤
κd+2
d

(d + 1)

∫
Rd

∫ ∞

0
exp(−κd · rd )rd

2−11 |zL | ≤r drdz
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by Fubini’s theorem

≤ `
κd+3
d

(d + 1)

∫ ∞

0
rd

2+d−1 exp(−κd · rd )dr

≤ ` ·
κd

(d + 1) Γ(d + 1).

Assuming d ≥ 2. �

Remark 3.8. The same result in the Binomial setting then follows directly from the depois-
sonisation result in Section 2.5.
Remark 3.9. The constants we give in Theorem 3.7 may be tightened up signi�cantly by
taking a little more care over the upper bounds used in the proof. These constants may be
computed explicitly using the results in Schneider and Weil [104][Chapter 3].
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Chapter4
Maximum degree for Poisson
Delaunay in a smooth convex

In this chapter we give an approximate bound on the maximum degree of a Delaunay tri-
angulation in the plane. This bound is required later in Chapter 5 to bound the complexity
of Cone Walk when approaching the boundary.1 Let X be a homogeneous Poisson pro-
cess on the entire Euclidean plane with intensity 1. In this case, Bern et al. [6] give a proof
that the expected maximum degree of any vertex of the Delaunay triangulation Del(X)
falling within the window [0,

√
n ]2 is Θ(logn/ log logn). Whilst such a bound is very

useful in the analysis of geometric algorithms, it has a shortcoming in that it implicitly
avoids dealing with the boundary e�ects that occur when considering points distributed
within bounded regions. When considering such bounded regions, it can be observed that
the degree distribution is signi�cantly skewed near the boundary, with the majority of the
vertices on or near the convex hull having a much higher degree than the global aver-
age. It is therefore not altogether trivial that the maximum degree should still be bounded
polylogarithmicly when the considering a triangulation of random points in a bounded
convex. In this chapter, we show that this indeed the case for the speci�c case of a smooth
compact convex, D ⊂ R2. The strong bounds we derive here will be important later when
analysing the complexity of the Cone Walk algorithm in Chapter 5. In the following we
assume without loss of generality that λ2 (D) = 1. Let Dn :=

√
n D; then Dn has area n

and diameter at most c2 ·
√
n, for a constant c2 ∈ R+. Let X now be a planar Poisson point

process of intensity 1 restricted to Dn , so that in expectation we have �[X(D)] = n. Let
δX (x ) denote the degree of x ∈ X in Del(X).

Theorem 4.1. Let D be a smooth compact convex in R2
of unit area and let X be a Poisson

point process of intensity 1 in

√
n D. Then for any ε > 0, we have for n su�ciently large,

�

(
max
x ∈X

δX (x ) ≥ log2+ε n

)
≤ exp

(
− log1+ε/4 n

)
. (4.1)

1This chapter forms part of a paper written in collaboration with Nicolas Broutin and Olivier Devillers,
and is currently out for review [24]
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4. Maximum degree for Poisson Delaunay in a smooth convex

x
log1+ξ n

c1
√
log n ≤ L ≤ c2 ·

√
n

α

R1

B(x,
√
2 log1+ξ n)

∂Dn R0

M

R2

B(x, log1+ξ n)

β

Figure 4.1 – The construction to bound the maximum degree of a vertex near the boundary.
The pink shaded circular sectors are each conditioned to contain at least one point. In this
case, no Delaunay neighbour to the right of x can lie outside of the outer shaded region.

De�ne ‖Ax ‖ := inf {
‖xy‖ : y ∈ A} and let ∂D denote the boundary of D. Note that

since our proof is concerned with asymptotic limits as n tends to in�nity, the smoothness
of D ensures that the boundary ∂D appears locally to be a ‘straight line’ relative to any
collection of o(

√
n ) points. Our proof will follow by considering two cases. For the �rst

case, we consider all points x ∈ X satisfying ‖∂Dnx ‖ ≤
√

logn and bound the number of
neighbours of x in Del(X) to one side of x ; doubling the result and the end for the �nal
bound (See Figure 4.1). To begin, we trace a ray from x to the point y ∈ ∂Dn minimising
‖xy‖; we refer to this as R0. Next, we construct a new ray, R1 exiting x such that the area
enclosed by R0, R1 and ∂Dn is log1+ε n; we let S0 denote this region. (See Figure 4.1.) For
n large enough, the angle between the rays R0 and R1 is smaller than π

2 +
π
12 . In addition,

the length of R1 is upper bounded by the diameter of Dn ≤ c2
√
n and lower bounded by

c1
√

logn for c1 =
1
2 since R0 is not longer than

√
logn by assumption.

We now de�ne a determinstic process that �nishes as soon as one of the regions (which
we de�ne shortly) is totally contained within a disc of radius log1+ε n centred at x . At each
step i , we look at the ray Ri−1 and then grow a sector of a circle with area log1+ε n, and
of radius 1/

√
2 · |Ri−1 |, where |Ri | is the length of the ith ray. The sector of radius |Ri+1 |

de�ned by the rays Ri and Ri+1 is denoted by Si . Thus the internal angle of each new
sector is exactly twice that of the previous one. For each sector apart from the �rst, we
add a ‘boundary’ (shaded blue in Figure 4.1) which extends the each sector to the length
of the sector proceeding it: let Qi be the cone delimited by the rays Ri and Ri+1, and of
radius |Ri |. Let I be the index of the �rst ray Ri for which |Ri | ≤

√
2 log1+ε n, so that

the last of this decreasing sequence of sectors is SI−1. Finally, we add a sector SI directly
opposite R0 within a ball of radius log1+ε n. We choose its internal angle β so that its area
is log1+ε n.

We now proceed to showing that each circular sector enclosed by two adjacent rays
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contains a point with high probability and that when this event occurs, we have a bound
on the region of points that may be a neighbour to x in Del(X).

Lemma 4.2. Let α be the angle between the �nal ray RI and the edge of the sector SI+1
opposite R0. Then, for n large enough, α is positive. This implies that the sectors Si , 0 ≤ i ≤ I
are disjoint.

Proof. No angle between any two rays may exceed 2β = 4π log−(1+ε ) n since the area of
a every sector is log1+ε n, and the minimum circular radius of a sector is 1/

√
2 · log1+ε n.

Also, the angle between the last ray RI and R1 is smaller than

∞∑
j=0

2β
2 j ≤ 4β .

Since for n large enough, the angle R0R1 is smaller than π
2 +

π
12 we obtain

α ≥
π

2 −
π

12 −
β

2 − 4β

which is positive for n large enough. �

The construction given will now de�ne a deterministic region containing all neigh-
bours of a point given conditions that hold with high probability. Let M ⊂ R2 be de�ned
by

M := B
(
x ,
√

2 log1+ε n
)
∪

I⋃
i=1

Qi . (4.2)

Thus, M is the union of all the (pink or blue) shaded regions in Figure 4.1.

Lemma 4.3. Suppose that every for every 0 ≤ i ≤ I + 1, we have |X ∩ Si | > 0, and that the
axes are rotated so that R0 is in exactly in the direction of the y-axis. Then every neighbour

of x in Del(X) having positive x-coordinate of must lie inM .

Proof. Any neighbour y of x in Del(X) must have a circle not containing any point of X
that touches both x and y. Let y < M . Since y has positive x-coordinate, it is easy to
see that any circle touching both x and y must also fully contain one of the sectors Si ,
0 ≤ i ≤ I , in pink in Figure 4.1 (see dotted circles in Figure 4.1). By assumption, each Si ,
0 ≤ i ≤ I contains at least one site of X, so that no circle touching both x and y can be
empty, and y cannot be a neighbour of x in Del(X). �

Lemma 4.4. For any ε > 0 and n large enough,

�

(
max

{
δX (x ) : x ∈ X, ‖∂Dn x ‖ ≤

√
logn

}
≥ log2+3ε n

)
≤ 2 exp

(
− log1+ε n

)
.
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4. Maximum degree for Poisson Delaunay in a smooth convex

Proof. Letx0 be chosen uniformly at random among the points ofXwithin distance
√

logn
of ∂Dn . Note that if there is no such point, then we may de�ne

max
{
δX (x ) : x ∈ X, ‖∂Dn x ‖ ≤

√
logn

}
:= 0.

Let Ax0 be the event that no (pink) sector Si , 0 ≤ i ≤ I about x0 is empty and let Bx0 be
the event that no sector Si , 0 ≤ i ≤ I about x0 contains more than log1+2ε n points (see
Figure 4.1). Given that the number of sectors I + 2 about x0 is deterministically bounded
by π

6 log1+ε n ≤ n (for n large enough), we have by the union bound that the probability
that

�(Ac
x0 ) ≤ n · exp

(
− log1+ε

)
and �(Bcx0 ) ≤ n · exp

(
− log1+2ε n

)
.

Conditional onAx0 andBx0 occurring, we may count the number of points that could possi-
bly be Delaunay neighbours of x0. This includes all points in the at most π6 log1+ε n sectors,
each containing at most log1+2ε n points (conditional on Bx0 ). We also add all the points
not contained within any sector, but lying within the circle of radius

√
2 log1+ε about x0

(shaded blue in Figure 4.1). Lemma 2.25 may now be applied to show that this region con-
tains no more than 2π log2+3ε n points with probability bounded at most exp(− log2+3ε ).
Putting these together and applying the union bound we have

�

(
max

{
δX (x ) : x ∈ X, ‖∂Dn x ‖ ≤

√
logn

}
> log2+3ε n

)
≤ 2n · �

(
δX (x0) > log2+3ε n

)
+ �

(
|X| > 2n

)
≤ 2 exp

(
− log1+ε n

)
,

for n su�ciently large. �

The second case of our proof is much simpler, since it su�ces to bound the maximum
distance between any two Delaunay neighbours, and then count the maximum number of
points falling within this region.

Lemma 4.5. For any ε > 0 and n large enough,

�

(
max

{
δX (x ) : x ∈ X, ‖∂Dn x ‖ >

√
logn

}
≥ log2+ε n

)
≤ exp

(
− log1+ε/3 n

)
.

Proof. Let x0 ∈ X be chosen uniformly at random among the points of X at distance more
than

√
logn from ∂Dn . Again, note that if there is no such point, we will take

max
{
δX (x ) : x ∈ X, ‖∂Dn x ‖ >

√
logn

}
:= 0. (4.3)

If x0 is well-de�ned, any neighbour of x0 in Del(X) outside of the ball B (x0,1/2 log1/2+ε n)
implies the existence of large region of Dn that is empty of points of X. By adapting the
proof of Lemma 5.20 and using Lemma 5.11, the probability that such a neighbour exists
may be bounded by exp(− log1+ε n). We omit the details.
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We now upper bound the number of points that may fall within this ball. Split the
domain into a regular grid with cells of side length 1/2 · log1/2+ε n. The probability that
any of these grid cells contains more than log2+ε/3 points is bounded by exp(− log2+2ε n)
for large n, and our ball may intersect at most four of these, so the degree of x0 in Del(X)
is bounded by 4 log2+2ε n with probability 2 exp(− log1+ε n) in this case. The result follows
from the union bound, just as in Lemma 4.4. �
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Chapter5
Cone Walk

In this chapter we give a new deterministic planar graph navigation algorithm which we
call Cone Walk that succeeds on any Delaunay triangulation and produces a path which
is 3.7-competitive.1 We provide a detailed average-case analysis for Cone Walk, demon-
strating that it is e�cient even for queries near the boundary of the domain. We brie�y
underline the fact that our algorithm has been designed for theoretical demonstration,
and we do not claim that it would be faster in a practical sense than, for example, Greedy
Walk or Visibility Walk. On the other hand, direct comparisons would perhaps be unfair,
since GreedyWalk is notO (1)-competitive on the Delaunay triangulation [16] whereas we
prove that Cone Walk is; and Straight Walk is not memoryless in any sense, whilst Cone
Walk is localised in the sense given by Theorem 5.1. The theorems that follow provide a
detailed understanding for the average-case analysis of Cone Walk.

Let D be a smooth convex domain of the plane with area 1, and write Dn :=
√
nD for

its scaling to area n. For x ,y ∈ D, let ‖xy‖ denote the Euclidean distance between x and y.
Under the hypothesis that the input is the Delaunay triangulation of n points uniformly
distributed in a convex domain of unit area, we prove that, for any ε > 0, our algorithm
is O (log1+ε n)-memoryless with probability tending to one. In the case of Cone Walk, this
is equivalent to bounding the number of neighbourhoods that might be accessed during a
step, which we deal with in the following theorem.

Theorem5.1. LetXn := {X1,X2, . . . ,Xn } be a collection ofn independent uniformly random

points inDn . For z ∈ Xn and q ∈ Dn , letM (z,q) be the maximum number of neighbourhoods

needed to compute every step of the walk. Then, for every ϵ > 0,

�

(
∃z ∈ Xn ,q ∈ Dn : M (z,q) > log3+ϵ n

)
≤

1
n
.

1This work was completed in collaboration with Nicolas Broutin and Olivier Devillers. An extended
abstract of the work was published in the AofA conference in 2014. The full version has been submitted to
Random Structures and Algorithms, and is awaiting review [23].
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5. Cone Walk

In particular, as n → ∞,

�


sup

z∈Xn,q∈Dn

M (z,q)

= O (log3+ϵ n),

for every ϵ > 0.

Also with probability close to one, we show that the path length, the number of edges
and the number of vertices accessed are O ( ‖zq‖ + log6 n ) for any pair of points in the
domain. We formalise these properties in the following theorem.

Theorem 5.2. Let Xn := {X1,X2, . . . ,Xn } be a collection of n independent uniformly ran-

dom points in Dn . Let Γ(z,q) denote either the Euclidean length of the path generated by the

Cone Walk from z ∈ Xn to q ∈ Dn , its number of edges, or the number of vertices accessed by

the algorithm when generating it. Then there exist constants CΓ,D depending only on Γ and

on the shape of D such that, for all n large enough,

�

(
∃z ∈ Xn , q ∈ Dn : Γ(z,q) > CΓ,D · ‖zq‖ + 4(1 +

√
‖zq‖) log6 n

)
≤

1
n
.

In particular, as n → ∞,

�

[
sup

z∈Xn, q∈Dn

Γ(z,q)

]
= O (

√
n ).

Finally, we bound the number of steps required by the algorithm, which we denote
T (z,q).

Theorem5.3. LetXn := {X1,X2, . . . ,Xn } be a collection ofn independent uniformly random

points in Dn . Then in the RAM model of computation, there exists a constant C depending

only on the shape of D and the particular implementation of the algorithm such that for all

n large enough,

�

(
∃z ∈ Xn , q ∈ Dn : T (z,q) > C‖zq‖ log logn +

(
1 +

√
‖zq‖

)
log6 n

)
≤

1
n
.

In particular, as n → ∞,

�

[
sup

z∈Xn, q∈Dn

T (z,q)

]
= O (

√
n log logn ).

Remark 5.4. The choice of the initial vertex is never discussed. However, previous results
show that choosing this point carefully can result in an expected asymptotic speed up for
any graph navigation algorithm [92].
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5.1. Algorithm and geometric properties

Stopper z′

Disc(z, q, r)

z q

Intermediate vertices

Cone(z, q, r)

r

π
8

Figure 5.1 – Choosing the next vertex.

Layout of the chapter

In Section 5.1, we give a precise de�nition of the Cone Walk algorithm and prove some
important geometric properties. In Section 5.2, we begin the analysis for the Cone Walk
algorithm applied to a homogeneous planar Poisson process. To avoid problems when
the walk goes close to the boundary, we provide an initial analysis which assumes that
the points are sampled from a disc with the query point at its centre. This analysis is
then extended to arbitrary query points in the disc and also to other convex domains in
Section 5.3. In Section 5.4, we prove estimates about an auxiliary line arrangement which
are crucial to proving the worst-case probabilistic bounds in Theorems 5.1 and 5.3. Finally,
we compare our �ndings with computer simulations in Section 5.5.

5.1 Algorithm and geometric properties

We consider the �nite set of sites in general position (which we recall means that no
three points are co-linear, and no four points are co-circular), X ⊂ R2 contained within a
compact convex domainD ⊂ R2. We also recall that Del(X) is used to denote the Delaunay
triangulation of X, which is the graph in which three sites x ,y,z ∈ X form a triangle if
and only if the disc with x ,y and z on its boundary does not contain any site in X. Given
two points z,q ∈ R2 and a number r ∈ R we de�ne Disc(z,q,r ) to be the closed disc whose
diameter spans z and the point at a distance 2r from z on the ray zq. Finally, we de�ne
Cone(z,q,r ) to be the sub-region of Disc(z,q,r ) contained within a closed cone of apex z,
axis zq and half angle π

8 (see Figure 5.1).

The Cone Walk algorithm

Given a site z ∈ X and a destination point q ∈ D, we de�ne one step of the Cone Walk
algorithm by growing the region Cone(z,q,r ) anchored at z from r = 0 until the �rst point
z ′ ∈ X is found such that the region is non-empty. Once z ′ has been determined, we refer
to it as the stopper. We call the region Cone(z,q,r ) for the given r a search cone, and we
call the associated disc Disc(z,q,r ) the search disc (see Figure 5.1). The point z ′ is then
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5. Cone Walk

selected as the anchor of a new search cone Cone(z ′,q, ·) and the next step of the walk
begins. See Figure 5.2 for an example run of the algorithm.

To �nd the stopper using only neighbour incidences in the Delaunay triangulation,
we need only access vertices in a well-de�ned local neighbourhood of the search disc.
De�ne the points X ∩ Disc(z,q,r ) \ {z,z ′} to be the intermediate vertices. The algorithm
�nds the stopper at each step by gradually growing a disc anchored at z in the direction
of the destination, adding the neighbours of all vertices in X intersected along the way.
This is achieved in practice by maintaining a series of candidate vertices initialised to the
neighbours of z and selecting amongst them the vertex de�ning the smallest search disc
at each iteration. Each time we �nd a new vertex intersecting this disc, we check to see if
it is contained within Cone(z,q,∞). If it is, this point is the next stopper and this step is
�nished. Otherwise the point must be an intermediate vertex and we add its neighbours
to the list of candidate vertices. This procedure works because the intermediate vertex
de�ning the next largest disc is always a neighbour of one of the intermediate vertices
that we have already visited during the current step (see Lemma 5.6).

We terminate the algorithm when the destination q is contained within the current
search disc for a given step. At this point we know that one of the points contained within
Disc(z,q,r ) is a Delaunay neighbour of q in Del(X ∪ {q}). We can further compute the
triangle of Del(X) containing the query point q (point location) or �nd the nearest neigh-
bour of q in Del(X) by simulating the insertion of the point q into Del(X) and performing
an exhaustive search on the neighbours of q in Del(X ∪ {q}).

We will sometimes distinguish between the visited vertices, which we take to be the
set of all sites contained within the search discs for every step and the accessed vertices,
which we de�ne to be the set of all vertices accessed by the Cone-Walk algorithm. Thus
the accessed vertices are the visited vertices along with their 1-hop neighbourhood.

The pseudo-code below gives a detailed algorithmic description of the Cone-Walk
algorithm. We take as input some z ∈ X, q ∈ D and return a Delaunay neighbour of
q in Del(X ∪ {q}). Recalling that neighbours1 (v ) refers to the Delaunay neighbours of
v ∈ Del(X) and additionally de�ning Next-Vertex(S ,z,q) to be the procedure that re-
turns the vertex in S with the smallest r such that Disc(z,q,r ) touches a vertex in S and
In-Cone(z,q,y) to be true when y ∈ Cone(z,q,∞).
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5.1. Algorithm and geometric properties

Cone-Walk(z,q)
1 Substeps = {z}
2 Candidates = neighbours1 (z)
3 while true
4 y = Next-Vertex(Candidates ∪ {q},z,q)
5 if In-Cone(z,q,y)
6 if y = q
7 // Destination reached.
8 return Next-Vertex(Substeps,q,z)
9 // y is a stopper

10 z = y
11 Substeps = {z}
12 Candidates = neighbours1 (z)
13 else
14 // y is an intermediate vertex.
15 Substeps = Substeps ∪ {y}
16 Candidates = Candidates ∪ neighbours1 (y) \ Substeps

Path Generation

We note that the order in which the vertices are discovered during the walk does not nec-
essarily de�ne a path in Del(X). If we only wish to �nd a point of the triangulation that
is close to the destination (for example, in point location), this is not a problem. However,
in the case of routing, a path in the triangulation is required to provide a route for data
packets. To this end, we provide two options that we shall refer to as Simple-Path and
Competitive-Path. Simple-Path is a simple heuristic that can quickly generate a path
that is provably short on average. We conjecture that Simple-Path is indeed competi-
tive, however we were unable to prove this. Competitive-Path is slightly more complex
from an implementation point of view, however we show that for any possible input the
algorithm will always generate a path of constant competitiveness whilst still maintain-
ing the same asymptotic behaviour under the point distribution hypotheses explored in
Section 5.2.

Simple-Path A simple way to generate a valid path is to keep a predecessor table for
each vertex. We start with an empty table at the beginning of each step, and then every
time we access a new vertex, we store it in the table along with the vertex that we accessed
it from. To trace a path back, we simply follow the predecessors.

Competitive-Path Let Zi for i > 0, be the ith stopper in the walk thus, Zi is the stopper
found at step i) and Z0 := z. For a path to be competitive, it should at least be locally

competitive: for each step, there should be a bound on the length of the path generated
between Zi and Zi+1, which does not depend on the points in the search disc. To con-
struct a path verifying this property, we use the fact that the stretch factor of the Delaunay
triangulation is bounded above by a constant, λ. This means that for any two sites x ,y,
there exists a path from x to y in the Delaunay triangulation for which the sum of the
lengths of the edges is at most λ‖xy‖. Currently the literature gives us that the stretch
factor is in [1.5932,1.998] [112, 113]. Clearly this implies that there exists a path between
Zi and Zi+1 with total length at most λ‖ZiZi+1‖, and this path cannot exit the ellipse
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5. Cone Walk

Ell(Zi ,Zi+1) := {x ∈ X : ‖xZi ‖ + ‖xZi+1‖ < λ‖ZiZi+1‖}. We use Dijkstra’s algorithm to
�nd the shortest path between Zi and Zi+1 which uses only vertices within Ell(Zi ,Zi+1).
The resulting path implicitly has stretch bounded by λ. We show in Lemma 5.5 that this
algorithm results in a bound for the competitiveness for the full path.

Lemma 5.5. Cone-Walk is 3.7-competitive when the Competitive-Path algorithm is used

to generate the path in Del(X)

Proof. Let Zi , Zi+1 be the stoppers of two consecutive steps de�ned by the algorithm.
The stretch factor bound guarantees that the path generated between Zi and Zi+1 has
length bounded by λ‖ZiZi+1‖, meaning that the longest path can have stretch at most
λ
∑τ−1

i=0 ‖ZiZi+1‖/‖zq‖ where τ is the number of steps in the walk. We bound this sum
by observing that ‖ZiZi+1‖ ≤ 2 cos π

8 · (‖Ziq‖ − ‖Zi+1q‖), which follows from Figure 5.8.
Finally, no path de�ned by the algorithm can be longer than

λ
τ−1∑
i=0
‖ZiZi+1‖ ≤ 2λ cos π

8

τ−1∑
i=0

(
‖Ziq‖ − ‖Zi+1q‖

)
≤ 2λ cos π

8 · ‖zq‖

Thus the path is c-competitive for c := 2λ cos π
8 ≤ 4 cos π

8 ≤ 3.7. �

Complexity

In this section we give deterministic bounds on the number of operations required to com-
pute Cone-Walk(z,q) within the RAM model of computation. In this model, accessing,
comparing and performing arithmetic on points is treated as atomic. We will use these
deterministic bounds to extract probabilistic bounds under certain distribution assump-
tions in Section 5.2. For now, we focus on a single step of the walk starting from y ∈ X,
and resulting in a disc with radius r . Let k be the number of points intersecting the disc
Disc(y,q,r ) andm be the number of edges in Del(X) intersecting ∂Disc(y,q,r ) (where we
use the notation ∂A to denote the boundary of A) .

We note that every intermediate vertex will add its neighbours to the list ofCandidates
when visited. Each of these insertions can be associated with a single edge of Del(X ) inter-
secting Disc(y,q,r ) (with multiplicity two for each ‘internal’ edge, since they are accessed
from both sides). By the Euler relation, the total number of such insertions for one step is
thus at most 3(m + 2k ). In addition, we observe that when moving from one intermediate
vertex to the next, a search in the list of Candidates is required. A simple linear search
requiresO (m+k ) operations for each intermediate vertex. Combining this with the above,
we achieve a bound of O (k (m +k )) operations for one step. This bound may be improved
by replacingCandidates with a priority queue keyed on the associated search-disc radius
of each candidate, which yields a simple improvement to O (k log(m + k )).

For the path generation algorithms, we observe that Simple-Path only requires a con-
stant amount of processing per vertex accessed to generate the predecessor table andO (k )
time to output the path at the end of each step, so the asymptotic running time is not af-
fected by its inclusion. Competitive-Path is slightly more complicated since it accesses
all points within an ellipse enclosing each search disc. Let k ′ be the number of points in
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qZ0

Z1 Z2 Z3

Z4

Zκ−1

R1

S1

Figure 5.2 – An example of cone walk. The points (Zi )i>0 are the stoppers (or sometimes,
the steps) and the points within each circle are the intermediate vertices. The shaded conic
regions are the cones, and the set of outer circles for each of the steps in the diagram is
referred to as the discs.

this ellipse along with their neighbours. The path is found by applying Dijkstra’s algo-
rithm to k ′ points, applying Euler’s relation gives us an updated bound for a single step of
O (k ′ logk ′).

Geometric properties

We now prove a series of geometric lemmata giving properties of steps in the walk. We
begin with a small lemma that will guarantee that we never get ‘stuck’ when performing
a search for the next step, thus demonstrating correctness of the algorithm. The following
two ‘overlapping’ lemmata allow us to establish which regions may be considered inde-
pendent in a probabilistic sense and will be important in Section 5.2. Finally we provide a
‘stability’ result, which will help us to bound the region in which a destination point may
be moved without changing the sequence of steps taken by the algorithm. This will be
important when we enumerate the number of di�erent walks possible for a given set of
input points.

Finding a Delaunay path within the discs

Lemma 5.6 (Path �nding lemma). Let q ∈ D, z ∈ X and y ′ ∈ X with associated disc

Disc(z,q,r ′). Suppose there exists an r > 0 such that (Disc(z,q,r ′) \ Disc(z,q,r ))∩X = {y ′}.
Then there exists a point in Disc(z,q,r ) that is a Delaunay neighbour of y ′.

Proof. Let γ ′ be the centre of Disc(z,q,r ′). We grow Disc(y ′,γ ′,ρ) ⊂ Disc(z,q,r ′) until we
hit a point w in X. The point w is always contained within Disc(z,q,r ) because z is on
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q
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w

Figure 5.3 – We observe that y ′ has always a Delaunay neighbour in Disc(z,q,r ), where r
is the radius ensuring y ∈ ∂Disc(z,q,r ).
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Figure 5.4 – For the proof of Lemma 5.8.

the border of Disc(z,q,r ). Since the interior of the Disc(y ′,γ ′,ρ) is empty,w is a Delaunay
neighbour of y ′. See Figure 5.3. �

Corollary 5.7. Letq ∈ D, z ∈ Xwithy ∈ X its associated stopper satisfyingy ∈ ∂Cone(z,q,r ).
Then there is a path of edges of Del(X) between z and y contained within Disc(z,q,r ).

Independence of the search cones

When growing a new search cone, it is important to observe that it does not overlap any
of the previous search cones, except at the very end of the walk. This is formalised by the
following lemma.

Lemma 5.8 (Non-overlapping lemma). Let z and y be two points of X and r > 0 such that

Cone(z,q,r ) has y on its boundary. If ‖zq‖ > (2+
√

2 )r then Disc(z,q,r ) does not intersect
the search cone Cone(y,q,∞) issued from y nor any other search cone for any subsequent

step of the walk.

Proof. Assume without loss of generality that y lies to the left of line zq and consider the
construction given in Figure 5.4. Let β denote the angle between the tangent to Disc(z,q,r )
at y and the ray bordering Cone(y,q,∞). Cone(y,q,∞) and Disc(z,q,r ) do not intersect
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Disc(z, q, r)

q

y

y′

ρ

Cone(y, q, ρ)

Disc(z, q, r) ∩Disc(y, q, ρ) ⊂ Cone(z, q, r)

Disc(y, q, ρ)

z

Cone(z, q, r)

Figure 5.5 – For the proof of Lemma 5.9.

provided that β ≥ 0. Placing y at the corner of Cone(z,q,r ) maximizes β , in which case
we have β > 0 if and only if q is to the right of z ′, the point symmetrical to z with respect
to the line through y perpendicular to zq. Elementary computations then yield the result.
Since the whole sequence of search cones following the one issued from y remains in
Cone(y,q,∞), Disc(z,q,r ) does not intersect any of these search cones, and the result
follows. �

Independence of the search discs

When growing the search disc region, the new search disc may overlap previous search
discs but only in their cone parts. This is formalised by the following lemma:

Lemma 5.9 (Overlapping lemma). Let z and y be two points such that Cone(z,q,r ) has y
on its boundary. Then if the search disc Disc(y,q,ρ) issued from y does not contain q, it does
not intersect Disc(z,q,r ) \ Cone(z,q,r ).

Proof. By symmetry we observe that Disc(y,q,ρ) only intersects the point y ′ (the point y
re�ected through the line zq) when the centre of Disc(y,q,ρ) coincides with q (See Fig-
ure 5.5). Since the algorithm terminates as soon as the current search disc touches q, q is
never contained within Disc(z,q,ρ) and thus this can never happen. �

Stability of the walk

In the following lemma we are interested in the stability of the sequence of steps to reach
q.

Lemma 5.10 (Invariance lemma). For an n-set X ⊆ R2
, there exists an arrangement of half-

lines Ξ = Ξ(X) such that the associated subdivision of the plane has fewer than 2n4
cells, and

such that the sequence of steps used by the Cone Walk algorithm from any vertex of X does

not change when the destination q moves in a connected component of R2 \ Ξ.
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z

s

Figure 5.6 – For the proof of Lemma 5.10. For a given step z, moving the destination in the
shaded sector will always result in the same stopper, s , being chosen for the next step.

Proof. Take a point z ∈ X and consider Sz , the set of all possible stoppers de�ned by
Cone(z,q,r ) for some q ∈ D and r > 0. Each s ∈ Sz de�nes a unique sector about z such
that moving a point in the given sector does not change the stopper (see Figure 5.6). We
then create an arrangement by adding a ray on the border of every sector for each point
z ∈ X. The resulting arrangement has the property that moving the destination point q
within one of the cells of the arrangement does not change the stopper of any step for any
possible walk. Clearly, |Sz | ≤ n − 1 for all z ∈ X, and each sector is bounded by at most
two rays, thus there are at most 2n(n − 1) rays in the arrangement. Since an arrangement
of m lines has at most m2+m+2

2 cells the result follows (see for example Matoušek [86, p.
127].) �

5.2 Cone Walk on Poisson Delaunay in a disc

Our aim in this section is to prove the main elements towards Theorem 5.3, which we go
on to complete in Section 5.3. Our ultimate goal is to prove bounds on the behaviour of
the Cone Walk for the worst possible pair of starting point and query when the input sites
are generated by a homogeneous Poisson process in a compact convex domain. Achieving
this requires �rst strong bounds on the probability that the walk behaves badly for a �xed
start point and query. One then proves the worst-case bounds by showing that to control
every possible run of the algorithm, it su�ces to bound the behaviour of the walk for
enough pairs of start and destination points; this relies crucially on the arrangement of
Lemma 5.10. We remark brie�y that the tail bounds required in the second stage of the
proof may not be obtained from Markov or Chebyshev’s inequalities together with mean
or variance estimates only, and we thus need to resort to stronger tools.

Our techniques rely on concentration inequalities [21, 51, 70, 88]. Most of the bounds
we obtain (for the number of steps κ and the number of visited sites) follow from a repre-
sentation as a sum of random variables in which the increments can be made independent
by a simple and natural conditioning. The bounds on the complexity of the algorithm
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5.2. Cone Walk on Poisson Delaunay in a disc

Cone-Walk are slightly trickier to derive because there is no way to make the increments
independent. For the sake of presentation, we introduce two simpli�cations which we
remove in Section 5.3. First, we start by studying the walk in the disc Dn of area n where
the query is at the centre. These choices for Dn and q ensure that for any z ∈ Dn and any
r ≤

√
n/π , we have Disc(z,q,r ) ⊂ Dn . Note that since the distance to the destination is

decreasing, the disc is precisely the e�ective domain where the walk from z and aiming
at q takes place. Next, we introduce independence between the di�erent regions of the
domain by replacing the collection of independent points Xn by a (homogeneous) Poisson
point process X and consider Del(X). Recall that a Poisson point process of intensity 1 is
a random collection of points X ⊂ Dn such that with probability one, all the points are
distinct, for any two Borel sets R,S ⊆ Dn , the number of points |X∩R | is distributed like a
Poisson random variable whose mean is the area λ2 (R) of R, and if R ∩ S = ∅ then |X∩R |
and |X ∩ S | are independent.

On many occasions, it is convenient to consider X conditioned to have a point located
at z ∈ D and we let Xz be the corresponding random point set. We recall that Slivnyak’s
theorem ensures that Xz \ {z} is distributed like X, so that one can take Xz = X ∪ {z}, for
X independent of z (see Theorem 2.20 Part (d).)

Notation

We establish the following notation (see Figure 5.2). Let Z := (Zi ,i > 0) denote the
sequence of stoppers visited during the walk with Z0 := z. Let Li = ‖Ziq‖ denote the
distance to the destination q. The distance Li is strictly decreasing and the point set X is
almost surely �nite, thus ensuring that the walk stops after a �nite number of steps κ, at
which point we have Zκ = q. For x > 0, we also let κ (x ) be the number of steps required
to reach a point within distance x of the query. Therefore i < κ (x ) if and only if Li > x .
The important parameters needed to track the location and progress of the walk are the
radius Ri such that Zi+1 ∈ ∂Cone(Zi ,q,Ri ), and the angle αi between Ziq and ZiZi+1.
Disc(Zi ,q,Ri ) may contain several points of X, let τi denote |Disc(Zi ,q,Ri ) \ {Zi ,Zi+1}∩X|
the number of such points and Ni the number of these points along with their Delaunay
neighbours.

In order to compute the walk e�ciently, the algorithm presented gathers a lot of in-
formation. In particular, we access all of the points in Disc(Zi ,q,Ri ) and their neighbours.
For the analysis, we want to keep the landscape as concise as possible, and so we de�ne a
�ltration which only contains the necessary information for the walk to be a measurable
process. Let F denote the information consisting of (the σ -algebra generated by) the lo-
cations of the points of X contained in ∪ij=0 Disc(Z j ,q,R j ). Finally, we shall write ωn to
denote a sequence satisfying ωn ≥ logn.

We often need to condition on the size of the largest empty ball within the process Xn .
This is dealt with in the following lemma.

Lemma 5.11. Let B (x,r ) denote the closed ball of radius r centred at x. Then ∀c > 0, ξ > 0,

�
(
∃x ∈ Dn : B

(
x ,c ω

1/2+ξ
n

)
∩ Xn = ∅

)
≤ exp

(
−ω

1+ξ
n

)
for n su�ciently large.
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5. Cone Walk

Proof. We have

�(∃x ∈ Dn : B (x ,c ω1/2+ξ
n ) ∩ Xn = ∅) ≤ �(∃B ∈ P : B ∩ Xn = ∅),

where P is any maximal packing of D with balls B of radius 1
2c ω

1/2+ξ
n centred in Dn . If the

radius of curvature of Dn is lower bounded by c ω
1/2+ξ
n (which happen for n large enough)

such a ball B contains a ball of radius 1
4c ω

1/2+ξ
n entirely inside Dn , For n large enough, any

such packing contains at most n balls and we have

�(∃x ∈ Dn : B (x ,c ω1/2+ξ
n ) ∩ Xn = ∅) ≤ n exp

(
−π 1

42

)
c2ω

1+2ξ
n ≤ exp

(
−ω

1+ξ
n

)
.

�

The size of the discs

If the search cone Cone(Zi ,q,∞) does not intersect any of the previous discs, the region
which determines Ri+1 is ‘fresh’ and Ri+1 is independent of Fi . Lemma 5.8 provides a
condition which guarantees independence of the search cones. To take advantage of it,
we write ξ := 2 +

√
2, and for i ≥ 0, de�ne the event

Gi :=
{
∀j ≤ i + 1, R j < ωn/ξ

}
, (5.1)

Then if the eventG?
i := Gi∩{Li ≥ ωn } occurs; for every j ≤ i , the search-cone Cone(Z j ,q,∞)

does not intersect any of the regions Disc(Zk ,q,Rk ), 0 ≤ k < j, and the correspond-
ing variables (R j ,α j ), 0 ≤ j ≤ i + 1 are independent. Although it might seem like an
odd idea, G?

i does include some condition on Ri+1; this ensures that on G?
i , we have

Li+1 > Li − 2Ri+1 > 0, so that i + 1 is not the last step. So for x > 0 we have

�(Ri+1 > x | Fi ,G
?
i ) = �(X ∩ Cone(Zi ,q,x ) \ {Zi } = ∅ | Fi ,G?

i )1ξ x ≤ωn

= exp
(
−Ax2

)
1ξ x ≤ωn , (5.2)

where A denotes the area of Cone(z,q,1) which is the shaded region in Figure 5.1. Indeed,
conditional on Fi and G?

i , |X ∩ Cone(Zi ,q,x ) \ {Zi }| is a Poisson random variable with
mean Ax2 where

A := 2
(
cos π8 sin π

8 +
π

8

)
=

√
2

2 +
π

4 . (5.3)

We will repeatedly use the conditioning onGi to introduce independence, and it is impor-
tant to verify that Gi indeed occurs with high probability. For Gi to fail, there must be a
�rst step j for which R j ≥ ωn/ξ . Writing Gc

i for the complement of Gi and de�ning G−1
to be a void conditioning: provided that i = O (n) (which will always be the case in the
following)

�(Gc
i ) ≤

∑
0≤j≤i+1

�(R j ≥ ωn/ξ |G j−1)

≤ exp
(
logO (n) −Aω2

n/ξ
2
)

≤ exp
(
−ω3/2

n

)
(5.4)

for all n large enough since ωn ≥ logn.
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x

π
8Zi

r

r+ε

Figure 5.7 – For the angle to be smaller than x given Ri+1 ∈ [r ,r + ε], the stopper must fall
within the dark shaded region

Remark about the notation. It is convenient to work with an “ideal” random variable
that is not constrained by the location of the query or arti�cially forced to be at mostωn/ξ ,
and we de�ne R by �(R ≥ x ) = exp(−Ax2) for x ≥ 0. In the course of the proof, we use
multiple other such ideal random variables, to distinguish them from the ones arising from
the actual process, we use calligraphic letters to denote them.

The progress for one step

We now focus on the distribution of the angle ∠qZiZi+1 and by extension the progress
made during one step in the walk. Let Coneα (z,q,r ) be the cone of half angle α with the
same apex and axis as Cone(z,q,r ). On the event G?

i , Zi+1 , q and αi+1 is truly random
and its distribution is symmetric and given by (see Figure 5.7)

�

(
|αi+1 | < x

���� Ri+1 = r ,Fi ,G
?
i

)
= lim
ε→0

λ2
(

Conex (Zi ,q,r + ε ) \ Conex (Zi ,q,r )
)

λ2
(

Cone(Zi ,q,r + ε ) \ Cone(Zi ,q,r )
)

= lim
ε→0

(
(r + ε )2 − r 2

) (
x + 1

2 sin 2x
)

(
(r + ε )2 − r 2

) (
π
8 +

√
2

4

)
=

8
π + 2

√
2

(
x +

sin 2x
2

)
. (5.5)

So in particular, conditional on Fi andG?
i , αi+1 is independent of Ri+1. We will write α for

the ‘ideal’ angle distribution given by (5.5), and enforce that R and α be independent.

Geometric and combinatorial parameters

In this section we will build the elements required to bound the algorithmic complexity of
the Cone-Walk algorithm. We begin by bounding the number of steps (or equivalently,
the number of stoppers) required by the walk process to reach the destination. We will
then bound the number of vertices visited by the walk process, recalling that this will
involve bounding the number of intermediary vertices within the discs Disc(Zi ,q,Ri ) at
each step. The �nal part of the proof will be to bound the number of vertices accessed

by the Cone-Walk algorithm when constructing the sequence of stoppers and intermedi-
ary vertices. The vertices accessed will include all of the vertices visited, and their 1-hop
neighbourhood.
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5. Cone Walk

The maximum number of vertices accessed during a step

At each step during a walk, we do not a priori access a bounded number of sites when
performing a search for the next stopper. Such a bound is important to limit the number of
neighbourhoods that may be accessed during one step, since we note that the maximum
number of vertices accessed during one step explicitly provides an upper bound on the
number of neighbourhoods accessed. A easy bound of log1+ε n, for any ε > 0 may be
obtained when considering pairs of start and destination points at least

√
logn away from

the boundary of ∂D. However, we opt to explicitly take care of boundary e�ects, giving
us a slightly weaker bound that can be applied everywhere.

Proposition 5.12. Let Mmax be the maximum number of vertices accessed during any step

in any walk. Then

�
(
Mmax ≥ ω

3+ε
n

)
≤ 2 exp

(
−ω1+ε/4

n

)
.

In the following, we note that Mmax is bounded by τmax · ∆X, where ∆X gives the
maximum degree of any vertex contained within Del(X) and τmax is the maximum number
sites contained within any step in any instance of Cone Walk. We thus focus on bounding
τmax, and our result will follow directly from the proof of Theorem 4.1 in Chapter 4.

Lemma 5.13.

�
(
τmax > ω

1+ε
n

)
≤ exp

(
−ω1+ε/3

n

)
.

Proof. LetA be the event that the maximum disc radius for any step in any walk is bounded
by 1

2ω
1/2+ε
n and let B be the event that every ball b (x , 12ω

1/2+ε
n ) contains fewer than ω1+2ε

n
points of X, for x ∈ D. We have, for n large enough,

�(τmax > ω
1+2ε
n ) ≤ �(τmax > ω

1+2ε
n | A ∩ B) + �(Ac ) + �(Bc )

≤ exp
(
−ω1+ε

n

)
+ exp

(
−ω1+ε

n

)
.

Note that the bound on �(Ac ) is implied by Lemma 5.11 since a large disc implicitly has
a large empty cone. For the bound on �(Bc ), we imagine splitting D into a uniform grid
with squares of side 1

2ω
1+ε
n . The proof follows by noting that every ball of radius 1

2ω
1+ε
n

is contained in a group of at most four adjacent squares, each of which must contain at
least 1

4ω
1+2ε
n sites. We then use the fact that n�(Po( 1

4ω
1+ε
n ) ≥ 1

4ω
1+2ε
n ) ≤ exp

(
−ω1+ε

n

)
for

n large enough. We omit the details. �

The number of steps in the walk

Recall that a new step is de�ned each time a new stopper is visited. We will start with a
�rst crude estimate for the decrease in distance after a given number of steps. Note that
Li = ‖Ziq‖ and αi denotes the angle between ZiZi+1 and Ziq. Simple geometry implies
(see Figure 5.8):

Li − Ri (1 + cos(2αi )) ≤ Li+1 =
√
(Li − Ri (1 + cos(2αi )))2 + R2

i sin2 (2αi )

≤ Li − Ri (1 + cos(2αi )) + 2
R2
i

Li
, (5.6)
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Zi q

Li+1

Li

π
8 αi 2αi

Zi+1

Figure 5.8 – Computing distance progress at step i .

since
√

1 − x ≤ 1 − x/2 for any x ∈ [0,1]. As a consequence

L0 −
i−1∑
j=0

Ri (1 + cos(2αi )) ≤ Li ≤ L0 −
i−1∑
j=0

Ri (1 + cos(2αi )) +
2
ωn
·

i−1∑
j=0

R2
i . (5.7)

In particular, since ωn → ∞, after i steps, the expected distance �[Li ] to the aim q should
not be far from L0 − i �[R (1 + cos(2α ))]. Furthermore, conditional on Gi , and for i such
that Li ≥ ωn , the summands involved in Equation (5.7) are independent, bounded by
2ωn and have bounded variance, so that the sum should be highly concentrated about
its expected value [21, 51, 88]. In other words, one expects that for i much larger than
L0/�[R (1 + cos 2α )], it should be the case that Li ≤ ωn with fairly high probability.
Making this formal constitutes the backbone of our proof.

Lemma 5.14. Let z ∈ D, suppose that ` ≥ 1 is such that L0 = ‖zq‖ ≥ (` + 1)ωn . Consider

Del(Xz ). There exists a constant η > 0 such that

� (L0 − L` ≤ ` �[R]/2) ≤ exp (−η`/ωn ) + exp
(
−ω3/2

n

)
. (5.8)

Proof. We use the crude bounds Ri ≤ Li − Li+1 ≤ 2Ri (see Figure 5.8). It follows that

�(L0 − L` ≤ ` �[R]/2) ≤ �(L0 − L` ≤ ` �[R]/2 |G` ) + �(G
c
` )

≤ � *
,

`−1∑
j=0

R j ≤
`

2 �[R]
������
G`

+
-
+ exp

(
−ω3/2

n

)
,

by (5.4), since the constraint on ` imposes that ` = O (
√
n ). Now, since L0 ≥ (`+1)ωn and

ξ > 2, on the eventG` , we have Li ≥ ωn for 0 ≤ i ≤ ` so thatG?
`

occurs: conditional onG` ,
the search cones do not intersect and the random variables R j , 0 ≤ j ≤ ` are independent
and identically distributed (see Lemma 5.8). Furthermore, we have

�[R j | G`] =
∫ ∞

0
�

(
R j ≥ x | G`

)
dx

≥

∫ ωn/ξ

0
exp

(
−Ax2

)
dx

≥ �[R] − exp
(
−ω3/2

n

)
,
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for all n large enough. It follows that for all n large enough, by Theorem 2.7 of [88, p. 203]

� *
,

`−1∑
j=0

R j ≤
`

2 �[R]
�����
G`

+
-
≤ � *

,

`−1∑
j=0

(R j − �[R j |G`]) ≤ −`3 �[R0 |G`]
������
G`

+
-

≤ exp
(
−

t2

2` Var(R0 |G` ) + 2tωn/3

)
t = ` �[R0 |G`]/3

≤ exp (−η`/ωn ) ,

for some constant η > 0 independent of ` and n. �

The rough estimate in Lemma 5.14 may be signi�cantly strengthened, and the very
representation in (5.7) yields a bound on the number of search cones or steps that are
required to get within distance ωn of the query point q. (If the starting site z satis�es
L0 = ‖zq‖ ≤ ωn , then this phase does not contain any step.)

Proposition 5.15. Let z ∈ Dn , and let κ (ωn ) denote the number of steps of the walk to

reach a site which is within distance ωn of q in Xz ∪ {q} when starting from the site z ∈ Xz
at distance L0 = ‖zq‖ ≥ ωn . Then

�

(�����
κ (ωn ) −

L0
�[R (1 + cos 2α )]

�����
≥ 2ω2

n

√
2L0 + ωn

)
≤ 4 exp

(
−ω3/2

n

)
. (5.9)

Proof. We now make formal the intuition that follow Equation (5.7). We start with the
upper bound. For any integer k ≥ 0, we have

� (κ (ωn ) ≥ k ) = � (Lk ≥ ωn )

≤ � (Lk ≥ ωn |Gk ) + �
(
Gc
k

)
,

and since the second term is bounded in (5.4), it now su�ces to bound the �rst one. How-
ever, given Gk and Lk ≥ ωn , the random variables (Ri ,αi ), i = 1, . . . ,k are independent
and identically distributed. The only e�ect of this conditioning is that Ri is distributed as
R conditioned on R < ωn/ξ .

Write Xi = Ri (1 + cos 2αi ) − 2R2
i /ωn , and note that Xi ≥ 0 if Ri ≤ ω/ξ . Then, from

(5.7), we have

� (Lk ≥ ωn |Gk ) ≤ �
*.
,

k−1∑
i=0

Xi ≤ L0 − ωn

������
Gk ,Lk ≥ ωn

+/
-
.

Conditional onG?
k = Gk ∩ {Lk ≥ ωn }, the random variables Xi are independent, 0 ≤ Xi ≤

2Ri ≤ ωn . Furthermore, since Xi has Gaussian tails, its variance (conditional on Gk ) is
bounded by a constant independent of i and n. Choosing k0 = d(L0 + t )/�[X0 |G

?
0 ]e, for

some t < L0 to be chosen later, and using the Bernstein-type inequality in Theorem 2.7 of
[88, p. 203], we obtain

�(Lk0 ≥ ωn |Gk0 ) ≤ �
*.
,

k0−1∑
i=0

(Xi − �[Xi |Gk0]) ≤ −t
������
G?
k0

+/
-

≤ exp
(
−

t2

2k0 Var(X0 |G
?
0 ) + 2ωnt/3

)
.
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In particular, for t = ω3
n
√
L0, we have for alln large enough�(Lk0 ≥ ωn |Gk0 ) ≤ exp(−ω2

n ),
since L0 ≥ ωn .

A matching lower bound onκ (ωn ) may be obtained similarly, using the lower bound on
Li+1 in Equation (5.6) and following the approach we used to devise the upper bound with
X ′i = Ri (1 + cos 2αi ) (we omit the details). It follows that, for k1 = b(L0 + t )/�[X ′0 |G?

0 ]c,
we have �(Lk1 ≤ ωn |Gk1 ) ≤ exp(−ω2

n ).
To complete the proof, it su�ces to estimate the di�erence between k0 and k1. We

have

�[X0 |G
?
0 ] = �[R0 (1 + cos 2α0) |G

?
0 ] −

2�[R2
0 |G

?
0 ]

ωn

= �[R (1 + cos 2α )] +O (1/ωn ),

and similarly, �[X ′0 |G?
0 ] = �[R (1 + cos 2α )]. It follows that |k1 − k0 | = O (L0/ωn ), which

is not strong enough to prove the claim. So we need to strengthen the upper bound on the
second sum in the right-hand side of (5.7). We quickly sketch how to obtain the required
estimate. The idea is to use a dyadic argument to decompose κ (ωn ) into the number of
steps to reach L0/2j , for j ≥ 1, until one gets to ωn for j = j0 := dlog2 (L0/ωn )e. For the
steps i which are taken from Zi with Li/L0 ∈ (2−j ,2−j+1], we use the improved bound

Li+1 ≤ Li − Ri (1 + cos 2α ) + 2
L02−j R

2
i . (5.10)

Then write

κ (ωn ) =

j0∑
j=1

[
κ (L0/2j ) − κ (L0/2j−1)

]
, (5.11)

and observe that the j-th summand is stochastically dominated by κ (L′0/2) where L′0 =

L0/2j−1. For each j, we de�ne k0 (j ) = d(L0/2j + tj )/�[X0 |G
?
0 ]e where tj := ω2

n

√
L0/2j

and note that
j0∑
j=1

k0 (j ) ≤
1

�[X0 |G
?
0 ]

j0∑
j=1

(L0/2j + tj ) + dlog2 (L0/ωn )e

≤
L0

�[X0 |G
?
0 ]
+ 2ω2

n

√
2L0 + ωn ,

for ωn ≥ logn, since πL2
0 ≤ n. In other words, if κ (L0/2j ) − κ (L0/2j−1) ≤ k0 (j ) for every

j, then κ (ω) ≤ L0/�[X0 |G
?
0 ] + 2ω2

n
√

2L0 + ωn . The claim follows easily by using the
union bound, where in each stretch [L0/2j ,L0/2j−1) we bound the number of steps using
the previous arguments. �

Corollary 5.16. Let z ∈ Dn , and let κ denote the number of steps of the walk to reach the

objective q in Xz ∪ {q} when starting from the site z ∈ Xz at distance L0 = ‖zq‖. Then

�

(
κ >

L0
�[R (1 + cos 2α )] + 2ω2

n

√
2L0 + ω

3
n

)
≤ 5 exp

(
−ω3/2

n

)
. (5.12)
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Proof. It su�ces to bound the number of steps i such that Li < ωn . Since Li is decreasing,
the walk only stops at most once at any given site, and the number of steps i with Li ≤ ωn
is at most the number of sites lying within distance ωn of q. Recalling that Po(x ) denotes
a Poisson random variable with mean x . We have [51]

�
(
#{i < κ : Li ≤ ωn } ≥ 2πω2

n

)
≤ �

(
Po(πω2

n ) ≥ 2πω2
n

)
≤ exp

(
−πω2

n/3
)
.

The claim then follows easily from the upper bound in Proposition 5.15. �

The number of vertices in the discs

We now bound the total number of vertices visited, which we recall is exactly the the
number of points in Xn falling within union of all of the discs in the walk. Proposition 5.15
will be the key to analysing the path constructed by the walk: representations based on
sums of random variables similar to the one in (5.6) may be obtained to upper bound the
number of steps and intermediate steps visited by the walk (which is an upper bound on
the vertices visited by the path), and also the sum of the length of the edges.

Proposition 5.17. Let K = K (z) be the number of vertices visited by the walk starting from

a given site z with L0 = ‖zq‖. Then, for all n large enough,

�

(
K ≥

L0
�[R (1 + cos 2α )] ·

π −A

A
+

√
L0ω

4
n + ω

3
n

)
≤ 7 exp

(
−ω3/2

n

)
. (5.13)

Proof. There are two contributions to K − κ (ωn ): �rst the number of intermediate steps
which lie at distance greater than ωn from q, and all the sites which are visited and lie
within distance ωn from q. Let K = K1 + K2 where K1 and K2 denote these two contribu-
tions, respectively. By the proof of Corollary 5.16, we have

�
(
K2 ≥ 2πω2

n

)
≤ exp

(
−πω2

n/3
)
. (5.14)

To bound K1, observe that the monotonicity of Li implies that K1 counts precisely the
number of intermediate steps before reaching the disc of radius ωn about q. Observe that
if L0 < ωn , K1 = 0, so we may assume that L0 ≥ ωn . Recall that τi denotes the number of
intermediate points at the i-th step. Note that the intermediate points counted by τi all lie
in Disc(Zi ,q,Ri ) \ Cone(Zi ,q,Ri ), and given the radius Ri , τi is stochastically bounded by
a Poisson random variable with mean (π − A)R2

i . Furthermore, on the event Gκ (ωn ) , the
random variables Ri ,i = 0, . . . ,κ (ωn ) are independent. Also, by Lemma 5.9 the regions
Disc(Zi ,q,Ri ) \ Cone(Zi ,q,Ri ), i ≥ 0, are disjoint so that the random variables τi , i =
0, . . . ,κ are independent given Ri , i = 0, . . . ,κ.

Let R̃i , i ≥ 0, be a sequence of iid random variables distributed like R conditioned on
R ≤ ωn/ξ and given this sequence, let τ̃i , i ≥ 0, be independent distributed like Po((π −
A)R̃i ). As a consequence of the previous arguments, for k = k0 + 2ω2

n
√

2L0 + ωn with
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5.2. Cone Walk on Poisson Delaunay in a disc

k0 = dL0/�[R (1 + cos 2α )]e, we have

� (K1 ≥ `) ≤ � *
,

(k−1)∧κ (ωn )∑
i=0

τi ≥ `+
-
+ �

(
κ (ωn ) ≥ k0 + 2ω2

n

√
2L0 + ωn

)
≤ �

*.
,

k−1∑
i=0

τ̃i ≥ `
+/
-
+ �(Gc

k ) + �
(
κ (ωn ) ≥ k0 + 2ω2

n

√
2L0 + ωn

)
≤ �

*.
,

k−1∑
i=0

τ̃i ≥ `
+/
-
+ 5 exp

(
−ω3/2

n

)
, (5.15)

by (5.4) and Proposition 5.15.
We now bound the �rst term in (5.15). Note that i ≥ 0, we have

�[τ̃i ] = (π −A)�[R̃2
i ] ≤ (π −A)�[R2] = π −A

A
=: γ , (5.16)

and we expect that ∑k−1
i=0 τ̃i should not exceed its expected value, kγ by much. Write ` =

kγ + t , for some t to be chosen later. For the sum to be exceptionally large either the radii
of the search discs are large, or the discs are not too large but the number of points are:

�
*.
,

k−1∑
i=0

τ̃i ≥ kγ + t+/
-
= �

*.
,
Po

(
(π −A)

k−1∑
i=0
R̃2
i

)
≥ kγ + t+/

-

≤ �

(
Po

(
kγ +

t

2

)
≥ kγ + t

)
+ �

*.
,

k−1∑
i=0
R̃2
i ≥

kγ + t/2
π −A

+/
-
. (5.17)

The �rst term simply involves tail bounds for Poisson random variables. For t =
√
L0ω

4
n ,

we have

�

(
Po

(
kγ +

t

2

)
≥ kγ + t

)
≤ exp

(
−

(t/2)2
3(kγ + t/2)

)
≤ exp

(
−ω3

n

)
,

for n large (recall that we can assume here that L0 ≥ ωn .) The second term in (5.17) is
bounded using the same technique as in the proof of Proposition 5.15 above. Since we
have 0 ≤ R̃2

i ≤ ω
2
n and �[R̃2

i ] ≤ 1/A, we obtain for some positive constant c ,

�
*.
,

k−1∑
i=0
R̃2
i ≥

kγ + t/2
π −A

+/
-
≤ �(Gk ) + exp

(
−8 k

A2ω4
n

)
≤ exp

(
−

ct2

k Var(R ) + ω2
nt

)
.

Recalling that L0 ≥ ωn , yields

�
*.
,

k−1∑
i=0

τ̃i ≥ kγ + ω4
n

√
L0

+/
-
≤ exp

(
−ω2

n

)
, (5.18)

for all n large enough, which together with (5.15) proves that

�(K1 ≥ kγ + ω4
n

√
L0) ≤ 6 exp(−ω3/2

n ). (5.19)

Using (5.14) readily yields the claim. �
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5. Cone Walk

The length of Simple-Path

When usingCompetitive-Path, the path length is deterministically bounded by the length
of the walk. However, for Simple-Path, the path length is dependent on the con�guration
of the points inside the discs. We will show that with strong probability and as long as the
walk is su�ciently long, the path length given by Competitive-Path is no better in an
asymptotic sense than that given by Simple-Path.

Proposition 5.18. For z ∈ D, let Λ = Λ(z) be the sum of the lengths of the edges of Del(Xz )
used by Simple-Path given a walk with objective q and starting from z such that L0 = ‖zq‖.
Then,

�

(
Λ ≥ cL0+ (3

√
L0+1)ω4

n

)
≤ 8 exp

(
−ω3/2

n

)
where c := 22π − 4

√
2

2 + 3π + 8
√

2
. (5.20)

Proof. Write λi for the sum of the lengths of the edges used by the walk to go from Zi to
Zi+1. So Λ =

∑κ−1
i=0 λi . Our bound here is very crude: all the intermediate points remain

in Disc(Zi ,q,Ri ), and given Ri , we have λi ≤ (1 + τi ) · 2Ri . Again, on Gk the cones do not
intersect provided that Lk ≥ ωn , and by Lemma 5.9 the random variables λi , 0 ≤ i < k
are independent. We use once again the method of bounded variances (Theorem 2.7 of
McDiarmid [88]). We decompose the sum into the contribution of the steps before κ (ωn )
and the ones after:

� (Λ ≥ x + t ) ≤ � *
,

(k−1)∧κ (ωn )∑
i=0

λi ≥ x+
-
+ � (κ (ωn ) ≥ k ) + � *

,

κ−1∑
i=κ (ωn )

λi ≥ t+
-
. (5.21)

For i ≥ κ (ωn ), Disc(Zi ,q,Ri ) is contained in b (q,ωn ), the disc of radius ωn around q, and
the contribution of the steps i ≥ κ (ωn ) is at most 2ωn |Φ ∩ b (q,ωn ) |. In particular

� *
,

κ−1∑
i=κ (ωn )

λi ≥ t+
-
≤ �

(
2ωn Po(πω2

n ) ≥ t
)

≤ exp
(
−ω3/2

n

)
,

for all n large enough provided that t ≥ 4πω3
n . To make sure that the second contribution

in (5.21) is also small, we rely on Proposition 5.15 and choose k = dL0/�[R (1+ cos 2α )]+
2ω2

n
√

2L0 + ωne so that �(κ (ωn ) ≥ k ) ≤ 4 exp(−ω3/2
n ).

Finally, to deal with the �rst term in (5.21), we note that on Gk , the random variables
λi , i = 0, . . . ,k + 1 are independent given Ri , i = 0, . . . ,k + 1. Let R̃i , i = 0, . . . ,k − 1 be iid
copies of R conditioned on R ≤ ωn/ξ ; then let τ̃i be independent given Ri , i = 0, . . . ,k +1,
and such that τ̃i = Po((π −A)R̃i ); �nally, let λ̃i = 2Ri (1 + τ̃i ). We choose x = k �[λ̃0] + y
with y =

√
L0ω

4
n . Using arguments similar to the ones we have used in the proofs of

Propositions 5.15 and 5.17, we obtain

� *
,

(k−1)∧κ (ωn )∑
i=0

λi ≥ x+
-
≤ �

*.
,

k−1∑
i=0

λ̃i ≥ x+/
-
+ �(Gc

k ) (5.22)

≤ exp *
,
−

y2

2k Var(λ̃0) + 2ω2
ny/3

+
-
+ �

(
∃i < k : λ̃i ≥ ω2

n

)
+ �

(
Gc
k

)
.
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5.2. Cone Walk on Poisson Delaunay in a disc

To bound the second term in the right-hand side above, observe that for i < k , we have,
for any x > 0,

�
(
λ̃i ≥ x2

)
≤ �

(
(1 + τ̃i )2R̃i ≥ x2

)
≤ �

(
(1 + τ̃i )2Ri ≥ x2 ��� 2R̃i ≤ x

)
+ �

(
2R̃i ≥ x

)
≤ �

(
1 + τ̃i ≥ x ��� 2R̃i ≤ x

)
+ �

(
2R̃i ≥ x

)
≤ �

(
Po((π −A)x2/4) ≥ x − 1

)
+ exp

(
−Ax2/4

)
≤ 2 exp

(
−ηx2

)
,

for some constant η > 0 and all x large enough. It follows immediately that Var(λ̃0) < ∞
and that, n large enough,

�
(
∃i < k : λ̃i ≥ ω2

n

)
≤ k exp

(
−ηω2

n

)
≤ exp

(
−ω3/2

n

)
. (5.23)

Going back to (5.22), we obtain

� *
,

(k−1)∧κ (ωn )∑
i=0

λi ≥ x+
-
≤ 3 exp

(
−ω3/2

n

)
,

since here, we can assume that L0 ≥ ωn (if this is not the case, the points outside of the
disc of radius ωn centred at q do not contribute). Putting the bounds together yields

� (Λ ≥ x + t ) ≤ 8 exp
(
−ω3/2

n

)
, (5.24)

and the claim follows by observing that for

c := �[2(1 + Po((π −A)R2))R]
�[R (1 + cos 2α )] =

2�[R] + �[2(π −A)R3]
�[R (1 + cos 2α )] , (5.25)

it is the case that cL0 + (3
√
L0 + 1)ω4

n ≥ x + t for all n large enough. Simple integration
using the distributions of R and α then yields the expression in (5.20). �

The number of sites accessed

In this section, we bound the total number of sites accessed by the cone-walk algorithm,
counted with multiplicity. We note a point is accessed at step i if it is the endpoint of an
edge whose other end lies inside the disc Di . A given point may be accessed more than
once, but via di�erent edges, so we will bound the number of edges such that for some i ,
one end point lies inside Di and the other outside; we call these crossing edges. (Note that
the number of crossing edges does not quite bound the complexity of the algorithm for
the complexity of a given step is not linear in the number of accessed points; however it
gives very good information on the amount of data the algorithm needs to process.)
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5. Cone Walk

Proposition 5.19. Let A = A(z) be the number of sites in X accessed by the Cone Walk

algorithm (with multiplicity) when walking towards q from z. Then there exists a constant

c > 0 such that

�

(
A(z) > c L0 + 4

( √
L0 + 1

)
ω6
n

)
≤ 3 exp

(
−ω5/4

n

)
. (5.26)

For n su�ciently large.

Proof. In order to bound the number of such edges, we adapt the concept of the border

point introduced by Bose and Devroye [15] to bound the stabbing number of a random
Delaunay triangulation. For B ⊆ Dn and a point x ∈ Dn , let ‖xB‖ := inf {‖xy‖ : y ∈ B}
denote the distance from x to B.

We consider the walk from z to q in Dn , letting

W =
κ⋃
i=1

Di and W � := B (w,2 max{‖zq‖,ω5
n }), (5.27)

where w denotes the centroid of the segment zq and we recall that B (x,r ) denotes the
closed ball centred at x of radius r . Then, for x ∈ W � , let C be the disc centred at x
and with radius min{‖xW ‖, ‖x∂W �‖}. Partition the discC into 24 isometric cone-shaped
sectors (such that one of the separation lines is vertical, say) truncated to a radius of

√
3/2

times that of the outer disc (see Figure 5.9). We say that x is a border point if one of
the 24 cones does not contain any points in X. If x ∈ W � is a border point then there
is no Delaunay edge between x and a point lying outside C , since a circle trough x and
y < C ⊂ W � \W must entirely enclose at least one sector of C (see dotted circle in
Figure 5.9). Thus if x has a Delaunay edge with extremity inW , then x must be a border
point. The connection between border points and the number of crossing edges can be
made via Euler’s relation, since it follows that a crossing edge is an edge of the (planar)
subgraph of Del(X) induced by the points which either lie insideW , are border points, or
lie outside ofW � and have a neighbour inW . Let BW denote of set of border points, EW
the collection of crossing edges, and YW the collection of points lying outside ofW � and
having a Delaunay neighbour withinW . Then

A(z) ≤ |EW | ≤ 3( |W ∩ X| + |BW | + |YW |). (5.28)

Proposition 5.17 bounds |W ∩ X|, as this is exactly the set of visited vertices. Lemmas 5.20
and 5.21 bounding |BW | and |YW | complete the proof. �

Lemma 5.20. For all n large enough, we have

�

(
|YW | ≥ 10 max{L0,ω

5
n }

)
≤ 2 exp

(
−ω5/4

n

)
. (5.29)

Proof. Heuristically, our proof will follow from the fact that, with high probability, a De-
launay edge away from the boundary of the domain is not long enough to span the distance
between a point within the walk, and a point outside of W � . Unfortunately our proof is
complicated by points on the walk which are very close to the boundary of the domain,
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5.2. Cone Walk on Poisson Delaunay in a disc

Dn1

W�

L
W

L
x

C

x

Figure 5.9 – For the proof of Proposition 5.19.

since in this case, those points might have ‘bad’ edges which are long enough to escape
W � . To deal with this, we will take all points in the walk that are close to the border, and
imagine that every Delaunay edge touching one of these points is such a ‘bad’ edge. The
total number of these edges will be bounded by the maximum degree.

To begin, we give the �rst case. Consider an arbitrary point x ∈ W ∩ X that is at
least ω−3

n away from the boundary of Dn . Suppose this point has a neighbour outside of
W � , then its circumcircle implicitly overlaps an unconditioned region of Dn with area at
least c ω−3

n ω5
n = c ω2

n (for c > 0 a constant depending on the shape of the domain). The
probability that this happens for x is thus at most exp(−ω2

n ). Now note that there are at
most 2n points in X with probability bounded by exp(−ω2

n ) and at most 4n2 edges between
points of x ∈ W ∩ X and x ∈ {W �}c ∩ X. By the union bound, the probability that any
such edge exists is at most

(4n2) exp
(
−c ω2

n

)
+ exp

(
−ω2

n

)
≤ exp

(
−ω3/2

n

)
. (5.30)

For the second case, we count the number of points within ω−3
n of the boundary of the

domain. Using standard arguments, we have that there are no more than 10 max{L,ω5
n } ·

ω−3
n such points, with probability at least exp(−ω2

n ). Each of these has at most ∆X edges
that could exit W � , where ∆X is the maximum degree of any vertex in Del(X), which is
bounded in Chapter 4. Thus, the number of such bad edges is at most 10 max{L,ω5

n }ω
−3
n ·ω

3
n

with probability at least exp(−ω2
n ) + exp(−ω5/4

n ) �
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5. Cone Walk

Lemma 5.21. For all n large enough, and universal constant C > 0,

�

(
|BW | ≥ C max{L0,ω

6
n }

)
≤ 2 exp

(
−ω3/2

n

)
. (5.31)

Proof. Since |BW | is a sum of indicator random variables, it can be bounded using (a ver-
sion of) Cherno�–Hoe�ding’s method. The only slight annoyance is that the indicators
1x ∈BW ,x ∈ X∩W

� are not independent. Note however that 1x ∈BW and 1y∈BW are only
dependent if the discs used to de�ne membership to BW for x and y intersect. There is a
priori no bound on the radius of these discs, and so we shall �rst discard the points x ∈ X
lying far away from ∂W � andW . More precisely, let B?

W denote the set of border points
lying within distance ωn of eitherW or ∂W � , and B•W = BW \ B

?
W . Observe now that we

may bound |B•W | directly using Lemma 5.11, since a point is only a border point if one of its
cones is empty, and each such empty cone contains a large empty circle. So for su�ciently
large n,

�
(
|B•W | , 0

)
≤ exp

(
−ω3/2

n

)
. (5.32)

Bounding |B?
W | is now easy since the amount of dependence in the family 1x ∈BW ,x ∈

X\W is controlled and we can use the inequality by Janson [51, 70]. We start by bounding
the expected value � |B?

W |. Note that for a single point x ∈ Xn , by de�nition the disc used
to de�ne whether x is a border point does not intersectW and stays entirely within D, so

�x (x ∈ B
?
W ) = �(x ∈ B?

W ) ≤ 24 exp
(
−
π

32 min{‖xW ‖, ‖x∂W �‖}2
)

≤ 24 exp
(
−
π

32 ‖xW ‖
2
)
+ 24 exp

(
−
π

32 ‖x∂W
�‖2

)
(5.33)

and Xn is unconditioned in D \W . Partition D \W into disjoint sets as follows:

D \W =
∞⋃
i=0

Ui

where

Ui :=
{
x ∈ D : i ≤ ‖xW ‖ < i + 1

}
.

Similarly, the sets

U ′i :=
{
x ∈W � : i ≤ ‖x∂W �‖ < i + 1

}
form a similar partition for W � . Recalling that λ2 denotes the 2-dimensional Lebesgue
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5.2. Cone Walk on Poisson Delaunay in a disc

measure and using (5.33) above, we have

� |B?
W | = �



∑
x ∈X

1x ∈W �\W 1x ∈B?
W


=

∫
W �\W

�x (x ∈ B
?
W ) λ2 (dx )

≤

∞∑
i=0

∫
Ui

24 exp
(
−πi2/32

)
λ2 (dx ) +

∞∑
i=0

∫
U ′i

24 exp
(
−πi2/32

)
λ2 (dx )

= 24
∞∑
i=0

(λ2 (Ui ) + λ2 (U
′
i )) exp

(
−πi2/32

)
.

We may now bound λ2 (Ui ) and λ2 (U
′
i ) as follows. Recall thatW is a union of discsW =

∪iDi . We clearly have that

Ui ⊆

κ−1⋃
j=0

{
x ∈ D : i ≤ ‖xD j ‖ < i + 1

}

Note that

λ2
({
x ∈ D : i ≤ ‖xD j ‖ < i + 1

})
≤ π ((R j + i + 1)2 − (R j + i )

2) (5.34)
= π (2(R j + i ) + 1). (5.35)

So, assuming there are κ steps in the walk we get

λ2 (Ui ) ≤
κ−1∑
j=0

π (2(R j + i ) + 1) = 2π
κ−1∑
j=0

R j + π (i + 1)κ .

Regarding λ2 (U
′
i ), note �rst that W � is convex for it is the intersection of two convex

regions. It follows that its perimeter is bounded by 4π max{‖zq‖,ωn }, so that λ2 (U
′
i ) ≤

4π max{‖zq‖,ωn } for every i ≥ 0. It now follows easily that there exist universal constants
C,C ′ such that

� |B?
W | = � �

[
|B?
W |

��� Ri ,i ≥ 0
]
≤ C �



κ−1∑
j=0

R j + κ +max{‖zq‖,ωn }


≤ C ′max{‖zq‖,ωn }.

For the concentration, we use the fact that if ‖xW ‖, ‖x∂W �‖ ≤ ωn then the chromatic
number χ of the dependence graph of the family 1x ∈B?

W
is bounded by the maximum
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5. Cone Walk

number of points of Xn contained in a disc of radius 2ωn . We then have

�(χ ≥ 8πω2
n ) ≤ �(∃x ∈ D : Xn ∩ b (x ,2ωn ))

≤ �



∑
x ∈Xn

�x ( |b (x ,2ωn ) ∩ Xn | ≥ 8πω2
n )



≤ �



∑
x ∈Xn

�(Po(4πω2
n ) ≥ 8πω2

n )


≤ exp

(
−ω2

n

)
,

for all n large enough, using the bounds for Poisson random variables we have already
used in the proof of Corollary 5.16. Let

W ∂ :=
{
x ∈W � ��� max{‖xW ‖, ‖x∂W �‖} ≤ ωn

}
.

Following Equation (5.34) and by the convexity of W � , there exists a universal constant
C ′′ such that

�

(
|Xn ∩W

∂ | ≥ C ′′max{L,ω5
n } · ω

2
n

+
-
≤ exp

(
−ω2

n

)
.

By Theorem 3.2 of Dubhashi and Panconesi [51], we thus obtain for t > 0,

�( |B?
W | ≥ � |B

?
W | + t )

≤ �

[
exp

(
−

2t2

χ · |Xn ∩W ∂ |

)]

≤ exp
(
−

t2

8π C ′′max{L0,ω
5
n } · ω

4
n

)
+ �

(
χ ≥ 8πω2

n

)
+ �

(
|Xn ∩W

∂ | > C ′′max{L0,ω
5
n } · ω

2
n

)
≤ exp

(
−

t2

8π C ′′max{L0,ω
5
n } · ω

4
n

)
+ 2 exp

(
−ω2

n

)
.

The result follows for n su�ciently large by choosing t := C ′′
(
L0 + ω

6
n

)
. �

Algorithmic complexity

Whilst we have given explicit bounds on the number of sites in Xn that may be ac-
cessed by an instance of Cone-Walk, we recall that the complexity of the algorithm
Cone-Walk(z,q) does not follow directly. This is because the Cone-Walk algorithm must
do a small amount of computation at each step in order to compute the vertex which should
be chosen next. We proceed by de�ning a random variable T (z,q), which will denote the
number of operations required by Cone-Walk(z,q) in the RAM model of computation
given an implementation based upon a priority queue. We conjecture that the bound for
Proposition 5.22 given in this section is not tight, and that the algorithmic complexity is
fact be bounded by O (L0 + ω

4
n ). Unfortunately the dependency structure in algorithms of

this type makes such bounds di�cult to attain.
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Proposition 5.22. LetT (z,q) be the number of steps required by the Cone-Walk algorithm

to compute the sequence of stoppers given by the cone-walk process between z and q along

with the path generated by Simple-Path in the RAM model of computation. Let c1 > 0 be an

implementation-dependent constant, then for n large enough, we have

�

(
T (z,q) > c1 · L0 logωn + ω

4
n

)
≤ 10 exp

(
−ω3/2

n

)
.

Proof. De�ne Mi to be the number of sites accessed during the i’th step of the algorithm.
We �x z,q and write T to denote T (z,q) for brevity. From Section 5.1, we know that for
su�ciently large n, we may choose a constant c2 such that

T ≤ c2

κ−1∑
i=0

τi log(Mi ). (5.36)

So that to bound T , it su�ces to bound the sum in (5.36). We have

�

( κ−1∑
i=0

τi log(Mi ) ≥ 15(L0 + ωn
3) log(ωn )

)

≤ �

( κ−1∑
i=0

τi log(Mi ) ≥ 3(L0 + ωn
3) log(ω5

n ) | Mmax < ω
5
n

)
+ �

(
Mmax ≥ ω

5
n

)

≤ �

( κ−1∑
i=0

τi ≥ 3(L0 + ωn
3)

)
+ exp

(
−ω3/2

n

)
.

The �rst term of which is bounded by Proposition 5.17, and the bound on Mmax comes
directly from the proof of Proposition 5.12. �

5.3 Relaxing the model and bounding the cost of the worst
query

About the shape of the domain and the location of the aim

The analysis in Section 5.2 was provided given the assumption that q was the centre of
a disc containing X for clarity of exposition. We now relax the assumptions on both the
shape of the domain D and the location of the query q. Taking D to be a disc with q at its
centre ensured that Disc(z,q,r ) was included in D for r ≤ ‖zq‖ and thus the search cone
and disc were always entirely contained in the domain D. If we now allow q to be close to
the boundary, it may be that part of the search cone goes outside D.

To begin with, we leaveD unchanged and allowq to be any point inD. Given any point
z ∈ D, the convexity of D ensures that the line segment zq lies within D. Furthermore, one
of the two halves of the disc of diameter zq is included within D. Thus for any z,q ∈ D and
r ∈ R the portion of Cone(z,q,r ) (resp. Disc(z,q,r )) within D has an area lower bounded
by half of its actual area (including the portion outside D). Since the distributions of all
of the random variables rely on estimations for the portions of area of Cone(z,q,r ) or
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5. Cone Walk

Disc(z,q,r ) lying inside D, we have the same order of magnitude for κ, K , Λ and T , with
only a degradation of the relevant constants. The proofs generalise easily, and we omit the
details. (Note however, that upper and lower bounds in an equivalent of Proposition 5.15
would not match any longer.)

The essential property we used above is that a disc with a diameter within D has one
of its halves within D. This is still satis�ed for smooth convex domains D and for discs
whose radius is smaller than the minimal radius of curvature of ∂D. Thus our analysis
may be carried out provided all the cones and discs we consider are small enough. The
conditioning on the eventGk which we used in Section 5.2 precisely guarantees that for all
n large enough, onGk , all the regions we consider are small enough (O (logn/

√
n ) = o(1)

in this scaling), and that Gk still occurs with high probability. These remarks yield the
following result. As before, Dn =

√
nD denotes the scaling of D with area n.

Proposition 5.23. LetD be a �xed smooth convex domain of area 1 and diameterδ . Consider
a Poisson point process Xn

z of intensity 1 contained in Dn =
√
nD. Let z,q ∈ Dn . Let Xn

z be

Xn conditioned on z ∈ Xn . Then, there exist constants CΓ,D , AΓ,D , Γ ∈ {κ,K ,Λ,T }, such that

for the Cone Walk on Xn
z , and all n large enough, we have

sup
z,q∈Dn

�
(
Γ(z,q) > CΓ,D · ‖zq‖ + (1 +

√
‖zq‖)ω5

n

)
≤ AΓ,D · exp

(
−ω3/2

n

)
. (5.37)

Thus we obtain upper tail bounds for the number of stepsκ (z,q), the number of visited
sitesK (z,q), the length Λ(z,q) and the complexityT (z,q) which are uniform in the starting
point z and the location of the query q. We now move on to strengthening the results to
the worst queries (still in a random Delaunay).

The worst query in a Poisson Delaunay triangulation

In this section, we prove a Poissonised version of Theorems 5.1 and 5.3. The proof of the
latter are completed in Section 5.3. Consider supz∈Xn,q∈Dn

Γ(z,q), the value of the param-
eter for the worst possible pair of starting point and query location, for Γ ∈ {κ,K ,Λ,T }.

Theorem 5.24. There exist a constantCΓ,D depending only on Γ and on the shape of D such

that, for all n large enough,

�

(
∃z ∈ Xn , q ∈ Dn : Γ(z,q) > CΓ,D · ‖zq‖ + (1 +

√
‖zq‖) log4 n

)
≤

1
n2 .

By Lemma 5.10, the number of possible walks in a given Delaunay tessellation of size
n is at most n × n4. Although it seems intuitively clear that this should be su�cient to
bound the parameters for the worst query, it is not the case: one needs to guarantee that
there is a way to sample points independently from Xn such that all the cells are hit, or in
other words that the cells are not too small. We prove the following:

Proposition 5.25 (Stability of the walk). There exists a partition of D into at most 2n4

cells such that the sequence of steps used by the Cone Walk algorithm from any vertex of the

triangulation does not change when q moves in a region of the partition. Furthermore, let

a(Xn ) denote the area of the smallest cell. Then

�(a(Xn ) < η) < 1 −O (n8η1/3), (5.38)
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5.3. Relaxing the model and bounding the cost of the worst query

for all n large enough.

The proof of Proposition 5.25 relies on bounds on the smallest angle and on the shortest
line segment in the line arrangement. The argument is rather long, and we think it would
dilute too much the focus of this section, so we prove it in Section 5.4.

Proof of Theorem 5.24. In order to control the behaviour of the walk aiming at any point
q ∈ D, it su�ces to control it for one point of each face of the subdivision associated with
the line arrangement Ξ(Xn ) introduced in Section 5.1. Let Qn = {qi : 1 ≤ 1 ≤ n2k )},
for some k ≥ 1 to be chosen later, be a collection of iid uniform random points in D,
independent of Xn . Let En be the event that every single face of the subdivision contains
at least one point of Qn . Since there are at most |Xn |

4 regions, Proposition 5.25 implies
that

�(Ecn ) ≤ �
(
Ecn | a(Xn ) ≥ n−k

)
+ �

(
a(Xn ) < n−k

)
≤ �[|Xn |

4] · �(Bin(n2k ,n−k ) = 0) +O (n8 · n−k/3)

= O (n4 · exp
(
−nk/2)

)
+O (n8−k/3)

= O (n8−k/3). (5.39)

For x > 0 write fn (x ) := CΓ,Dx + (1 +
√
x ) log4 n. Then, we have

�
(
∃z ∈ Xn ,q ∈ Dn : Γ(z,q) ≥ fn (‖zq‖)

)
≤ �

(
∃z ∈ Xn ,q ∈ Dn : Γ(z,q) ≥ fn (‖zq‖)

��� En
)
+ �(Ecn )

= �
(
∃z ∈ Xn ,q ∈ Qn : Γ(z,q) ≥ fn (‖zq‖)

)
+ �(Ecn )

≤ n2k · sup
q∈D
�

(
∃z ∈ Xn : Γ(z,q) ≥ fn (‖zq‖)

)
+ �(Ecn ). (5.40)

Now for any �xed q ∈ D, and conditioning on Xn , we see that

�
(
∃z ∈ Xn : Γ(z,q) ≥ fn (‖zq‖)

)
≤ �

[ ∑
z∈Xn

1Γ(z,q )≥fn ( ‖zq ‖)

]

≤ �

[ ∑
z∈Xn

1Γ(z,q )≥fn ( ‖zq ‖), |Xn | ≤2n

]
+ � ( |Xn | > 2n)

≤ 2n sup
z∈D
�(Γ(z,q) ≥ fn (‖zq‖)) + exp (−n/3) .

The claim follows from (5.39), (5.40), and Proposition 5.23 by choosing k = 40. (Note that
we could easily obtain sub-polynomial bounds.) �

Before concluding this section, we note that the same arguments also yield the Pois-
sonised version of Theorem 5.1 about the number of neighbourhoods required to compute
all the steps of any query. We omit the proof.

Theorem 5.26. We have the following bound for any run of Cone-walk on Del(Xn ), for
Xn a Poisson point process of rate n in D:

�

(
∃z ∈ Xn ,q ∈ Dn : M (z,q) > log1+ϵ n

)
≤

1
n2 . (5.41)
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De-Poissonisation: Proof of Theorem 5.3

In this section, we prove that the results proved in the case of a Poisson point process of
intensity n in a compact convex domain D (Theorem 5.24) may be transferred to the situa-
tion where the collection of sites consists of n independent uniformly random points in D.
In the present case, the concentration for our events is so strong that the de-Poissonisation
is straightforward.

Note that conditional on |Xn | = n, the collection of points Xn is precisely distributed
like n independent uniforms in D. Furthermore, |Xn | is a Poisson random variable with
mean n, so that by Stirling’s formula, as n → ∞,

�( |Xn | = n) =
nn exp (−n)

n! ∼
1
√

2πn
. (5.42)

This is small, but we can consider multiple copies of the process; if one happens to have
exactly n points, but that none of them actually behaves badly, then it must be the case
that the copy that has n points behave as it should, which is precisely what we want to
prove. To make this formal, consider a sequence Xni , i ≥ 1, of iid Poisson point processes
with mean n in D. Let ηn be the �rst i ≥ 1 for which |Xni | = n. Then, for any event Ei
de�ned on Xni ,

�(E1 | |Xn1 | = n) = �(Eηn )

≤ �(∃j ≤ ηn : Ej )
≤ �(∃j ≤ n : Ej ,ηn ≤ n)

≤ n�(E1) + �(ηn ≥ n)

≤ n�(E1) + exp
(
−

√
n/(2π )

)
,

where the last line follows from (5.42). In the present case, we apply the argument above
to estimate the probabilities that the number of steps, the number of sites visited, the
length of the walk or the complexity of the algorithm exceeds a certain value. In the case
of the Poisson point process, we have proved that any of these events has probability at
most 1/n2, so that we immediately obtain a bound ofO (1/n) in the case of n iid uniformly
random points, which proves the main statement in Theorem 5.3.

This implies immediately that, for δ the diameter of D, we have

�

[
sup

z∈Xn,q∈Dn

Γ(z,q)

]
≤ 2δCΓ

√
n + �

(
sup

z∈Xn,q∈Dn

Γ(z,q) ≥ 2δCΓ

√
n

)
≤ 2δCΓ

√
n +O (1/n)

≤ 3δCΓ

√
n,

for n large enough, so that the proof of Theorem 5.3 is complete. The proof of Theorem 5.1
from Theorem 5.26 relies on the same ideas and we omit the proof.

5.4 Extremes in the arrangement Ξ(Xn)

In this section, we obtain the necessary results about the geometry of the line arrangement
Ξ introduced in Section 5.1. In particular, we prove Proposition 5.25 providing a uniform
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lower bound on the areas of the cells of the subdivision associated to Ξ which is crucial to
the proofs of our main results Theorems 5.1 and 5.3.

The rays (half-lines) of the arrangement Ξ all have one end at a site of Xn . Let Ξx
denotes the set of rays of Ξ with one end at x ; we say that the rays in Ξx originate at x .
The rays come in two kinds:

• regular rays are de�ned by a triple x ,y,y ′ such that there exists r > 0 and q ∈ R2 for
which y and y ′ both lie on the front arc of the Cone(x ,q,r ); such a ray is denoted
by ρ− (x ,y,y ′);

• extreme rays correspond to one of the straight boundaries of Cone(x ,y,∞), for some
pair of points x , y; these two rays are denoted by ρ+1 (x ,y) and ρ+2 (x ,y) in such a way
that the angle from ρ+1 to ρ+2 is π/4.

We let Ξ−x and Ξ+x denote the collections of regular and extreme rays of Ξx , respectively.
Our strategy to bound the area of the smallest cell is to lower bound the angle between any
two rays (Section 5.4) and the length of any line segment (Section 5.4). We put together
the arguments and prove Proposition 5.25 in Section 5.4.

The smallest angle between two rays

We start with a bound on the smallest angle in the arrangement.

Lemma 5.27. Let 〈Xn〉 denote the minimum angle between any two lines of Ξ(Xn ) which
intersect within D. Then, there exists a constant C such that, for any β ∈ (0,π/8),

�(〈Xn〉 < β ) ≤ Cn5β . (5.43)

Proof. For two intersecting rays ρ1 and ρ2, let 〈ρ1,ρ2〉 denote the (smallest) angle they
de�ne. We �rst deal with the angles between two rays originating from di�erent points.
Consider a given ray ρ1 ∈ Ξx1 , and let x̃1 denote the intersection of ρ1 with ∂D. For
another ray ρ2 ∈ Ξx2 , with x2 , x1, to intersect ρ1 at an angle lying in (−β ,β ), we must
have x2 ∈ Coneβ (x1, x̃1,∞) ∪ Coneβ (x̃1,x1,∞). Observe that for any two points x ,y, the
area of Coneβ (x ,y,∞) ∩ D is bounded by δ 2 tan β , where δ denotes the diameter of D. In
particular, for any �xed ray ρ1 ∈ Ξx for some x ∈ Xn ,

�(∃x2 ∈ Xnx \ {x },ρ2 ∈ Ξx2 : 〈ρ1,ρ2〉 < β )

≤ �(∃x2 ∈ Xnx \ {x } : x2 ∈ Coneβ (x1, x̃1,∞))

+ �(∃x2 ∈ Xnx \ {x } : x2 ∈ Coneβ (x̃1,x1,∞))

≤ 2nδ 2 tan β ,
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since Xn
x \ {x } is a Poisson point process in D with intensity n. Now, since for any x ,

|Ξx | ≤ 2( |Xn | − 1),

�(∃x1,x2 ∈ Xn ,x1 , x2,ρ1 ∈ Ξx1 ,ρ2 ∈ Ξx2 : 〈ρ1,ρ2〉 < β )

≤ �



∑
x ∈Xn

�(∃ρ1 ∈ Ξx ,x2 ∈ Xnx \ {x },ρ2 ∈ Ξx2 : 〈ρ1,ρ2〉 < β )


≤ �



∑
x ∈Xn

2( |Xn | − 1) · 2nδ 2 tan β


= 4n3δ 2 tan β , (5.44)

since Xnx \ {x } is distributed like Xn .
We now deal with the smallest angle between any two rays in the same set Ξx , for

some x ∈ Xn . Any point y ∈ Xnx \ {x } de�nes at most two extreme rays in Ξx which
intersect at an angle of π/4. For any two distinct points y,y ′ to de�ne two extreme rays
that intersect at an angle smaller than β > 0, then y ′ must lie in Coneβ (x ,y,∞) or one of
its two images in the rotations of angle +π/8 or −π/8 about x . The arguments we have
used to obtain (5.44) then imply that

�(∃x ∈ Xn : ∃ρ,ρ ′ ∈ Ξ+x ,〈ρ,ρ ′〉 < β ) ≤ 3n3δ 2 tan β
≤ 6n3δ 2β ,

for all β ∈ [0,π/4], since then tan β ≤ 2β .
We now consider a regular ray ρ = ρ− (x ,y,z). Then there exist q ∈ R2 and r > 0

such that ρ is the half-line with an end at x and going through q, and x ,y,z all lie on the
same circle C (more precisely, y,z lie on the intersection of C with Cone(x ,q,∞)). We �rst
bound the probability that there exists a point z ′ such that the regular ray ρ ′ = ρ− (x ,y,z ′)
intersects ρ at an angle at most β , that is ρ ′ ∈ Coneβ (x ,q,∞). We want to bound the area
of the region{

z ′ ∈ D : ρ− (x ,y,z ′) ∈ Coneβ (x ,q,∞)
}
, (5.45)

for which the angle between ρ and ρ ′ is at most β . By de�nition of ρ ′, x ,y and z ′ lie on the
same circle C′ = C′(c ), which has a centre c ′ in Coneβ (x ,q,∞). More precisely, the centre
c ′ lies on the intersection of the bisector of the line segment [x ,y] with Coneβ (x ,q,∞);
so c ′ lies in a line segment ` of length O (β ) containing the centre c of C. The Hausdor�
distance between C and ∪c ′∈`C′(c ) is O (β ) and it follows that

λ2

{
z ′ ∈ D : ρ− (x ,y,z ′) ∈ Coneβ (x ,q,∞)

}
= O (β ). (5.46)

A similar argument applies to deal with rays ρ− (x ,y ′,z ′) fory ′,z ′ ∈ Xn : once the one ofy ′
or z ′ is chosen, the second is forced to lie in a region of area O (β ). From there, arguments
similar to the ones we used in (5.44) yield

�(∃x ∈ Xn : ∃ρ,ρ ′ ∈ Ξ−x ,〈ρ,ρ ′〉 < β ) = O (n5β ). (5.47)
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Finally, we deal with the intersections of a regular and an extreme ray. We ρ =
ρ− (x ,y,z) and ρ ′ = ρ+1 (x ,y ′), fory ′ ∈ Xn (potentially ′ = y). For ρ ′ to lie in Coneβ (x ,q,∞),
the point y ′ must lie in a cone with apex x , half-angle β and with axis one of the straight
boundaries of Cone(x ,q,∞). So if y , y ′, the point y ′ is constrained to lie in a region
of area O (β ); in this case, the expected number of x ,y,z,y ′ ∈ Xn in such a con�guration
is O (n4β ). If on the other hand, y ′ = y then y must lie on a portion of length O (β ) of
the front arc of C ∩ Cone(x ,q,∞). However, conditional on x ,y,z indeed forming the ray
ρ = ρ− (x ,y,z), the points y is uniformly distributed on the front arc. In other words, the
expected number of triplets x ,y,z in such a con�guration is O (n3β ). It follows that

�(∃x ∈ Xn : ∃ρ ∈ Ξ−x ,ρ ′ ∈ S+x ,〈ρ,ρ ′〉 < β ) = O (n4β ). (5.48)

Putting (5.44), (5.47) and (5.48) together completes the proof. �

The shortest line segment

Let L(Xn ) denote the smallest line segment in the arrangement of lines Ξ(Xn ). The aim of
this section is to prove the following:

Lemma 5.28. We have, for any γ small enough and n large enough,

�(L(Xn ) < γ ) ≤ n9γ 1/2. (5.49)

In order to prove Lemma 5.28, we place a ball of radiusγ at every intersection in Ξ(Xn )
(including the ones which involve the boundary ∂D) and estimate the probability that
any such ball is hit by another ray of the arrangement. The proof is longer and slightly
more delicate than that of Lemma 5.27 simply because three rays, each involving up to
three points of Xn , might be involved the event of interest. The �rst step towards proving
Lemma 5.28 is to establish uniform bounds on the area of location of some points for the
rays to intersect a given ball. These bounds are stated in Lemmas 5.29 and 5.30 below.

Lemma 5.29. There exists a constant C such that, for any x ,y,z ∈ D, one has, for all γ > 0
small enough, we have

1. λ2{x̄ ∈ D : ρ+ (x̄ ,y) ∩ δ (z,γ ) , ∅} ≤ Cγ

2. λ2{ȳ ∈ D : ρ+ (x ,ȳ) ∩ δ (z,γ ) , ∅} ≤ Cγ/‖xz‖.

Proof. Fix x , z and γ > 0. The location of points ȳ for which ρ+ (x ,ȳ) 3 z is precisely
∂ Cone(x ,z,∞). Then,⋃

q∈δ (z,γ )

∂ Cone(x ,q,∞) (5.50)

consists of two cones of half-angle arcsin(γ/‖xz‖), which proves the second claim.
For the �rst claim, let c1 = c1 (z) and c2 = c2 (z) be the two intersections of the circles of

radius ‖zy‖/
√

2 centred at y and z (so the segment zy is seen from c1 and c2 at an angle of
π/2). Let C1 = C1 (z) and C2 = C2 (z) denote the discs centred at c1 and c2, respectively, and
havingy and z on their boundaries. Then, the region of the points x̄ for which ρ+ (x̄ ,y) 3 z
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is precisely the boundary of C1 ∪ C2. When looking for the region of points x̄ satisfying
ρ+ (x̄ ,y) ∩δ (z,γ ) 3 q, for some q ∈ δ (z,γ ) observe that the centres ‖c1 (q) − c1 (z)‖ = O (γ ),
‖c2 (q) −c2 (z)‖ = O (γ ) and that the Hausdor� distance between C1 (q) ∪C2 (q) and C1 ∪C2
is O (γ ), hence the �rst claim. �

Lemma 5.30. There exists a constant C such that, for any x ,y,y ′,z ∈ D, one has, for all
γ > 0 small enough

1. λ2{x̄ ∈ D : ρ− (x̄ ,y,y ′) ∩ δ (z,γ ) , ∅} ≤ Cγ

2. λ2{ȳ ∈ D : ρ− (x ,ȳ,y ′) ∩ δ (z,γ ) , ∅} ≤ Cγ .

Proof. The ray ρ− (x ,y,y ′) is the half-line with one end at x and going through the centre
c of the circle which contains all three x ,y and y ′. So the region of the points x̄ for which
ρ− (x̄ ,y,y ′) 3 z is naturally indexed by the points of the bisector ∆ of the segment [y,y ′]:
for a point c ∈ ∆, the only possible points x̄ = x̄ (c ) lie the intersection of the circle C
centred at c and containing y (and y ′) and the line containing c and z. So if z , c , there
are two such points and at most one of them is such that y,y ′ ∈ Cone(x̄ ,c,∞). If z = c ,
then there is potentially a continuum of points x̄ (c ), consisting of the arc of C for which
y,y ′ ∈ Cone(x̄ ,c,∞). It follows that for every c ∈ ∆ such that ‖zc‖ > 2γ , the points x̄ (c )
for which ρ− (x̄ ,y,y ′) intersects δ (z,γ ) is an arc of length O (γ ). On the other hand, the
cumulated area of the circles C (c ) for which ‖zc‖ ≤ 2γ is O (γ ). Hence the �rst claim.

For x , y and q �xed, the set of points ȳ such that ρ− (x ,y,ȳ) 3 q is contained in the
circle C′(q) whose centre is the intersection of the bisector of [x ,y] and the line (xq), and
which contains x (and y). The cumulated area of C′(q) when q ∈ δ (z,γ ) is O (γ ), which
proves the second claim. �

Proof of Lemma 5.28. Recall that, in order to lower bound the length of the shortest line
segment in Ξ(Xn ), we prove using Lemmas 5.29 and 5.30, that if we place a ball of radius
γ at every intersection in Ξ(Xn ), every ball contains a single intersection with probability
at least 1−O (n9γ 1/2). The intersections to consider are of three di�erent types: the points
x ∈ Xn , the intersections of one ray and the boundary of the domain D, and intersections
between two rays.

The case of balls centred at points of Xn �rst is easily treated. We have

�(∃z,x ∈ Xn : z , x ,Ξx ∩ δ (z,γ ) , ∅) ≤ �



∑
z∈Xn

1∃x ∈Xn\{z }:Ξx∩δ (z,γ ),∅


.

Note that, in the expected value on the right, although x , z, the set Ξx does depend on
z in a non-trivial way. The main point about the proof is to check that the conditioning
on z ∈ Xn does not make it much easier for a ray to intersect δ (z,γ ); and this is where
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Lemmas 5.29 and 5.30 enter the game. We have

�



∑
z∈Xn

1∃x ∈Xn\{z }:Ξx∩δ (z,γ ),∅


≤ �



∑
z∈Xn

∑
y∈Xn

∑
x ∈Xn\{z,y }

1ρ+ (x,y )∩δ (z,γ ),∅



+ �



∑
z∈Xn

∑
y,y′∈Xn

∑
x ∈Xn\{z,y,y′ }

1ρ− (x,y,y′)∩δ (z,γ ),∅


≤ Cn4γ ,

by Lemmas 5.29 and 5.30, since conditional on z,y,y ′ ∈ Xn , Xn \ {x ,y,y
′} is distributed

like Xn .
We now move on to the intersections of rays with the boundary of D. Let ρ be a ray,

and let z denote its intersection with ∂D. If ρ is an extreme ray, then there exists x ,y ∈ Xn
such that ρ = ρ+1 (x ,y) (or ρ = ρ+2 (x ,y)) and we are interested in the probability that some
other ray ρ ′ intersects δ (z,γ ); note that the ray ρ ′ might arise from a set of points x ′,y ′
(if it is extreme) or x ′,y ′,y ′′ (if it is regular) which uses some of x or y. If there is at least
one point of x ′,y ′ that is not in {x ,y} then Lemma 5.29 allows us to bound the probability
that ρ+ (x ′,y ′) intersects δ (z,γ ); in the other case, there must be one of x ′,y ′,y ′′ which is
not in {x ,y} and Lemma 5.30 applies: For each such choice of points, the probability that
ρ ′ intersects δ (z,γ ) is O (γ ), uniformly in x , y and z. So the only case remaining to check
is when ρ ′ is only de�ned by the two points x ,y. Here,

• either ρ ′ ∈ Ξx and for ρ ′ to intersect δ (z,γ ) one must have x ∈ δ (z,γ ), which only
happens if x lies within distance γ of ∂D, hence with probability at most O (nγ );

• or ρ ′ ∈ Ξy and the ballδ (z,γ ) should be close to one of the two points in ∂ Cone(x ,y,∞)∩
∂ Cone(y,x ,∞); Write i1 = i1 (x ,y) and i2 = i2 (x ,y) for these two points. More pre-
cisely, since the angle between ρ and ρ ′ is π/4, the point z should lie within distance
γ
√

2 of one of the two intersections (or δ (z,γ ) does not intersect ρ ′). Dually, for a
point q, let ȳ = ȳ (q) be the point such that i1 (x ,ȳ) = q. Then, for ‖zq‖ ≤ γ ′ = γ

√
2

the angle between the vectors xȳ (q) and xȳ (z) is at most arcsin(γ ′/‖xz‖) and the dif-
ference in length is an additive term of at mostγ ′

√
2. Overall, {ȳ : i1 (x ,ȳ) ∈ δ (z,γ ′)}

is contained in a ball of radius at most 3γ ′
√

2 = 6γ . Finally, since z ∈ ∂D, the prob-
ability that such a situation occurs for some x ,y ∈ Xn is at most O (n2γ ).

As a consequence, the probability that there exist two rays ρ and ρ ′, such that ρ ′∩δ (z,γ ) ,
∅, for z = ρ ∩ D is O (n5γ ).

It now remains to deal with the case of balls centred at the intersection of two rays.
Consider two rays, ρ1 ∈ Ξx1 and ρ2 ∈ Ξx2 , for x1 , x2, which are supposed to intersect
at a point z (the case x1 = x2 has already been covered since then, we have z ∈ Xn).
The de�nition of ρ1 and ρ2 may involve up to six points x1,y1,y

′
1 and x2,y2,y

′
2 of Xn . The

probability that some third ray ρ3, whose de�nition uses at least one new point of Xn ,
intersects δ (z,γ ) can be upper bounded using Lemmas 5.29 and 5.30 as before and we
omit the details. The only new cases we need to cover are the ones when the de�nition of
ρ3 only involves points among x1,y1,y

′
1 and x2,y2,y

′
2. We now show that all the possible
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5. Cone Walk

con�gurations on six points only are unlikely to occur for γ small in the random point set
Xn .

Because of the number of cases to be treated, without a clear way to develop a big pic-
ture, we only sketch the remainder of the proof. We treat the cases where ρ1 = ρ

− (x1,y1,y
′
1)

and ρ2 = ρ
− (x2,y2,y

′
2), so in particular the two rays which intersect at z are regular rays.

• If ρ3 ∈ Ξx1 (or, by symmetry, ρ3 ∈ Ξx2 ), the bound on the smallest angle between
any two rays in Lemma 5.27 ensures that z ought to be close to x1: one must have
arcsin(γ/‖x1z‖) ≤ η where η denotes the smallest angle. Then, either x2 is also close
to z, or y2 and y ′2 actually almost lie on a circle whose centre lies on the line (x1,x2).
Both are unlikely: (1) the closest pair of points lie at distance Ω(1/n) (which is much
larger than what we are aiming for) and (2) for �xed x1,x2 and y2, the location of
points y ′2 such that y2 lies near the circle whose centre lies on (x1,x2) and which
contains y2 has area of order O (γ ).

• If ρ3 ∈ Ξy1 (or the other symmetric cases), there are the following possibilities:
either ρ3 is a regular ray and (up to symmetry)

ρ3 ∈



(a) ρ− (y1,x1,y
′
1), (b) ρ− (y1,x1,y2)

(c) ρ− (y1,x2,y
′
1), (d) ρ− (y1,x2,y2)

(e) ρ− (y1,y
′
1,y
′
2), (f) ρ− (y1,y2,y

′
2)



, (5.51)

or ρ3 is an extreme ray and

ρ3 ∈
{

(g) ρ+ (y1,y
′
1), (h) ρ+ (y1,y2)

}
. (5.52)

Since ρ− (x1,y1,y
′
1) is a ray, y1,y

′
1 both lie in a cone of half-angle π/8, and it is impos-

sible that we also have x1,y
′
1 both lying in some cone of half-angle π/8; so con�g-

uration (a) does not occur. For situation (b), we use Lemma 5.30 (ii). For situations
(c)–(f), we use the arguments in the proof of Lemma 5.30 to exhibit the constraints
about the location of the third point de�ning ρ3, once the �rst two are chosen.
To deal with the cases where ρ3 ∈ Ξ

+
y1 , observe that oncey1 is placed, y ′1 (ory2) must

lie in a cone of angle arcsin(γ/‖y1z‖): so either ‖y1z‖ ≥ r , and the cone has area
O (γ/r ) or ‖y1z‖ ≤ r , but then y1 must lie in the portion of the front arc of length
O (r ) about ρ1. Since the conditional distribution of y1 is uniform on the arc, the
probability that this con�guration occurs is O (infr ≥0{γ/r + r }) = O (γ 1/2).

The remaining cases, where at least one of ρ1 and ρ2 is an extreme ray, may all be treated
using similar arguments and we omit the tedious details. �

Lower bounding the area of the smallest cell: Proof of Proposition 5.25

With Lemmas 5.27 and 5.28 under our belt, we are now ready to prove Proposition 5.25.
We use the line arrangement Ξ(Xn ) of Section 5.1. The faces of the corresponding sub-
division are convex regions delimited by the line segments between intersections of rays,
and pieces of the boundary of the domain D. Let L(Xn ) and 〈Xn〉 denote the length of the
shortest line segment and the smallest angle in the arrangement arising from Xn . Con-
sider a face of the subdivision, and one of its verticesu which does not lie on the ∂D. Then
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5.5. Comparison with Simulations

the triangle formed by the u and its two adjacent vertices on the boundary of the face
is contained in the face. The lengths of the two line segments adjacent to u are at least
L(Xn ) long, and the angle they make lies between 〈Xn〉 and π − 〈Xn〉, so that the area of
the corresponding triangle is at least

L(Xn )
2 ·

tan〈Xn〉

2 . (5.53)

It follows easily from Lemmas 5.27 and 5.28 that the area of the smallest face it at least
βγ/2 with probability at least 1−O (n4β )−O (n9γ 1/2). Choosing β ,γ such that n4β = n9γ 1/2

yields the claim.

5.5 Comparison with Simulations

We implemented Cone-Walk in C++ using the Cgal libraries. For simulation purposes,
we generated 107 points uniformly at random in a disc of area 107. We then simulated
Cone-Walk on 106 di�erent walks starting from a point within a disc having a quarter of
the radius of the outer disc (to help reduce boundary e�ects) with a uniformly random des-
tination. For comparison, we give give the expected bounds for a walk whose destination
is at in�nity. See Table 5.1. With respect to the path, we give two values for the number
of extra vertices visited in a step. The �rst is the number obtained by using Simple-Path
and the second, in brackets, is the average number of ‘intermediary vertices’ within each
disc.

Theory Theory (5 s.f.) Simulation

Radius �[R] =
√

π
2
√

2+π 0.72542 0.72557

# Intermediary path steps ≤ �[τi ] ≤ 4π
π+2

√
2 ≤ 1.1049 0.41244 (1.09574)

Simple-Path Length ≤ �[Λ/L0] ≤ 22π−4
√

2
2+3π+8

√
2 ≤ 2.7907 1.51877

Table 5.1 – Comparison of theory with simulations. Inequalities are used to show when
values are bounds.
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Chapter6
Pivot Walk

In this chapter, we describe a new walking strategy which traverses faces of planar Delau-
nay triangulations using orientation predicates. In particular, our algorithm gives a new
way to navigate the walk graph introduced in Section 3.5. We will show that it is possi-
ble to design an orientation-based walk that requires only one orientation per face visited
on average (according to simulations on uniformly random points), whilst not visiting
signi�cantly more faces than other well-known walking strategies. These gains will fol-
low by exploiting the combinatorial structure in the walk graph de�ned in De�nition 3.1.
This result is an improvement on the average of 1.3 orientations per face achieved by Re-
membering Visibility Walk and 2 orientations achieved by Straight Walk (again, in the
model of uniformly random points.) Kolingerová [77] and De Castro and Devillers [38]
previously introduced heuristic methods to try and achieve a similar goal, by proposing
heuristics that reduce the number of orientations to one per triangle. For their methods
to be e�ective however, a good estimate of the number of steps that the walk will require
is needed. Our technique does not work in the same way, and indeed the same trick used
in these contexts could be used to further reduce the number of orientations required by
our algorithm.

Unfortunately, whilst our result appears to be of general theoretical interest, we were
unable to use it to gain a net speed-up in point location compared to other walking algo-
rithms used for point location. This was initially surprising, and to understand the rea-
soning behind this, we provide optimised implementations for our algorithms and then
analyse them in order to understand the cause of this behaviour.

Index test In addition to orientation predicates, we also make use of one more operation
which we call the index test. For two neighbouring simplicies in a triangulation, σ ,τ ∈
T(X) the index test returns the index, i ∈ {0, . . . ,d } such that the ith neighbour of σ is τ ,

Index(σ ,τ ) 7→ i : σ . neighbour(i ) = τ .

Given this de�nition, Remembering Visibility Walk (de�ned in Section 3.4) may be
implemented using one index test and at most d orientations per simplex (for all simplices
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6. Pivot Walk

apart from the �rst.) We brie�y remark that of these two operations, only the orientation
predicate actually provides information about the locations of the points, since the index
test only gives combinatorial information about the triangulation.

6.1 Preliminaries

We will focus on the case of a locally �nite set of n points, X ⊂ R2 in general position,
with convex hull Conv(X). We then construct a triangulation T(X). For now, we make
no explicit assumptions on this triangulation, although for the most part we focus on the
case where it is the Delaunay triangulation. We use nf := | T(X) | as shorthand for the
number of triangular-faces in T(X). We assume the walk starts from a face σ0 and ends
once a face is found containing the destination, q. We assume that the set X ∪ {q} is
also in general position to avoid unnecessary technicalities. Finally, for x ∈ X, we de�ne
star(x ) := star(x ,T(X)) to be the set of faces in T(X) having x as a vertex.

Properties of the walk graph

We now prove some small results on the walk graph which will be useful in the following
sections.

Lemma 6.1 (Sources and Sinks). For every x ∈ X, letWx :=W(star(x ),q) be the restriction
of W to the star of x . Then, for all x ∈ X, there exists exists a unique face in star(x ) with
in-degree 2 in Wx . We call this face the sink of x . In addition, for every x ∈ X not on the

convex hull of X, there exists a unique face in star(x ) having out-degree 2 in Wx . We call

this face the source of x . For an example, see Figure 6.2.

Proof. We imagine tracing a ray between x and q. This ray can intersect at most 2 faces in
the star of x (if x is on the convex hull, the ray only intersects one). It is easy to see that
the face closest to q always exists, and has in-degree 2 in Wx (if it contains q the in-degree
is 3 in W.) If the ray intersects a second face, it is unique and has out-degree 2 by the same
argument. �

Lemma 6.2. Suppose that the number of points on the convex hull of X is c , then every face

in T(X)(node inW) is either the source or the sink of some point x ∈ X. Also, there are exactly
n − c nodes in W with out-degree 2, n − 3 nodes with in-degree 2, and 1 node with in-degree

3 which represents the face containing q in T(X).

Proof. We consider the source and sink triangles de�ned in Lemma 6.1. We observe that
each of the n − c points x ∈ X not on the convex hull must have a unique source face with
out-degree 2 in W. Now, the n − 3 points x ∈ X that don’t contain q in their star have a
unique sink with in-degree 2. Finally, there is one face remaining that contains q and has
in-degree 3. �

Corollary 6.3. Suppose that c ∈ o(n) and let σ be a face selected uniformly at random from

T(X), then the probability that σ has out-degree (or in-degree) 2 in W converges to 1/2 as n
tends to in�nity.
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6.2. Pivot Walk

We brie�y remark that Lemma 6.2 can be used to give an alternative proof to the well
known identity f ≡ 2n − 2 − c .

Counting orientations

We already stated that Straight Walk can be implemented using an algorithm that requires
exactly two orientations per face, and that the path given is a path in the walk graph
W(X,q). We additionally recall that Stochastic Visibility Walk works by doing a random
walk in the walk graph W(X,q), choosing among the possible out-going arcs (edges) for
each step uniformly at random. The number of orientations required per face is not �xed
in this case, however we can come up with an approximation by using Lemma 6.2 and
considering the expected number of orientations required for a face chosen uniformly at
random from T(X). Let N be the number of orientations required for such a face. To �nd
the way on, Visibility Walk must check each of the three edges of the current face until it
�nds an out-going edge satisfying the visibility condition. We thus have

�[N ] = 1
2 �

[
N

����

{
2 ways on

}]
+

1
2 �

[
N

����

{
1 way on

}]

=
1
2

((2
3 · 1 +

1
3 · 2

)
+

(1
3 · 1 +

1
3 · 2 +

1
3 · 3

))
= 1 + 2

3 .

As we mentioned previously, a small improvement can be had by ‘remembering’ the last
edge walked through by computing the index of the previous face visited and avoiding this
orientation test (since it must fail). In practice, this means Remembering Walk requires
fewer orientations on average per face. Repeating the above calculations in this case gives

�[N ] = 1
2 �

[
N

����

{
2 ways on

}]
+

1
2 �

[
N

����

{
1 way on

}]

=
1
2

(
1 +

(1
2 · 1 +

1
2 · 2

))
= 1 + 1

4 .

Evidently, these calculations may only be considered as an approximation, since the tri-
angles are not chosen uniformly from the triangulation, but are chosen by an algorithm.
This di�erence is underlined by the fact that our simulations give slightly di�erent values
to the estimates computed here. Correctly computing the expected number of orientations
per triangle remains a di�cult and unsolved problem.

6.2 Pivot Walk

We now introduce our new algorithm, which we call Pivot Walk. Pivot Walk traverses the
walk graph similarly to other orientation-based algorithms given in Section 3.4, however it
additionally exploits the combinatorial structure of the triangulation in order to reduce the
average number of orientation predicates to approximately one per face visited (measured
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6. Pivot Walk

q

Figure 6.1 – An example of Pivot Walk. The faces visited by the walk are shaded, and the
pivot points are marked. The pivot changes are signi�ed by the thick dotted edges, and
the orientations performed are marked by arrows.

v

source sink
q

Figure 6.2 – Illustration for the de�nition of sources and sinks. We label the vertex v the
pivot.

on random data). This result seems intuitively surprising, since orientation predicates
are the only way the algorithm learns information about the locations of the underlying
points, and we do not observe a large increase in the number of faces visited by the walk
compared to, for example, Visibility Walk.

Pivot Walk is based on the simple observation in Lemma 6.1 that every vertex x ∈ X
of has a unique sink. Thus, given any face in the star of x , we can pivot around x , doing a
single orientation between the pivot and successive vertices in the star until the �rst time
the orientation reverses. At this point we must have reached the sink for x . We then walk
across the edge opposite x and choose a new pivot. Since the edge we walk across to the
new pivot is the only way out of the sink, the new pivot we walk into tends to be well
directed towards the destination. Walking around the pivot in this way is e�cient since for
every face visited, we only have to do one index test and one orientation. Unfortunately
though, these gains are slightly negated by the cost of the �rst and last faces visited around
a pivot. This is because we may need two orientation predicates to determine the correct
‘pivot direction’. Also, every time we leave a pivot we will always do three orientations
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6.3. Experiments

for one face (to ensure that the destination has not been reached). Figure 6.1 demonstrates
an example run of Pivot Walk.

Skipping To improve Pivot Walk, we modify the algorithm to make it more lazy. Instead
of checking for a direction before pivoting, we simply choose any direction at random and
then skip a few steps around the pivot, without performing any orientation tests. Since the
average degree in T(X) of a randomly chosen point x ∈ X is 6 (for c ∈ o(n)), independently
of the triangulation (see de Berg et al. [36, Theorem 9.1]). This strategy almost always
results in us getting closer to the sink face. Note that whilst we may walk the ‘wrong way’
across some edges in the walk graph, we are guaranteed that there exists a path that we
could have taken, so this strategy does not a�ect the correctness of the algorithm.

Implementation We provide the pseudocode for Pivot Walk using the skipping strat-
egy in Listing 6.1, which gives a complete description of a possible implementation of the
algorithm already given. The code depends on the procedure Find-First- Face, which
simply returns a valid neighbouring face of the given face which can be walked through,
or the same face again if none exists. We use ‘⊗’ to mean logical exclusive or. We note
that it is possible to further optimise the given procedure by caching the results of the
index tests for the skipped faces, though we omit this from the pseudocode. As before, we
assume that the orientation tests return Visible,Not-Visible or Colinear, depending on
the con�guration of the three input points.

Correctness The correctness of Pivot Walk follows since every we time we choose a
new pivot, we must have visited at least one new face that has not previously been visited.
In addition, for each pivot, we visit every face at most twice. The result then follows from
Theorem 3.5.

6.3 Experiments

For testing purposes, we implemented Pivot Walk, Visibility Walk and Remembering Walk
in C++ using the Cgal libraries with the standard EPIC (Exact Predicates Inexact Con-
structions) kernel [115]. This allowed us to be sure that our orientations could not fail
due to numerical instability. We compiled our code using llvm 3.4 with -o3. We then
generated random sets of uniform points in a unit square and constructed the Delaunay
triangulation. Testing data for the walks was generated by choosing points uniformly at
random away from the border, to prevent border e�ects from making the results unstable.
We provide one version of Pivot Walk without the skipping strategy, and then a further
four versions which skip di�erent numbers of faces. To refer to these variations, we shall
simply refer to ‘Pivot k’ to mean Pivot Walk using k skips (we omit k for Pivot Walk with
no skipping.) Along with the standard implementations of our algorithms, we addition-
ally consider two ‘optimised’ versions, one of which is for Pivot 2 and one of which is
for Remembering Walk. These were added after observing that signi�cant improvements
could be gained from unrolling loops and expanding index tests. Our results are given in
Table 6.1 and Fig 6.3. 3
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6. Pivot Walk

Pivot-Walk(q,current )
1 previous = current
2 // Find the �rst face we can walk through.
3 current = Find-First-Face(q,current )
4 // If no face was found, the destination was in the �rst face.
5 if current = previous
6 return current
7 // Each iteration of this loop represents a new pivot.
8 while true
9 done = f alse

10 oriented = f alse
11 ccw = Rand(0,1)
12 i = current .Index(previous )
13 previous = current
14 current = previous . neighbor(i + 2 − ccw mod 3)
15 // Walk two steps around the pivot without orientations.
16 Skip(current ,previous,ccw )
17 Skip(current ,previous,ccw )
18 // Keep executing advance until it returns false.
19 while Advance(previous,current ,q,pivot ,oriented,ccw ,done )
20 if done
21 return current

Listing 6.1 – A pseudocode implementation of Pivot-Walk. The Advance algorithm is
given in Listing 6.2.

Piv. Piv. 1 Piv. 2 Piv. 3 Piv. 4 Vis. Rem. Rem. (opt) Piv. (opt)

Time / ms 12.427 12.956 12.242 12.838 13.856 12.664 12.011 9.391 12.109
Net Orientations 16628556 14759528 12218120 11076802 11999199 18629794 13883677 - -
Net Unique Faces 10209282 11761111 12087970 13145055 16174565 10967139 10797610 - -

Table 6.1 – Combined table of results for two experiments. For timing, we generated a
triangulation of 107 points and timed 104 randomly chosen walks for each strategy. When
counting orientations and faces, we used 106 points and averaged over 104 walks. We do
not give the number of index tests since (apart from Visibility Walk) this is (essentially)
the same as the total number of faces.

Analysis of Results We observe that on random data, Pivot Walk with skipping tends
to do signi�cantly fewer orientations than the other walking strategies. In particular, Pivot
3 required 20% fewer orientations than Remembering Walk and 40% fewer than Visibility
Walk. Despite these gains, the number of faces visited in each of these cases was slightly
higher than for Visibility Walk. We remark that Pivot 2 tended to be the fastest of the Pivot
Walks, even though it does a few more orientations than Pivot 3. We thus propose that
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Advance(previous,current ,q,pivot ,oriented,ccw ,done )
1 // Advance one step around the pivot.
2 i = current .Index(previous )
3 p = current . vertex(i )
4 // If we found an edge pointing against us.
5 if ccw ⊗ Orientation(pivot ,p,q) , Visible
6 p ′ = current . vertex(i + 1 + ccw mod 3)
7 if notoriented
8 // If we were going the wrong way.
9 if (ccw ⊗ Orientation(pivot ,p ′,q) , Visible)

10 // Turn around.
11 Swap(current ,previous )
12 ccw = 1 − ccw
13 oriented = true
14 return true
15 // If we reached the destination.
16 if ccw ⊗ Orientation(p,p ′,q) , Visible
17 done = true
18 return false
19 // Go to next pivot.
20 previous = current
21 current = previous . neighbour(i + 2 − ccw mod 3)
22 returnf alse
23 // Continue around pivot.
24 previous = current
25 current = previous . neighbour(i + ccw + 1 mod 3)

Listing 6.2 – The Advance algorithm required by the Pivot Walk algorithm. Note that
we allow the algorithm Advance to modify its arguments to avoid unwieldy return state-
ments.
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Pivot 2 should be the default implementation for Pivot Walk. We note that this version
does only 1 orientation per face visited on average.

It seems surprising that despite signi�cantly reducing the number of exact computa-
tions required, Pivot 3 is still no faster than Remembering Walk. This appears to be because
the cost of accessing a face in the triangulation has a cost comparable to that of doing an
orientation. This was unexpected at �rst, and we therefore suggest some possible reasons
for this behaviour. Firstly, it could simply be because Cgal �ltered arithmetic is extremely
e�cient, with non-degenerate orientations generally reducing to a small number of arith-
metic instructions which a modern processor can execute very e�ciently. It could also be
partly due to the increase in index tests required by Pivot Walk. Despite their simplicity,
index tests are likely to cause branch mispredictions because the ordering of faces is close
random. Finally, there could also be problems due to cache e�ects, since adjacent faces
need not be local in memory, meaning that face accesses are more likely to result in cache
misses. To test this we did some timing on very small triangulations, however we did not
notice any signi�cant di�erences. Ultimately it seems probable that the �nal explanation
is a combination of the above.

For our optimised code, we found that unrolling the loops and index tests (and some
other small optimisations we do not detail here) resulted in a signi�cant speed increase
for Remembering Walk. Interestingly, the same optimisations appeared to do very little to
improve Pivot Walk. This could be because compiler-level optimisations are more easily
applied to the simpler Remembering Walk. It could also be simply that Pivot Walk does
not play as nicely with processor branch prediction and pre-loading as Remembering Walk
does.

6.4 Conclusions

We have presented a series of novel results on the Visibility Walk graph and also demon-
strated that it is possible to design a walk that only requires approximately one orientation
per face, without signi�cantly increasing the number of faces visited. Despite the fact that
our algorithm did not result in a speed up for point location in Cgal (with the EPIC ker-
nel), we believe that our results could be of interest in situations where orientations may
be more expensive. This situation could arise with di�erent kernel representations or on
highly degenerate data. In addition, we believe that the techniques presented here open
up new possibilities for the construction of new walking algorithms on the walk graph,
with plenty of scope for new optimisations and di�erent walking algorithms remaining
for consideration in the future.
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Figure 6.3 – A comparison of walking strategies applied to uniformly random points in a
square. The �rst bar in each case gives the number of unique faces visited by each walk; the
second gives the total number of faces visited, and the �nal bar gives the average number
of orientations performed per (unique) face. All face counts are normalised by the number
of faces visited by Remembering Visibility Walk.
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Chapter7
Extremes in random tessellations

In this chapter we introduce the problem of computing extremes for characteristics of
random tessellations. We begin by giving a brief introduction to extreme value theory,
followed by a summary of results in this area which apply to the study of tessellations.
Notably, whilst many results for moments and limit theorems have been obtained for prop-
erties of cells such as the typical cell (which is de�ned below in Equation (7.2)), very few re-
sults giving the extremes of geometric characteristics of cells in random tessellations have
been given. Con�gurations of random lines have found many uses in a diverse array of
up-and coming �elds such as high dimensional estimation, dimension reduction [98, 110],
locality consistent hashing [57], compressed sensing [97] and also in the study of natural
phenomena such as the trajectories of particles in bubble chambers [60]. In particular, in
the context of compressed sensing, the authors point to a lack of results extremal proper-
ties for line tessellations [97]. We are optimistic that our techniques may be extended to
prove even stronger results in these cases.

Charactaristics of random tessellations

The results in this part will be focussed on properties of random tessellations. Whilst we
focus on the particular cases of Poisson-Voronoi, Poisson-Delaunay and the Poisson hy-
perplane tessellation, applications to more general tessellations may be kept in mind. We
denote a general random tessellation asmwhich represents the collection of (convex) cells
in the tessellation. We associaite with the cells of each tessellation a function, z : Kd → Rd

which deterministically maps a cell to its nucleus which satisi�es z (C + x ) ≡ z (C ) for any
x ∈ Rd .1 We note that an appropriate function z (·) may be chosen depending on the
speci�c problem in question to simplify calculations.

When a tessellation m is stationary, so that its distribution is invariant under transla-
tions, we may associate with it a �xed intensity, γm. In particular, for a set W ∈ B (Rd )

1The traditional use of z in this context is due to the German word ‘zentrum’, meaning ‘centre’.
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7. Extremes in random tessellations

satisfying 0 < λd (W) < ∞, we de�ne the intensity of the tessellation as,

γm := 1
λd (W)

· �

[ ���
{
C ∈ m : z (C ) ∈W

}���
]
. (7.1)

Thus in particular, the intensity gives the expected number of cells whose nucleii fall into
a region of unit area.

Typical cell Another standard object of study in random tessellations is the typical cell,
denoted C , which is a random polytope obtained by averaging over all cells in the tessel-
lation. Its distribution is characterised by

�[f (C )] := 1
λd (W)

· �



∑
C ∈m,

z (C )∈W

f (C − z (C ))



, (7.2)

For all bounded and measurable f : Kd → R, where Kd represents the set of compact
convex bodies in Rd . The tools of stochastic geometry have enabled great progress to
be made involving the properties of the typical cell, including moments and limit the-
orems [25, 94, 104]. Much less is known about properties of maxima and minima over
all cells, to which we may apply techniques from extreme value theory. This will be the
subject of the next section.

7.1 Extreme value theory

Given a sequence {ξi }i≥1 of random variables, the �eld of extreme value theory in a basic
sense is concerned with the study of the limiting distribution of the maximum,

Mn := max
{
ξ1,ξ2, . . . ,ξn

}

as n tends to in�nity. Perhaps the most celebrated result in this �eld is the result by
Fischer, Tippett and Gnedenko [59] which gives a classi�cation of the possible limiting
distributions of Mn when the ξi are independent and identically distributed (iid) random
variables.

Theorem 7.1 (Fisher-Tippett-Gnedenko). Suppose there exist an > 0, bn ∈ R,n ≥ 1 such

that there exists a non-degenerate limiting distribution, G,

�(an (Mn − bn ) ≤ t )
d
−→ G (t ).

Then G must be one of three types, G (x ) := H (ax + b) for a > 0,b ∈ reals .

I. H (x ) = exp(−e−x ),

II. H (x ) =



exp(−x−α ) if x > 0
0 if x ≤ 0

,

III. H (x ) =



exp(−(−x )α ) if x ≤ 0
1 if x > 0
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7.1. Extreme value theory

Proof omitted. �

Remark 7.2. The three classes given in Theorem 7.1 are known respectively as the Gumbel,
Fréchet and Weibull distributions.

When the sequence under consideration is not iid, one may naturally ask whether or
not such a classi�cation exists under more general conditions. This question is indeed
answered in the a�rmative, with one possible set of conditions being given by Leadbetter
[83], in which a weak mixing condition, D (vρ ) and a ‘local’ condition, D ′(vρ ) is shown
to imply the same classi�cation given by Theorem 7.1 for stationary sequences (where
vρ is a threshold depending on the sequence in question.) In Leadbetter [84] it is shown
that if the condition D (vρ ) is satis�ed without the locality condition D ′(vρ ), then one
still obtains a limiting distribution of the same type (in the sense of Theorem 7.1), but
not necessarily with the same normalisation constants. Given slightly more extraneous
conditions, it may be shown that the omission of the locality conditions only alters the
normalisation by a �xed constant when compared with the iid setting [84]. This constant
is known as the extremal index, often denoted θ . It is known that θ ∈ (0,1] and that it may
be be interpreted as the inverse of the mean number of exceedants that appear in the region
about a cell which passes the given threshold. Studying and estimating the extremal index
in stationary sequences has become a �eld in its own right [54, 102, 111].

In this work, we are interested in a more general problem which still shares many
properties with the case of stochastic sequences (or random �elds.) In particular, we are
interested in studying the maximum of a geometric characteristic, f : Kd → R which maps
a cell in a tessellation to a property of the cell (such as the area or circumradius) applied
to the cells of a tessellation. Studying extremes in this context is di�cult due to a few
key factors that separate the study of spatial tessellations from the better known cases
of random sequences and random �elds [41, 85, 101]. Firstly, cells in tessellations can
exhibit complicated dependence due, for example, to cells having non-deterministic sizes
and numbers of neighbours. Other di�culties include the handling of boundary e�ects,
in which the behaviour of the tessellation close to the edge of the ‘window’ may require
special treatment. Finally, the geometric characteristics we consider may not depend on a
pre-determined number of lines or points of the process.

The �rst results relating to this work appear to be those by Penrose [96], in which
the author studies the limiting distribution of the maximum and minimum degrees of a
class of random geometric graphs. Schulte and Thäle [105] also study the order statistics
of functionals of k points of a Poisson point process, a process known as computing U -

statistics.

Extremes in tessellations

It seems that the �rst authors to speci�cally investigate the extremes of cells of tessella-
tions were Calka and Chenavier [26], who give the limiting distribution for the maximum
and minimum inradius and circumradius of cells in a random Voronoi tessellation ob-
served in a window. In particular, they consider a Voronoi tessellation constructed on a
homogeneous Poisson process in R2, and then study the limiting distributions for cells
whose nucleus falls within a compact convex window Wρ := ρ1/2W in the limit as ρ → ∞.
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7. Extremes in random tessellations

This work was later extended by Chenavier [30], [29] who proved a generalised theorem
to compute the limiting distribution for the extremes of characteristics of cells in tessel-
lations Rd under certain conditions; the �rst of these conditions is a Typical Cell Property,
which involves computing the mean of the geometric characteristic on the typical cell.
The second is the Finite Range Condition, which is a mixing condition analogous to the
condition D (vρ ) of Leadbetter. The �nal condition is a Local Correlation Condition, which
bounds the probability of two exceedances being close in a similar vein to that Leadbtter’s
condition D ′(vρ ). When these three conditions are satis�ed, the precise limiting distribu-
tion of the order statistics is given. This general theorem was obtained by using Poisson
approximation by the Chen-Stein method, which gives convergence in distribution of a
sum to a Poisson random variable under conditions on the dependency graph [96]. In
the same paper, Chenavier [30] also gives several applications of this main theorem to
both the Poisson-Delaunay and Poisson-Voronoi tessellations, including the inradius, the
circumradius, the area, the volume of the Voronoi �ower and the distance to the farthest
neighbour.

7.2 Contributions

In Chapter 8, we compute the limiting distribution for the maximum and minimum inra-
dius for a Poisson line tessellation. The results that we obtain can not be obtained through
the application of the general theorem by Chenavier [30]. Whilst the mixing property
is satis�ed (see [104, Theorem 10.5.3]), the required ‘�nite range condition’ is not. The
di�culty comes from the fact that even cells which are arbitrarily spatially separated can
depend on the same line. Our result instead follows from the combination of a Poisson
approximation theorem generalised from a work by Henze [67], and an application of a
theorem by Schulte and Thäle [105].

Previous results relating to the study of Poisson line tessellation includes limit the-
orems [66] and mean values calculations [89, 90] for various geometrical characteristics
of the typical cell. A long standing conjecture due to D.G. Kendall about the asymptotic
shape of large typical cell is proved in [69]. The shape of small cells is also considered
in [4] in the particular setting of rectangular Poisson line tessellation.
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Chapter8
Extrema in the Poisson

line tessellation

In this chapter we consider extremes for the inradius of cells in a Poisson line tessellation.
We begin by giving a formal construction of the tessellation and a description of our re-
sults. This will then be followed by a collection of preliminaries which we will require
throughout the rest of the chapter.1

8.1 The Poisson line tessellation

LetA denote the set of a�ne lines in R2 which do not pass through the origin 0. For t > 0
and u ∈ S, each line in A has a unique representation

H (u,t ) :=
{
x ∈ R2, 〈x ,u〉 = t

}
,

where we recall that S is the unit sphere in R2. Given a �xed γ ∈ R+, we construct the
stationary and isotropic Poisson process X̂ with intensity γ on the space of a�ne lines,A
with intensity measure given by

µ(A) := 2γ
∫
S

∫
R+
1H (u,r )∈A drσ (du), (8.1)

for any Borel subset A ∈ B (A), and where σ (·) denotes the uniform measure on S with
normalization σ (S) = 2π . From now on, we assume without loss of generality that the
intensity of X̂ is γ := π . The Poisson line tessellation, denoted mpht is now de�ned to
be the set of closures of the connected components of R2 \ X̂. An example realisation of
the Poisson line tessellation truncated to a window is given in Figure 8.1. With each cell
C ∈ mpht, we associate the nucleus z (C ) as follows. Almost surely, for each cell C , there

1 This chapter was written in collaboration with Nicolas Chenavier, and is currently in the process of
being prepared for submission.
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8. Extrema in the Poisson line tessellation

Figure 8.1 – A realisation of the Poisson line tessellation truncated to a window.

exists a unique inball in C which intersects the boundary of C at three points. The point
z (C ) is then de�ned as the centre of this ball and we write R (C ) to denote its radius.

The problem We are interested in the case where only a part of the tessellation is ob-
served in the window Wρ := B (0,π−1/2ρ1/2), ρ > 0, where we recall that B (z,r ) denotes
the (closed) disc centred at z ∈ R2 with radius r ∈ R+. Let f : K2 → R be a translation
invariant measurable function, so that f (C+x ) = f (C ) for allC ∈ K2 and x ∈ R2. We seek
to investigate the asymptotic behaviours of the order statistics for the image of f given the
cells of the tessellation whose incentres lie within the window, f (C ∈ mpht : z (C ) ∈ Wρ ),
in the limit as ρ goes to in�nity.

In this work we investigate the particular case where f (C ) := R (C ) is the inradius of
any cellC ∈ mpht. In particular, we give the asymptotic behaviour ofmWρ [r ] and MWρ [r ],
r ≥ 1, which we use respectively to denote the inradii of the r th smallest and the r th
largest inballs. Thus for r = 1 we have,

mWρ [1] = min
C ∈mpht,
z (C )∈Wρ

R (C ) and MWρ [1] = max
C ∈mpht,
z (C )∈Wρ

R (C ).

The asymptotic behaviours of mWρ [r ] and MWρ [r ] are given in our following main theo-
rem.

Theorem8.1. Letmpht be a stationary, isotropic Poisson line tessellation inR2
with intensity

π and let r ≥ 1 be �xed. Then,

(a) For any t ≥ 0,

�

(
mWρ [r ] ≥ (2π 2ρ)−1t

)
−→
ρ→∞

e−t
r−1∑
k=0

tk

k! .
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(b) For any t ∈ R,

�

(
MWρ [r ] ≤ 1

2π (log(ρ) + t )
)
−→
ρ→∞

e−e
−t

r−1∑
k=0

(e−t )k

k! .

The limit distributions are of type II and type III in Theorem 7.1, meaning thatmWρ [1]
and MWρ [1] belong to the domains of attraction of Weibull and Gumbel distributions re-
spectively. The techniques we employ to investigate the asymptotic behaviours ofmWρ [r ]
andMWρ [r ] are both di�erent. For the case of the smallest inballs, we show that asymptoti-
callymWρ [r ] has the same behaviour as the r th smallest value associated with aU -statistic.
In particular, this allows us to apply the main theorem in Schulte and Thäle [105]. The
order statistics for the largest inballs are more delicate since the problem cannot be for-
mulated as aU -statistic. Our idea is to extend a result due to Henze [67] which will allow
us to reduce the problem to studying the �nite dimensional distributions.

Layout of chapter

The remainder of this chapter is organised as follows. We begin by Section 8.2, in which
we give the notation and key concepts required throughout the rest of the chapter. In
Section 8.3, we provide the asymptotic behaviour ofmWρ [r ]. As a corollary, we shall show
that the cells which have a small radius are triangles with high probability. In Section 8.4,
we establish some technical lemmas which will be used to derive the asymptotic behaviour
of MWρ [r ]. We conclude the proof for MWρ [r ] in Section 8.5.

8.2 Preliminaries

In this section, we outline our notation and introduce the concept of the typical cell of a
tessellation. Let C ∈ K2 be a convex body in R2. If there exists a unique inball in C , we
denote it by B (C ). The inradius and the incentre ofC , de�ned as the radius and the centre
of B (C ), are denoted by R (C ) and z (C ) respectively. Let E be a measurable set and K ≥ 1.
For any K-tuple of points x1, . . . ,xK ∈ E, K ≥ 1, we write x1:K := (x1, . . . ,xK ). By EK, ,
we mean the set of K-tuple of points x1:K such that xi , x j for all 1 ≤ i , j ≤ K . In
addition, if ν is a measure, we write ν(x1:K ) := ν(dx1) · · · ν(dxK ). We shall occasionally
omit the lower bounds in the ranges of sums and unions, and the arguments of functions
when they are clear from context. We shall use c to signify a universal positive constant
not depending on ρ but which may depend on other quantities. When required we assume
ρ is su�ciently large to avoid trivialities. For any pair of functions f ,д : R→ R we write

f (ρ) ∼
ρ→∞

д(ρ) ⇐⇒ f (ρ)/д(ρ) −→
ρ→∞

1

For any line H ∈ A, we denote by H+ the half-plane delimited by H and containing 0. In
particular, we have

H+ (u,t ) :=
{
x ∈ R2, 〈x ,u〉 ≤ t

}
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8. Extrema in the Poisson line tessellation

for any t > 0 and u ∈ S. Given three lines H1:3 ∈ A
3
,, we denote by 4(H1:3) the unique

triangle that can be formed by the intersection of the halfspaces induced by the lines H1,
H2 and H3. In the same spirit, we denote by B (H1:3), R (H1:3) and z (H1:3) the inball, the
inradius and the incenter of 4(H1:3) respectively. For any z ∈ R2 and r ≥ 0, we denote
by B (z,r ) the (closed) ball centred in z with radius r . For any B ∈ B (R2), we denote by
A (B) ⊂ A, the set A (B) := {H ∈ A,H ∩ B , ∅}.

The expected number of lines intersecting a region We shall often need to compute
the expected number of lines intersecting a region in R2. To do this, we introduce the
function ϕ : B (R2) → R+ as

ϕ (B) := µ(A (B)) =

∫
A (B )

1H∩B,∅ µ(dH ) = �
[
#
{
H ∈ X̂, H ∩ B , ∅

}]
. (8.2)

Remark 8.2. The function ϕ is easily evaluated for compact convex regions B ∈ B (R2).
In particular, we may directly apply the Crofton formula (see Schneider and Weil [104,
Theorem 5.1.1]) to prove that ϕ (B) ≡ `(B) where `(B) is the perimeter of B.
Remark 8.3. Since X̂ is a Poisson process on A we have for any B ∈ B (A),

�
(
X̂ ∩ B = ∅

)
= �

(
#

{
X̂ ∩ A (B)

}
= 0

)
= exp(−ϕ (B)).

An explicit representation of the typical cell The typical cell of a Poisson line tessel-
lation, as de�ned in (7.2), can be made explicit in the following sense. For any measurable
function f : K2 → R, we have by Schneider and Weil [104, Theorem 10.4.6],

�[f (C )] = 1
24π

∫ ∞

0

∫
S3
�

[
f

(
C

(
X̂, u1:3, r

))]
e−2πra(u1:3)σ (du1:3)dr , (8.3)

where

C
(
X̂,u1:3,r

)
:=

⋂
H ∈X̂∩(A (B (0,r )))c



H+ ∩

3⋂
j=0

H+ (uj ,r )



(8.4)

given that a(u1:3) is the area of the triangle with vertices u1, u2 and u3. In particular, when
f (C ) = R (C ) is the inradius of any cell C ∈ mpht, we have

�
(
R (C ) ≤ v

)
= 1 − e−2πv , (8.5)

for all v ≥ 0.

8.3 Order statistics for the small inballs

In this section we prove Theorem 8.1 Part (a). Our result will follow by applying a result
by Schulte and Thäle [105] relating to the order statistics of functions of triples of lines
in the process. Due to technicalities dealing with border e�ects, we are required to prove
the stated result in several steps. The �rst of these will be to consider the inballs for
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tρ−1

(πρ)1/2 (πq(ρ))1/2

C1(H1, H2)

H1

H2

Wρ

Wq(ρ)

θ1(H1, H2)

v(H1, H2)

Figure 8.2 – Illustration for the construction in the proof of Lemma 8.7 Part (c). We trace the
lines H1 and H2 and consider the double coneC1 (H1,H2). The convex region we integrate
over, given by E1 (H1,H2), is equivalent by the shaded ‘capped’ region between H1 and H2.

all triples of lines in the process whose inballs lie within the window, and such that the
triangles formed by the three lines intersecting the inball lie within the window plus an
extra ‘ring’. This is dealt with by Proposition 8.6. We then argue that this is su�cient to
bound the inradius of all cells in the tessellation, mpht such that the triangle formed by
the lines intersecting the inball is fully contained within the window plus the same extra
ring. Finally, we show that this result is asymptotically equivalent to considering all cells
in the mosaic mpht whose inballs are contained in the window. This last step will follow
by proving that the cells minimising the inradius are triangles.

The smallest inradii of triangles included in Wρ

We begin by recalling a result due to Schulte and Thäle [105], which we re-write to better
suit our context. Let д : A3 → R be a measurable function which is symmetric up to
permutations of the arguments, and consider a function q(ρ) satisfying the two following
properties,

q(ρ) · log ρ · ρ−2 −→
ρ→∞

0 and π
(
q(ρ)1/2 − ρ1/2

)
− log ρ −→

ρ→∞
+∞. (8.6)

The function q(·) is used to add an extra ‘band’ around the window, Wρ which contains
the nuclei of the cells, and is required in order to deal with border e�ects. The reader may
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8. Extrema in the Poisson line tessellation

assume q(ρ) := ρ4/3 in the remainder of the chapter. We now de�ne the set,{
д(H1,H2,H3) : z (H1,H2,H3) ∈Wρ , 4(H1,H2,H3) ⊂ Wq (ρ ) , {H1,H2,H3} ⊂ X̂

}
which almost surely de�nes a locally �nite subset of R+. We de�ne 4

mд,Wρ [r ] to be the r th
smallest element of this set, for r ≥ 1. Furthermore, we de�ne for constants a,t ≥ 0,

α
(д)
ρ (t ) := 1

6

∫
A3
1д (H1:3)<t ρ−a 1z (H1:3)∈Wρ 14(H1:3)⊂Wq (ρ ) µ(dH1:3), (8.7a)

r
(д)
ρ,1 (t ) :=

∫
A

(∫
A2
1д (H1:3)<t ρ−a 1z (H1:3)∈Wρ 14(H1:3)⊂Wq (ρ ) µ(dH2:3)

)2
µ(dH1), (8.7b)

r
(д)
ρ,2 (t ) :=

∫
A2

(∫
A

1д (H1:3)<t ρ−a 1z (H1:3)∈Wρ 14(H1:3)⊂Wq (ρ ) µ(dH3)

)2
µ(dH1:2). (8.7c)

Theorem 8.4. (Schulte and Thäle) Let t ≥ 0 be �xed and suppose that α
(д)
ρ (t ) converges to

a positive constant, α · t β , for some �xed α ,β > 0. Suppose in addition that

r
(д)
ρ,1 (t ) −→ρ→∞

0 and r
(д)
ρ,2 (t ) −→ρ→∞

0.

Then,

�
(
4
mд,Wρ [r ] ≥ tρ−a

)
−→
ρ→∞

e−αt
β
r−1∑
k=0

(
αt β

)k
k! .

Proof omitted. �

Remark 8.5. Theorem 8.4 is stated in Schulte and Thäle [105] in another context. Firstly,
Schulte and Thäle [105, Theorem 1.1] concerns any stationary Poisson point process X in
any Borel measurable space E and any symmetric measurable function f : Ek → R+. In
addition, the original theorem is stated for a Poisson point process with intensity going to
in�nity. By scaling invariance, we have re-written this result for a �xed intensity (equal
to π ) and for a window Wq (ρ ) = B (0,π−1/2q(ρ)1/2) with ρ going to in�nity. Finally, it is
easy to show that the theorem due to Schulte and Thäle remains true when we consider
the functional f (H1,H2,H3)1z (H1,H2,H3)∈Wρ instead of f (H1,H2,H3).

In our particular application, we are interested in the case where when

д(H1,H2,H3) := R (H1,H2,H3).

is the inradius of 4(H1:3). We shall write 4
mWρ [r ] := 4

mR,Wρ [r ] from now on. In particu-
lar, 4mWρ [r ] is the r th smallest inradius over all triangles generated by triples of lines in
X̂ which are completely contained in Wρ . Its asymptotic behaviour is dealt with in the
following propostion.
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Proposition 8.6. For �xed r ≥ 1 and t ≥ 0,

�
(
4
mWρ [r ] ≥ (2π 2ρ)−1t

)
−→
ρ→∞

e−t
r−1∑
k=0

tk

k! .

The proof of Proposition 8.6 will follow directly from Lemma 8.7, and Theorem 8.4,
taking д := R and a := 1. The proof of Lemma 8.7 itself is split into three cases, each of
which deals with the convergence for one of the required functions.

Lemma 8.7.

(a) α (R )
ρ (t ) −→

ρ→∞
2π 2t ,

(b) r (R )ρ,1 (t ) −→ρ→∞
0,

(c) r (R )ρ,1 (t ) −→ρ→∞
0.

Proof of Lemma 8.7 Part (a). Let t ≥ 0 be �xed. We apply Theorem 8.4 for д := R and
a := 1. First, we compute the quantity αρ (t ) := α (R )

ρ (t ) as de�ned in (8.7a). From the
Blaschke-Petkantschin formula (Theorem 2.24)2, we have

αρ (t ) =
1
24

∫
R2

∫ ∞

0

∫
S3
a(u1:3)1z∈Wρ 1z+r 4(H (u1),H (u2),H (u3))⊂Wq (ρ ) 1r<ρ−1t σ (du1:3)drdz

=
1
24

∫
R2

∫ ∞

0

∫
S3
a(u1:3)1z∈W1 1z+r ρ−3/24(H (u1),H (u2),H (u3))⊂Wq (ρ )/ρ

1r<t σ (du1:3)drdz

−→
ρ→∞

1
24

∫
R2

∫ ∞

0

∫
S3
a(u1:3)1z∈W1 1r<t σ (du1:3)drdz

= 2π 2t

Where the penultimate line follows by monotone convergence, and since∫
S3
a(u1:3)σ (du1:3) = 48π 2 and λ2 (W1) = 1.

�

Proof of Lemma 8.7 Part (b). Let H1 be �xed and de�ne

Gρ (H1) :=
∫
A2
1R (H1:3)<ρ−1t 1z (H1:3)∈Wρ 14(H1:3)⊂Wq (ρ ) µ(dH2:3).

We shall give a suitable upper bound for Gρ (H1). To do this, we let H2,H3 ∈ A be such
that R (H1:3) < ρ−1t and z (H1:3) ∈ Wρ . Denoting by A ⊕ B the Minkowski sum between
two Borel sets A,B ∈ B (R2) and by d (x ,H ) the distance between a point x ∈ R2 and a

2Note that the measure µ1 as de�ned in [104] equals 1
π µ where µ is given in (8.1).
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8. Extrema in the Poisson line tessellation

line H ∈ A, we have z (H1:3) ∈ H1 ⊕ ρ
−1tB (0,1) since d (z (H1:3),H1) = R (H1:3). Moreover,

d (0,H1) ≤ |z (H1:3) | + R (H1:3) ≤ π
−1/2ρ1/2 + ρ−1t . This implies that for ρ large enough

Gρ (H1) ≤

∫
A2
1z (H1:3)∈Wρ∩(H1⊕ρ−1tB (0,1)) 1d (0,H1)<ρ1/2 µ(dH2:3)

=

∫
(R∗+×[0,2π ))2

1z (H1,H2 (s2, ~α2),H3 (s3, ~α3))∈Wρ∩(H1⊕ρ−1tB (0,1)) 1d (0,H1)<ρ1/2 ds2:3 dα2:3,

(8.8)

where ~α := (cosα ,sinα ) for any α ∈ [0,2π ). With each z ∈ R2 and α2,α3 ∈ [0,2π ), we
associate the two lines H2 (s (z,α2), ~α2) and H3 (s (z,α3), ~α3), where

s (z,α ) := ���d (z,H1) + cosαz1 + sinαz2
���

for any α ∈ [0,2π ). We also take

E :=
{
(z,α2,α3) ∈ R2 × [0,2π )2 : s (z,α2)s (z,α3) = 0

}
and let ϕH1 be the change of variables

ϕH1 : R2 × [0,2π )2 \ E −→ (R∗+ × [0,2π ))2

(z,α2,α3) 7−→ (s (z,α2),α2,s (z,α3),α3).

The Jacobian JϕH1 (z,α1,α2) of ϕH1 is of the form

P
(
∂d (z,H1)

∂z1
, ∂d (z,H1)

∂z2
,cosα2,sinα2,cosα3,sinα3

)
,

where P is polynomial with degree 2. Since

���
∂d (z,H1)

∂z1
��� < 1 and ���

∂d (z,H1)
∂z2

��� < 1,

it follows that JϕH1 (z,α1,α2) is bounded. From (8.8), we deduce that

Gρ (H1) ≤

∫
R2×[0,2π )2\E

|JϕH1 (z,α2,α3) |1z∈Wρ∩(H1⊕ρ−1tB (0,1)) 1d (0,H1)<ρ1/2 dzdα2:3

≤ c · λ2
(
Wρ ∩

(
H1 ⊕ ρ

−1tB (0,1)
))
1d (0,H1)<ρ1/2

≤ c · ρ−1/21d (0,H1)<ρ1/2 . (8.9)

It follows from (8.1) and (8.9) that

rρ,1 (t ) =

∫
A

Gρ (H1)
2µ(dH1)

≤ c · ρ−1
∫
A

1d (0,H1)<ρ1/2 µ(dH1) = O
(
ρ−1/2

)
.

�
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Proof of Lemma 8.7 Part (c). Suppose that H1 and H2 intersect at the unique point,v (H1:2).
The setH1∪H2 then dividesR2 into two double-conesC1 (H1:2) andC2 (H1:2) (see Figure 8.2.)
We write θ1 (H1:2) and θ2 (H1:2) to denote the half-angles of these cones respectively, so that
2(θ1 (H1:2) + θ2 (H1:2)) = π . In addition, we write

Ei (H1:2) :=
{
H3 ∈ A : z (H1:3) ∈Wρ ∩Ci (H1:2),4(H1:3) ⊂ Wq (ρ ) , R (H1:3) < ρ

−1t
}
.

We now give a suitable upper bound for Gρ (H1,H2), de�ned as

Gρ (H1,H2) :=
∫
A

1R (H1:3)<ρ−1t 1z (H1:3)∈Wρ 14(H1:3)⊂Wq (ρ ) µ(dH3)

£ =
2∑
i=1

∫
A

1Ei (H1:2) µ(dH3). (8.10)

We observe that each Ei de�nes back-to-back cones with ‘rounded’ bases. Since these are
both convex region, we can bound the required integral using Crofton’s formula, as stated
in Remark 8.2. An illustration of the construction for this proof is given in Figure 8.2. In
the following, we shall require the following lemma.

Lemma 8.8. Let H3 ∈ Ei (H1:2), 1 ≤ i ≤ 2. Then

1. |v (H1:2) | ≤ c · q(ρ)1/2
for some c ,

2. H3 ∩Wc ·ρ , ∅ for some c ,

3. H3 ∩ B
(
v (H1:2),

c ·ρ−1

sin θi (H1:2)

)
, ∅,

Proof of Lemma 8.8. The �rst statement comes from the fact that v (H1:2) ∈ Wq (ρ ) . The
second statement follows from the inequalities,

d (0,H3) ≤
���z (H1:3)

��� + d (z (H1:3),H3) ≤ π−1/2ρ1/2 + ρ−1t ≤ c · ρ1/2.

For the third statement, we write

d (v (H1:2),H3) ≤ d (z (H1:3),H3)+|v (H1:2)−z (H1:3) | ≤ ρ−1t+
R (H1:3)

sinθi (H1:2)
≤

c · ρ−1

sinθi (H1:2)
.

�

It now follows from (8.10) and Lemma 8.8 that

Gρ (H1,H2) ≤
2∑
i=1

∫
A

1H3∩Wc ·ρ,∅ 1sin θi (H1:2)≤ρ−3/2 1 |v (H1:2) | ≤c ·q (ρ )1/2 µ(dH3)

+

∫
A

1
H3∩B

(
v (H1:2),

c ·ρ−1
sinθi (H1:2 )

)
,∅
1sin θi (H1:2)>ρ−3/2 1 |v (H1:2) | ≤c ·q (ρ )1/2 µ(dH3). (8.11)

Integrating over H3 by applying the Crofton formula, (8.2), we get

Gρ (H1,H2) ≤ c ·
2∑
i=1

(
ρ1/21sin θi (H1:2)≤ρ−3/2 +

ρ−1

sinθi (H1:2)
1sin θi (H1:2)>ρ−3/2

)
1 |v (H1:2) | ≤c ·q (ρ )1/2 .
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8. Extrema in the Poisson line tessellation

(8.12)

Putting these steps together gives us

rρ,2 (t ) =

∫
A

Gρ (H1,H2)
2µ(dH1:2),

≤ c ·

∫
A2

(
ρ1sin θ (H1:2)≤ρ−3/2 +

ρ−2

sin2 θ (H1:2)
1sin θ (H1:2)>ρ−3/2

)
1 |v (H1:2) | ≤c ·q (ρ )1/2 µ(dH1:2),

where θ (H1:2) ∈ [0, π2 ) is the smallest half-angle between two lines H1 and H2. We now
consider an appropriate change of variables. Given v = (v1,v2) ∈ R2, θ ∈ [0, π2 ) and
β ∈ [0,2π ), we associate the lines H1 and H2 in the following way. We de�ne L(v1,v2,β )

as the line containing v = (v1,v2) and orthogonal to ~β = (cos β ,sin β ). We then de�ne H1
andH2 as the lines containingv = (v1,v2) with angles θ and −θ with respect to L(v1,v2,β )
respectively. We de�ne

ψ : R2 × [0,2π ) × [0, π2 ) −→ R+ × [0,2π ) × R+ × [0,2π )

(v1,v2,β ,θ ) 7−→
(��− sin(β − θ )v1 + cos(β − θ )v2�� ,β − θ , ��sin(β + θ )v1 + cos(β + θ )v2�� ,β + θ

)
.

Almost everywhere, ψ is di�erentiable and we can easily prove that its Jacobian satis�es
|Jψ (v1,v2,β ,θ ) | = 2 sin 2θ for any di�erentiable point (v1,v2,β ,θ ). Taking the change of
variables as de�ned above, we deduce from (8.12) that

rρ,2 (t ) =

∫
A

Gρ (H1,H2)
2µ(dH1:2).

≤ c ·

∫
R2

∫ 2π

0

∫ π
2

0
sin(2θ )

(
ρ1sin θ ≤ρ−3/2 +

ρ−2

sin2 θ
1sin θ>ρ−3/2

)
1 |v | ≤c ·q (ρ )1/2

= O
(
log ρ · q(ρ) · ρ−2

)
.

According to (8.6), the last term converges to 0 as ρ goes to in�nity. �

The smallest inradii of cells C such that z (C ) ∈Wρ and 4(C ) ⊂ Wq(ρ)

For any r ≥ 1, we denote by D
mWρ [r ] the r th smallest value of the inradius over all cells

C ∈ mpht such that z (C ) ∈Wρ and 4(C ) ⊂ Wq (ρ ) . We observe that almost surely, we have
D
mWρ [1] = 4

mWρ [1]. Actually, the following proposition shows that the deviation between
D
mWρ [r ] and 4

mWρ [r ] is negligible as ρ goes to in�nity.

Lemma 8.9. For any �xed r ≥ 1,

�
(

D
mWρ [r ] , 4

mWρ [r ]
)
−→
ρ→∞

0.

Proof of Lemma 8.9. Let r ≥ 1 be �xed. Almost surely, there exists a unique triangle in-
duced by X̂ and included in Wρ , say 4Wρ [r ], such that R (4Wρ [r ]) = 4

mWρ [r ]. Besides,
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8.3. Order statistics for the small inballs

z (4Wρ [r ]) is the incenter of a cell in mpht if and only if X̂ ∩ B (4Wρ [r ]) = ∅. Since
D
mWρ [r ] ≥ 4

mWρ [r ], this implies that

�
(

D
mWρ [r ] , 4

mWρ [r ]
)

= �
⋃

1≤k≤r

{
X̂ ∩ B (4Wρ [k]) , ∅

}
≤

r∑
k=1

(
�

(
X̂ ∩ B (4Wρ [k]) , ∅,R (4Wρ [k]) < ρ−1+ϵ

)
+ �

(
R (4Wρ [k]) > ρ−1+ϵ

))
(8.13)

for any ϵ > 0. The second term of the series converges to 0 as ρ goes to in�nity thanks to
Proposition 8.6. For the second term, we obtain from the Slivnyak-Mecke formula (Theo-
rem 2.22)

�
(
X̂ ∩ B (4Wρ [k]) , ∅,R (4Wρ [k]) < ρ−1+ϵ

)
≤ �

*..
,

⋃
H1:4∈X̂4

,

{
z (H1:3) ∈Wρ

}
∩

{
R (H1:3) < ρ

−1+ϵ
}
∩

{
H4 ∩ B (z (H1:3),ρ

−1+ϵ ) , ∅
}+//

-

≤ �



∑
H1:4∈X̂4

,

1z (H1:3)∈Wρ 1R (H1:3)<ρ−1+ϵ 1H4∩B (z (H1:3),ρ−1+ϵ ),∅


=

∫
A4
1z (H1:3)∈Wρ 1R (H1:3)<ρ−1+ϵ 1H4∩B (z (H1:3),ρ−1+ϵ ),∅ µ(dH1:4)

for any 1 ≤ k ≤ r . Applying the Blaschke-Petkantschin formula (Theorem 2.24), we get

�
(
X̂ ∩ B (4Wρ [k]) , ∅,R (4Wρ [k]) < ρ−1+ϵ

)
≤ c ·

∫
Wρ

∫ ρ−1+ϵ

0

∫
S3

∫
A

a(u1:3)1H4∩B (z,ρ−1+ϵ ),∅ µ(dH4)σ (du1:3)drdz.

According to (8.2) and (8.2), we have∫
A

1H4∩B (z,ρ−1+ϵ ),∅ µ(dH4) = c · ρ
−1+ϵ

for any z ∈ R2. Integrating over z ∈Wρ , r < ρ−1+ϵ and u1:3 ∈ S3, we obtain

�
(
X̂ ∩ B (4Wρ [k]) , ∅,R (4Wρ [k]) < ρ−1+ϵ

)
≤ c · ρ−1+ϵ (8.14)

since λ2 (Wρ ) = ρ. Taking ϵ < 1
2 , we deduce Proposition 8.9 from (8.13) and (8.14). �

As a corollary of Proposition 8.6 and Lemma 8.9, we get the following.

Corollary 8.10. For any �xed r ≥ 1 and t ≥ 0,

�
(

D
mWρ [r ] ≥ (2π 2ρ)−1t

)
−→
ρ→∞

e−t
r−1∑
k=0

tk

k! .
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8. Extrema in the Poisson line tessellation

The smallest inradii over all cells with incenter in Wρ

The shape of cells with small inradius As in the proof of Proposition 8.9, we have
that for any r ≥ 1, there almost surely exists a unique cell in mpht with incenter in Wρ ,
say CWρ [r ], such that R (CWρ [r ]) = mWρ [r ]. In this subsection, we are interested in the
random variablen(CWρ [r ]) where, for any (convex) polygon P in R2, we denote byn(P ) the
number of vertices of P . We remark that it has been shown that the cell which minimises
the circumradius for a Poisson-Voronoi tessellation is a triangle with high probability in
Calka and Chenavier [26, Corollary 1]. We demonstrate that the same property holds for
cells of a Poisson line tessellation with a small inradius.

Proposition 8.11. For all r ≥ 1, we have

�
*.
,

⋂
1≤k≤r

{
n(CWρ [k]) = 3

}+/
-
−→
ρ→∞

1.

Proof of Proposition 8.11. Let ϵ ∈
(
0, 12

)
be �xed. For any 1 ≤ k ≤ r , we write

�
(
n(CWρ [k]) , 3

)
= �

(
n(CWρ [k]) ≥ 4,mWρ [k] ≥ ρ−1+ϵ

)
+ �

(
n(CWρ [k]) ≥ 4,mWρ [k] < ρ−1+ϵ

)
.

According to Corollary 8.10 and the fact thatmWρ [k] ≤ D
mWρ [k], the �rst term of the right-

hand side converges to 0 as ρ goes to in�nity. For the second term, we obtain from (7.2)
that

�
(
n(CWρ [k]) ≥ 4,mWρ [k] < ρ−1+ϵ

)
= �

*..
,

min
z (C )∈Wρ , n (C )≥4,

C ∈mpht

R (C ) < ρ−1+ϵ+//
-

≤ �



∑
z (C )∈Wρ ,
C ∈mpht

1R (C )<ρ−1+ϵ 1n (C )≥4


= πρ · �

(
R (C ) < ρ−1+ϵ , n(C ) ≥ 4

)
(8.15)

We give below an integral representation of

�
(
R (C ) < ρ−1+ϵ , n(C ) ≥ 4

)
.

Let r > 0 and u1,u2,u3 ∈ S be �xed. We additionally use 4(u1:3,r ) to denote the triangle
4(H (u1,r ),H (u2,r ),H (u3,r )). We observe that the random polygonC (X̂,u1:3,r ), as de�ned
in (8.4), imples that

n
(
C (X̂,u1:3,r )

)
≥ 4 ⇐⇒ #

{
X̂ ∩ A

(
4(u1:3,r ) \ B (0,r )

) }
, 0.
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According to (8.3) and (8.3), this implies that

πρ · �
(
R (C ) < ρ−1+ϵ , n(C ) ≥ 4

)
=

ρ

24

∫ ρ−1+ϵ

0

∫
S3

(
1 − e−ϕ (4(u1:3,r )\B (0,r ))

)
e−2πra(u1:3)σ (du1:3)dr

Using the fact that 1 − e−x ≤ x for all x ∈ R and

ϕ
(
4(u1:3,r ) \ B (0,r )

)
≤ ϕ

(
4(u1:3,r )

)
= r · `

(
4(u1:3,r )

)
,

which follows from (8.2); we get

πρ · �
(
R (C ) < ρ−1+ϵ , n(C ) ≥ 4

)
≤

ρ

24

∫ ρ−1+ϵ

0

∫
S3
re−2πr `(4(u1:3))σ (du1:3)dr

= O
(
ρ−1+2ϵ

)
.

This together with (8.15) shows that

�
(
n(CWρ [k]) ≥ 4, mWρ [k] < ρ−1+ϵ

)
−→
ρ→∞

0

�

Remark 8.12. In [105], Schulte and Thäle conjectured that cells with a small area are tri-
angles with high probability. In the same spirit as the above and using the fact that

�

(
λ2 (C ) < v

)
≤ �

(
R (C ) < (π−1v )1/2

)
for all v > 0, we can prove that their conjecture is true. In particular, this implies that the
cell which minimises the area has area of order ρ−2 according to Theorem 2.6 in [105].

Proof of Theorem 8.1, Part (a). According to Proposition 8.10, it is enough to prove the fol-
lowing lemma.

Lemma 8.13. For any r ≥ 1,

�
(
mWρ [r ] , D

mWρ [r ]
)
−→
ρ→∞

0. (8.16)

Proof of Lemma 8.13. Since mWρ [r ] , D
mWρ [r ] if and only if 4

(
CWρ [k]

)
∩Wq (ρ ) , ∅ for

some 1 ≤ k ≤ r , we get

�
(
mWρ [r ] , D

mWρ [r ]
)

(8.17)

≤

r∑
k=1

(
�

(
4

(
CWρ [k]

)
∩Wq (ρ ) , ∅, n(CWρ [k]) = 3

)
+ �

(
n(CWρ [k]) , 3 )) . (8.18)
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According to Proposition 8.11, the second term of the series converges to 0. Moreover, for
any 1 ≤ k ≤ r , we obtain

�
(
4

(
CWρ [k]

)
∩Wq (ρ ) , ∅, n(CWρ [k]) = 3

)
≤ �

*..
,

⋃
H1:3∈X̂3

,

{
z (H1:3) ∈Wρ

}
∩

{
4(H1:3) ∩Wq (ρ ) , ∅

}
∩

{
4(H1:3) ∩ X̂ = ∅

}+//
-

≤

∫
A3
�

(
4(H1:3) ∩ X̂ = ∅

)
1z (H1:3)∈Wρ 14(H1:3)∩Wq (ρ ),∅ µ (dH1:3)

≤

∫
A3

e−π
−1 (q (ρ )1/2−ρ1/2)1z (H1:3)∈Wρ µ (dH1:3) ,

where the second and the third inequalities come from the Slivnyak-Mecke formula and
(8.3) respectively. Applying the Blaschke-Petkantschin formula, we get

�
(
4

(
CWρ [k]

)
∩Wq (ρ ) , ∅, n(CWρ [k]) = 3

)
≤ ρ · e−π

−1 (q (ρ )1/2−ρ1/2) .

According to (8.6), the last term converges to 0 as ρ goes to in�nity. This together with
(8.17) proves Lemma 8.13. �

�

8.4 Technical results

In this section, we provide two results which will be required in order to derive the asymp-
totic behaviour of MWρ [r ] for the proof of Theorem 8.1 Part b. The �rst result is a Poisson
approximation theorem and it will allow us to demonstrate that it su�ces to investigate a
�nite number of cells. The second result is more technical in nature and provides a bound
on the function ϕ for unions of balls.

Poisson approximation

Consider a measurable function f : K2 → R, and a threshold vρ such that vρ → ∞ as
ρ → ∞. For any r ≥ 1, we denote the r th largest value of f (C ) over all cells C ∈ mpht
with inradius z (C ) ∈ Wρ . Besides, we call the cells C in the tessellation mpht such that
f (C ) > vρ and z (C ) ∈ Wρ the exceedances. A classic tool in extreme value theory is
to estimate the limiting distribution of the number of exceedances by a Poisson random
variable. In our case, we achieve this with the following lemma.

Lemma 8.14. Letmpht be a Poisson line tessellation embedded in R2
. Let us assume that for

any K ≥ 1,

�



∑
C1:K ∈(mpht)K,
z (C1:K )∈Wρ

1f (C1:K )>vρ



−→
ρ→∞

τK . (8.19)
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Then

�
(
Mf ,Wρ [r ] ≤ vρ

)
−→
ρ→∞

r−1∑
k=0

τ k

k! e
−τ .

Lemma 8.14 can be generalised for any window Wρ and for any tessellation in any
dimension. Besides, this is an extension of a lemma due to Henze (see Section 2 in Henze
[67]) in the sense that we investigate order statistics and not only a maximum. The same
tool was used to provide the asymptotic behaviour for couples of random variables in
the particular setting of a Poisson-Voronoi tessellation (see Proposition 2 in Calka and
Chenavier [26]). The main di�culty will be to apply Lemma 8.14.

Proof of Lemma 8.14. Let the number of exceedance cells be denoted

U (vρ ) :=
∑
C ∈m,

z (C )∈Wρ

1f (C )>vρ ,

and let
{
n
K

}
denote the Stirling number of second kind with parameters 1 ≤ K ≤ n. Directly

applying the assumptions given in the lemma, and using the generating function for
{
n
K

}

along with a small combinatorial argument, we obtain for all n ≥ 1,

�
[
U (vρ )

n
]
= �



n∑
K=1

{
n

K

}
U (vρ ) ·

(
U (vρ ) − 1

)
·
(
U (vρ ) − 2

)
· · ·

(
U (vρ ) − K + 1

)

=

n∑
K=1

{
n

K

}
�



∑
C1:K ∈mK, ,
z (C1:K )∈Wρ

1f (C1:K )>vρ



−→
ρ→∞

n∑
K=1

{
n

K

}
τK

= �[Po(τ )n].

Thus by the method of moments,U (vρ ) converges in distribution to a Poisson distributed
random variable with mean τ . We conclude the proof by noting that Mf ,Wρ [r ] ≤ vρ if and
only if U (vρ ) ≤ r − 1. �

A uniform upper bound for ϕ for the union of discs

Let ϕ : B (R2) → R as in (8.2). In this subsection, we evaluate ϕ (B) in the particular setting
where B =

⋃K
1≤i≤K B (zi ,ri ) is a �nite union of balls centred in zi and with radius ri , 1 ≤

i ≤ K . Closed formulas forϕ (B) could be provided but the ones are not easy to manipulate.
We provide below (see Proposition 8.15) some estimates of ϕ

(⋃K
1≤i≤K B (zi ,ri )

)
with more

simple and quasi-optimal lower bounds.
Our bound will follow by splitting the discs into a collection of connected components.

Suppose we are given a thresholdvρ such thatvρ → ∞ as ρ → ∞ andK ≥ 2 discs B (zi ,ri ),
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n2 = 1

B
(1)
3 [2]

B
(1)
3 [3]

B
(1)
3 [1]

n3 = 1

R
(1)
2 [1] ≡ R

R3

Figure 8.3 – Example connected components for K = 5 and (n1, . . . ,nK ) = (0,1,1,0,0)

satisfying zi ∈ R2, ri ∈ R+ and ri > vρ , for all i = 1, . . . ,K . We take R := max1≤i≤K ri . The
connected components are constructed from the graph with vertices B (zi ,ri ),i = 1, . . . ,K
and edges

B (zi ,ri ) ↔ B (zj ,r j ) ⇐⇒ B (zi ,R
3) ∩ B (zj ,R

3) , ∅. (8.20)

In the right-hand side, we have chosen radii of the form R3 to provide a more simple lower
bound in Proposition 8.15. The size of a component is the number of discs in that compo-
nent. To refer to these components, we use the following notation which is highlighted
for ease of reference.

Notation for connected components

i. For all k ≤ K , write nk := nk (z1:K ,r1:K ) to denote the number of connected compo-
nents of size k . Observe that in particular, ∑K

k=1 k · nk = K .

ii. Suppose that each component of size k is assigned a unique label 1 ≤ j ≤ nk . We will
then write B (j )

k := B (j )
k (z1:K ,r1:K ), to refer to the union of balls in the jth component

of size k .

iii. Within a component, we write B (j )
k [`] := B (j )

k (z1:K ,r1:K )[`], 1 ≤ ` ≤ k , to refer to the
ball having the `th largest radius in the jth cluster of size k . We also write z (j )k [`] and
r (j )k [`] as shorthand to refer to the centre and radius of the ball B (j )

k [`].

The uniform upper bound

In extreme value theory, a classical method to investigate the maximum of a sequence
of random variables consists in checking two conditions of the sequence. This was �rst
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introduced by Leadbetter [83], who gave two conditions known respectively as D (un ) and
D ′(un ), which concern an asymptotic and a local property of the sequence. In the same
spirit, we consider two cases in Proposition 8.15. The �rst of these may be considered as
analogous to the asymptotic property, and concerns balls which are distant enough. The
second condition is a locality condition and concerns the balls which are close together.

Proposition 8.15. Given a collection ofK balls, B (zi ,ri ) for i = 1, . . . ,K such that r1:K > vρ
and R := max1≤i≤K ri .

(a) If min1≤i,j≤K |zi − zj | > R3
, i.e. (n1, . . . ,nK ) = (K ,0, . . . ,0), we have for ρ large enough

ϕ *
,

⋃
1≤i≤K

B (zi ,ri ) +
-
≥ 2π

K∑
i=1

ri − c · v
−1
ρ .

(b) If min1≤i,j≤K |zi − zj | ≤ R3
, we have

(b1) for ρ large enough,

ϕ *
,

⋃
1≤i≤K

B (zi ,ri ) +
-
≥ 2πR + *

,

K∑
k=1

nk − 1+
-

2πvρ − c · v−1
ρ ,

(b2) when R ≤ (1 + ϵ )vρ , for some ϵ > 0, we obtain for ρ large enough

ϕ *
,

⋃
1≤i≤K

B (zi ,ri ) +
-
≥ 2πR + *

,

K∑
k=1

nk − 1+
-

2πvρ +
K∑
k=2

nk (4− ϵπ )vρ − c ·v−1
ρ .

Remark 8.16. We observe that (a) in Proposition 8.15 is quasi-optimal since we also have

ϕ *
,

⋃
1≤i≤K

B (zi ,ri ) +
-
≤

K∑
i=1

ϕ (B (zi ,ri )) = 2π
K∑
i=1

ri . (8.21)

Thanks to (8.3), Proposition 8.15, (a) and (8.21) and assuming that the balls are distant
enough (e.g. |zi − zj | > R3 for any 1 ≤ i, j ≤ K ), we obtain

������
� *

,

⋂
1≤i≤K

{
X̂ ∩ B (zi ,ri ) = ∅

}+
-
−

∏
1≤i≤K

�
(
X̂ ∩ B (zi ,ri ) = ∅

) ������
≤ c ·v−1

ρ −→ρ→∞
0. (8.22)

The fact that the events considered in the probabilities above tend to be independent is
well-known and is related to the fact that the tessellationmpht satis�es a mixing property
(e.g. proof of Theorem 10.5.3 in [104]). Our contribution is to provide a uniform rate of

convergence (in the sense that it does not depend on the centres and the radii) which will
be necessary to check (8.19).
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Proof of Proposition 8.15

First, we state two lemmas. The �rst ones concerns two balls.

Lemma 8.17. Let z1,z2 ∈ R2
and R ≥ r1 ≥ r2 > vρ such that |z2 − z1 | > r1 + r2.

(i) If |z2 − z1 | > R3
, we have µ (A(B (z1,r2)) ∩A(B (z2,r2))) ≤ c · v−1

ρ for ρ large enough.

(ii) If R ≤ (1 + ϵ )vρ for some ϵ > 0, we have µ (A(B (z1,r2)) ∩A(B (z2,r2))) ≤ 2πr2 − (4 −
ϵπ )vρ .

The following lemma is a generalisation of the previous result.

Lemma 8.18. Under the same conditions as Proposition 8.15, we have

(i) µ
(⋃

1≤i≤K A (B (zi ,ri ))
)
≥

K∑
k=1

nk∑
j=1

2π · r (j )k [1] − c · v−1
ρ .

(ii) If R ≤ (1 + ϵ )vρ for some ϵ > 0, we have the following more precise inequality

µ
(⋃

1≤i≤K A (B (zi ,ri ))
)
≥

K∑
k=1

nk∑
j=1

2π · r (j )k [1] +
K∑
k=2

nk (4 − ϵπ )vρ − c · v−1
ρ .

Proof of Proposition 8.15. (a) is a direct consequence of Lemma 8.18, (i). Using the inequal-
ity r (j )k [1] > vρ for all 1 ≤ k ≤ K and 1 ≤ j ≤ nk such that r (j )k [1] , R, we prove that (b1)
and (b2) follow immediately from Lemma 8.18, (i) and (ii) respectively. �

Proof of Lemma 8.17. Let z1,z2 ∈ R2 and R ≥ r1 ≥ r2 > vρ such that |z2 − z1 | > r1 + r2 be
�xed. According to (8.1) and the fact that µ is invariant under translations, we have

µ
(
A(B (z1,r1)) ∩A(B (z2,r2))

)
= 2π

∫
S

∫
R+
1H (u,t )∩B (0,r1),∅ 1H (u,t )∩B (z2−z1,r2),∅ dtσ (du)

= f (r1,r2, |z2 − z1 |),

where

f (r1,r2,h) := 2(r1 + r2) arcsin
(r1 + r2

h

)
−2(r1 − r2) arcsin

(r1 − r2
h

)
− 2h *

,

√
1 −

(r1 − r2
h

)2
−

√
1 −

(r1 + r2
h

)2 +
-

for all h > r1 + r2. It may be demonstrated that the function д : (r1 + r2,∞) → R+, h 7→
f (r1,r2,h) is positive, strictly decreasing and converges to 0 as h tends to in�nity. We now
consider each of the two cases given above.

Proof of (i). Suppose that |z2 − z1 | > R3. Using the fact that r1 + r2 ≤ 2R, arcsin((r1 +
r2)/( |z2 − z1 |)) ≤ arcsin(2/R2) and r1 ≥ r2 we obtain for ρ large enough,

f (r1,r2, |z2 − z1 |) < f (r1,r2,R
3) ≤ 4R arcsin

( 2
R2

)
≤ c · R−1 ≤ c · v−1

ρ
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Proof of (ii). Suppose that R ≤ (1 + ϵ )vρ . Since |z2 − z1 | > r1 + r2, we get

f (r1,r2, |z2 − z1 |) < f (r1,r2,r1 + r2) = 2πr2 + 2(r1 − r2) arccos
(
r1 − r2
r1 + r2

)
− 4
√
r1r2.

Using the fact that r1 ≥ r2 > vρ , arccos
(
r1−r2
r1+r2

)
≤ π

2 and r1 ≤ R ≤ (1 + ϵ )vρ , we obtain

f (r1,r2, |z2 − z1 |) < 2πr2 + (r1 −vρ )π − 4vρ ≤ 2πr2 − (4 − ϵπ )vρ .

�

Proof of Lemma 8.18 (i). Using the notation de�ned in Section 8.4, we obtain from Bonfer-
roni inequalities

µ *
,

⋃
1≤i≤K

A
(
B (zi ,ri )

)+
-
= µ *.

,

⋃
k≤K

⋃
j≤nk

A
(
B (j )
k

)+/
-

≥

K∑
k=1

nk∑
j=1

µ
(
A

(
B (j )
k

))
−

∑
(k1,j1),(k2,j2)

µ
(
A

(
B (j1)
k1

)
∩A

(
B (j2)
k2

))
.

(8.23)

We begin by observing that for all 1 ≤ k1 , k2 ≤ K and 1 ≤ j1 ≤ nk1 , 1 ≤ j2 ≤ nk2

µ
(
A

(
B (j1)
k1

)
∩A

(
B (j2)
k2

))
≤

∑
1≤`1≤k1,1≤`2≤k2

µ
(
A

(
B (j1)
k1

[`1]
)
∩A

(
B (j2)
k2

[`2]
))
≤ c ·v−1

ρ

(8.24)

when ρ is su�ciently large, with the �nal inequality following directly from Lemma 8.17,
(i) with r1 := r (j1)k1

[`1] and r2 := r (j2)k2
[`2]. In addition,

µ
(
A

(
B (j )
k

))
≥ µ

(
A

(
B (j )
k [1]

))
= 2π · r (j )k [1]. (8.25)

We then deduce (i) from (8.23), (8.24) and (8.25). �

Proof of Lemma 8.18 (ii). We proceed along the same lines as in the proof of (i). The only
di�erence concerns the lower bound for µ(A(B (j )

k )). We consider two cases. Firstly, for
each of the n1 clusters of size one, we have µ(A(B (j )

1 )) = 2πr (j )1 [1]. Otherwise, we obtain

µ
(
A

(
B (j )
k

))
= µ *.

,

k⋃
`=1

A
(
B (j )
k [`]

)+/
-

≥ µ
(
A

(
B (j )
k [1]

)
∪A

(
B (j )
k [2]

))
= 2πr (j )k [1] + 2πr (j )k [2] − µ

(
A

(
B (j )
k [1]

)
∩A

(
B (j )
k [2]

))
≥ 2π · r (j )k [1] + (4 − ϵπ )vρ

which follows from Lemma 8.17, (ii). We then deduce (ii) from the previous inequality and
(8.23), (8.24). �
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8.5 Order statistics for the large inballs

In this section, we make use a number of additional notational conventions. Let t ≥ 0 be
�xed. We denote by

τ := τ (t ) := e−t and vρ := vρ (t ) := 1
2π (log(πρ) + t ). (8.26)

For any K ≥ 1 and for any K-tuple of convex bodies C1 . . . ,CK such that each Ci has a
unique inball, de�ne the events:

EC1:K :=
{

min
1≤i≤K

R (Ci ) ≥ vρ , R (C1) = max
1≤i≤K

Ci

}
(8.27a)

E?C1:K
:=

{
min

1≤i,j≤K
|z (Ci ) − z (Cj ) | > R (C1)

3
}

(8.27b)

E◦C1:K
:=

{
∀1 ≤ i , j ≤ K , B (Ci ) ∩ B (Cj ) = ∅

}
. (8.27c)

For any K ≥ 1, we take

I (K ) (ρ) := K �



∑
C1:K ∈(mpht)K, ,

z (C1:K )∈WK
ρ

1EC1:K



(8.28)

The configuration graph

When K ≥ 2, we need a way to quantify the dependence between the inballs of the cells
and the lines of the process. Since the inball of every cell in mpht intersects exactly three
lines (almost surely), it will be su�cient to consider all ways in which K triples of lines
can depend on each other. This dependence structure is most naturally represented by a
bipartite graph G(VC ,VL,E), with vertex setsVC ,VL and edges E. Each vertex inVC will be
taken to represent the triple of lines intersecting an inball in the process, and the vertices
in VL will represent the lines in the process. An edge between a vertex L ∈ VL and a
vertex C ∈ VC will be interpreted as meaning that the inball represented by C intersects
the line represented by L. An example of this construction is given in Figure 8.4. When
clear from context, we use vertices in VC ,VL interchangeably with their counterparts in
the tessellation. Let ΛK be the set of all bipartite graphs (up to isomorphism) whose vertex
sets VC , VL satisfy

i. |VC | = K

ii. ∀C ∈ VC , degree(C ) = 3

iii. ∀L ∈ VL, degree(L) > 0
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H1

H2

H3

H4

41

42

VCVL

41 42

H1

H2

H3

H4

Figure 8.4 – Example of con�guration of inballs and lines, with associated con�guration
graph.

iv. ∀(C1,C2) ∈ (VC )
2
,, neighbours(C1) , neighbours(C2)

Then ΛK contains the set of all possible dependence con�gurations between K triples of
lines in a line tessellation. Given a set of cells C1:K , we write G(C1:K ) ∈ ΛK to denote the
con�guration associated with the lines of X and the inballs of the cells C1:K . We denote
the associated vertex sets VC (C1:K ), VL (C1:K ). Let us notice that |VL (C1:K ) | ≤ 3K .

According to (8.28), we can now write I (K ) (ρ) as

I (K ) (ρ) = I (K )
1 (ρ) + I (K )

2 (ρ) + I (K )
3 (ρ), (8.29)

where

I (K )
1 (ρ) := K �



∑
C1:K ∈(mpht)K, ,

z (C1:K )∈WK
ρ

1EC1:K
1E?

C1:K
1 |VL (C1:K ) |=3K



, (8.30a)

I (K )
2 (ρ) := K �



∑
C1:K ∈(mpht)K, ,

z (C1:K )∈WK
ρ

1EC1:K
1c
E?
C1:K

1 |VL (C1:K ) |=3K



, (8.30b)

I (K )
3 (ρ) := K �



∑
C1:K ∈(mpht)K, ,

z (C1:K )∈WK
ρ

1EC1:K
1 |VL (C1:K ) |<3K



. (8.30c)

Noting that on the event |VL (C1:K ) | = 3K , none of the inballs share any lines. The asymp-
totic behaviours of these functions are dealt with in the following result.

Proposition 8.19. Let I (K )
1 (ρ), I (K )

2 (ρ) and I (K )
3 (ρ) be de�ned as in (8.30a), (8.30b) and (8.30c).

Then
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(a) I (K )
1 (ρ) −→

ρ→∞
τK .

(b) I (K )
2 (ρ) −→

ρ→∞
0.

(c) I (K )
3 (ρ) −→

ρ→∞
0.

The convergences in Proposition 8.19 can be understood intuitively as follows. For
I (K )
1 (ρ), the inradii of the cells behave as though they are independent, since they are far

apart and no line in the process touches more than one of the inballs in the K-tuple (even
though two cells in the K-tuple may share a line). For I (K )

2 (ρ), we are able to show that,
with high probability, the inradii of neighbouring cells cannot simultaneously exceed the
level vρ , due to Proposition 8.15, (b). Finally, to bound I (K )

3 (ρ) we use the fact that the
proportion of K-tuples of cells which share at least one line is negligible relative to those
that do not.

Proofs

Proof of Theorem 8.1 (b). According to Lemma 8.14, it is now enough to show that for all
K ≥ 1, we have I (K ) (ρ) −→

ρ→∞
τK . This fact is a consequence of (8.29) and Proposition

8.19. �

Proof of Proposition 8.19 (a). For any 1 ≤ i ≤ K and any 3−tuple of linesH (1:3)
i = (H (1)

i ,H
(2)
i ,H

(3)
i ),

let us recall that 4i := 4i (H (1)
i ,H

(2)
i ,H

(3)
i ) denotes the unique triangle that can be formed

by the intersection of the half- spaces induced by the lines H (1:3)
i . For brevity, let us write

Bi = B (∆)i and H (1:3)
1:K =

(
H (1:3)

1 , . . . ,H (1:3)
K

)
. We shall often omit the arguments when they

are obvious from context. First, we write

I (K )
1 (ρ) =

K

6K
�

*..
,

∑
H (1:3)

1:K ∈X
3K
,

1{
X̂\∪i≤K ,j≤3H

(j )
i

}
∩

{
∪i≤KBi

}
=∅
1EB1:K

1E?
B1:K

1z (B1:K )∈WK
ρ

+//
-

=
K

6K

∫
A3K

e−ϕ (
⋃
i≤K Bi )1EB1:K

1E?
B1:K

1z (B1:K )∈WK
ρ
µ
(
dH (1:3)

1:K

)
,

where the last equality comes from (8.3) and the Slivnyak-Mecke formula. Applying the
Blaschke-Petkantschin formula, we get

I (K )
1 (ρ) =

K

24K

∫
(Wρ×R+×S3)K

∏
i≤K

e−ϕ (
⋃
i≤K B (zi ,ri ))a

(
u (1:3)
i

)
1EB1:K

1E?
B1:K

dz1:Kdr1:Kσ
(
du (1:3)

1:K

)
,

where we recall that a
(
u (1:3)
i

)
is the area of the triangle spanned by u (1:3)

i . From Proposi-
tion 8.15 (a) and (8.21), we have for any 1 ≤ i ≤ K

e−2πri1EB1:K
≤ e−ϕ (

⋃
i≤K B (zi ,ri ))1EB1:K

≤ e−2πri1EB1:K
· ecvρ

−1
.
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According to (8.27a) and (8.27b), this implies that

I (K )
1 ∼

ρ→∞

K

24K

∫
(Wρ×R+×S3)K

∏
i≤K

e−2π ·ria
(
u (1:3)
i

)
1ri>vρ

× 1r1=maxj≤K r j 1 |zi−zj |>r 3
1 for j,i dz1:Kdr1:Kσ (du

(1:3)
1:K )

=
KτK

(24π )K

∫
(W1×R+×S3)K

∏
i≤K

e−2π ·ria
(
u (1:3)
i

)
× 1r1=maxj≤K r j1|zi−zj |>ρ−1/2r 3

1 for j,i
dz1:Kdr1:Kσ (du

(1:3)
1:K ),

where the last equality comes from (8.26), the change of variables z ′i = ρ−1/2zi and r ′i =
ri −vρ . It follows from the monotone convergence theorem that

I (K )
1 (ρ) ∼

ρ→∞

KτK

(24π )K

∫
(W1×R+×S3)K

∏
i≤K

e−2π ·ria
(
u (1:3)
i

)
1r1=maxj≤K r j

× dz1:Kdr1:Kσ (du
(1:3)
1:K )

=
τK

(24π )K

(∫
(W1×R+×S3)K

a(u1:3)e
−2πrdzdrσ (du1:3)

)K
.

Integrating over z,r and u1:3 and using the fact that λ2 (W1) = 1 and∫
S3
a(u1:3)σ (du1:3) = 48π 2,

we obtain that I (K )
1 (ρ) −→

ρ→∞
τK . �

Proof of Proposition 8.19 (b). Beginning in the same way as for the proof of (a), we have

I (K )
2 (ρ) =

K

24K

∫
(Wρ×R+×S3)K

∏
i≤K

e−ϕ (
⋃
i≤K B (zi ,ri ))a

(
u (1:3)
i

)
1EB1:K

1(
E?
B1:K

)c
× 1E◦B1:K

dz1:Kdr1:Kσ
(
du (1:3)

1:K

)
.

Here and subsequently, we consider the event E◦B1:K
to specify that the inballs of the

cells are disjoint. Integrating over u (1:3)
1:K and summing over all con�gurations n1:K =

(n1, . . . ,nK ) , (K ,0 . . . ,0) such that ∑K
k=1 knk = K , we get

I (K )
2 (ρ) = c ·

∑
n1:K

∫
(Wρ×R+)K

∏
i≤K

e−ϕ (
⋃
i≤K B (zi ,ri ))1EB1:K

1E◦B1:K
1n1:K (z1:K ,r1)=n1:K dz1:Kdr1:K

= I2a,ϵ (ρ) + I2b,ϵ (ρ),

where, for any ϵ > 0, the terms I2a,ϵ (ρ) and I2b,ϵ (ρ) are de�ned as the term of the �rst
line when we add the indicator that r1 is larger than vρ in the integral and the indicator
for the complement respectively. We provide below a suitable upper bound for these two
terms.
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For I2a,ϵ (ρ), we obtain from Proposition 8.15 (b1) that

I2a,ϵ (ρ) ≤ c ·
∑
n1:K

∫
(Wρ×R+)K

e−
(
2πr1+(

∑K
k=1 nk−1)2πvρ−c ·v−1

ρ

)

× 1r1=maxj≤K r j 1n1:K (z1:K ,r1)=n1:K 1r1> (1+ε )vρ dz1:K dr1:K .

Integrating over r2:K and z1:K , we obtain

I2a,ϵ (ρ) ≤ c ·
∑
n1:K

∫ ∞

(1+ϵ )vρ
rK−1

1 e−(2πr1+(
∑K
k=1 nk−1)2πvρ )λdK

(
{z1:K ∈WK

ρ : n1:K (z1:K ,r1) = n1:K }
)
dr1.

(8.31)

For each n1:K such that ∑K
k=1 knk = K , we can easily prove that

λdK
(
{z1:K ∈WK

ρ : n1:K (z1:K ,r1) = n1:K }
)
≤ c · ρ

∑K
k=1 nk · r

6(K−
∑K
k=1 nk )

1 (8.32)

since the number of connected components of ⋃K
i=1 B (zi ,r

3
1 ) equals ∑K

k=1 nk . It follows
from (8.31) and (8.32) that there exists a constant c (K ) such that

I2a,ϵ (ρ) ≤ c ·
∑
n1:K

(
ρe−2π vρ

) (∑K
k=1 nk )e2πvρ

∫ ∞

(1+ε )vρ
r c (K )

1 e−2πr1

= O
(
(log ρ)c (K )ρ−ϵ

)
according to (8.26). For I (K )

2b,ϵ , we proceed exactly as for I (K )
2a , but this time we apply the

bound given in Proposition 8.15 (b2). We obtain

I (K )
2b,ϵ ≤ c ·

∑
n1:K

(
ρ e−2πvρ

) (∑K
k=1 nk )e2πvρ−

∑K
k=2 nk (4−επ )vρ

∫ (1+ε )vρ

vρ
r c (K )

1 e−2πr1 dr1

= O
(
ρ−

4−επ
2π log ρ

)
since there exists a 2 ≤ k ≤ K such that nk is non-zero. Choosing ε < 4

π proves that I (K )
2b,ϵ

converges to 0 as ρ goes to in�nity. �

Proof of Proposition 8.19 (c). Given a bipartite graph G = G(VL,VC ,E) as in page 116, we
denote by Bi (G) the inball of ∆i ∈ VC for each 1 ≤ i ≤ K . With each line Hi ∈ X̂ and
each triangle 4i , we associate a unique vertex in VL and a unique vertex in VC , so that
G now de�nes the dependence structure between the cells and the lines. We may now
re-write (8.30c) as follows:

I (K )
3 = K

∑
G∈ΛK ,
|VL |<3K

�



∑
H1:|VL | ∈X

|VL |
,

1{
X̂\∪i≤|VL |Hi

}
∩{∪i≤KBi (G) }=∅

1EB1:K (G)
1E◦B1:K (G)

1z (B1:K (G))∈WK
ρ



= K
∑

G∈ΛK ,
|VL |<3K

∫
A |VL |

e−ϕ (
⋃
i≤K Bi (G))1EB1:K (G)

1E◦B1:K (G)
1z (B1:K (G))∈WK

ρ
µ(dH1: |VL | ).
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8.5. Order statistics for the large inballs

Recalling the de�nition of the connected components in (8.20), we let κ (C;C1:K ) be the
indicator that the inball of C is the largest in its associated connected component in the
graph over C1:K , noting that κ (41) = 1 by de�nition. We then apply the Slivnyak-Mecke
formula, and sum over con�gurations of clusters to give

≤
∑

G∈ΛK ,
|VL |<3K

∑
x ∈(0,1)K−1

K

∫
A (1) |VL |

e−ϕ (
⋃
i≤K B (4i ))1E41:K

1
∀i≤K,

{
z (4i )∈Wρ , κ (4i )=xi

}µ (
dH1: |VL |

)

As in the proof for (b), we partition the integral in to two parts, I (K )
3a (ρ) and I (K )

3b (ρ) using
the event r (41) ≥ (1+ε )vρ . Applying Proposition 8.15 (b1) and observing that ∑K

i=1 nk−1 =∑K
i=2 xi gives

I (K )
3a ≤

∑
G∈ΛK ,
|VL |<3K

∑
x ∈(0,1)K−1

K

∫
A (1) |VL |

e−2π (r (41)+vρ
∑K
i=2 xi )1E41:K

1z (1:K )∈WK
ρ
1κ (4i :K )=xi :K

× 1r (41)≥(1+ε )vρ µ
(
dH1: |VL |

)
integrating over the centres of the largest ball in each cluster, and the �rst K − 1 radii

gives

≤
∑

G∈ΛK ,
|VL |<3K

∑
x ∈(0,1)K−1

c · e (−2πvρ (
∑K
k=1 nk−1))ρ (

∑K
i=1 xi )

∫ ∞

(1+ε )vρ
r c ·Ke−2πrdr

≤
∑

G∈ΛK ,
|VL |<3K

∑
x ∈(0,1)K−1

c ·
(
ρ exp(−2πvρ )

) (∑K
i=2 xi )

ρ

∫ ∞

(1+ε )vρ
r c ·Ke−2πrdr

= O
(
τK · (log ρ)c ·K · ρ−ε

)
.

In the following, we compute the integrals over the contributions of each cell. For each
cell satisfying xi = 1 and sharing no lines with cells j = 1, . . . ,i − 1, we allow the centre to
fall anywhere within the window, giving a contribution of ρ to the integral. For those cells
with xi = 1 that do share a line with a previous cell, the centre must lie within a distance
r1 of one of the previous lines, so the contribution of the integral is reduced to c · ρ1/2 · r .
To formalise this, we construct a set of cells satisfying this second property, let

Dx1:k ,G :=
{
i : xi = 1, neighbours(4i ) ∩

⋃
j<i,
x j=1

neighbours(4i ) , ∅
}
. (8.33)

Recalling that neighbours(4i ) is de�ned to be the lines associated with the cell 4i . Thus,
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8. Extrema in the Poisson line tessellation

the integral for the second part becomes

I (K )
3b ≤

∑
G∈ΛK ,
|VL |<3K

∑
x ∈(0,1)K−1

c · e (−2πvρ (
∑K
k=1 nk−1)−

∑K
k=2 nk (4−επ )vρ )ρ (

∑K
i=1 xi )ρ−D/2

∫ (1+ε )vρ

vρ
r c ·Ke−2πrdr

≤
∑

G∈ΛK ,
|VL |<3K

∑
x ∈(0,1)K−1

c ·
(
ρ exp(−2πvρ )

) (∑K
i=2 xi )

e−(
∑K
k=2 nk (4−επ )vρ )ρ−D/2ρe−2πvρ log(ρ)c ·K

≤
∑

G∈ΛK ,
|VL |<3K

∑
x ∈(0,1)K−1

c · τK · e−(
∑K
k=2 nk (4−επ )vρ )ρ−D/2 log(ρ)c ·K

= O
(
log(ρ)c ·Kρ−1/2

)
The last line follows by considering two cases. Suppose that there exists at least one cluster
with two cells, in which case there exists a k > 1 such that nk ≥ 1, and we can choose
an ε such that the result follows. For the second case, if there is no cluster with two cells,
this implies that every xi must be the only cell within each cluster, so xi = 1 for every
i = 1, . . . ,K . Since we also have that |VL | < 3K , this means that at least one of the cells i ,
shares a line with a cell j < i , so that |D | > 1. �
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AppendixA
So�ware for investigating the

properties of random
triangulations

As part of this thesis, a piece of software was developed to investigate the behaviour of
random Delaunay triangulations, Voronoi diagrams, and random line tessellations. In par-
ticular, the software enables a user to generate and manipulate triangulations with approx-
imately 2 × 107 points in real time. This is achieved by using a quad tree to consistently
sample points from the process up to an approximate target density given the current area
being viewed. A screenshot of the application is given in Figure A.2.

A.1 Plo�ing

The application allows subsets of the points to be selected, with an option to generate plots
of di�erent characteristics of the Triangulation (or Voronoi Diagram.) These plots can be
made with between one and three variables, using either a histogram, a scatter plot, or a
scatter plot with coloured markers.

When the selected region is su�ciently large, the application can be used to obtain
quite reasonable estimates for the distributions of functions for di�erent properties, and
gives good intuition for understanding the dependence between various properties of De-
launay triangulations. Some example plots are given in Figure A.1.

A.2 Visualising order statistics

Another useful feature, which is of great use for investigating the extremal index (de�ned
in Section 7.1), is the ability to iterate through the order statistics for properties of cells,
vertices or lines in the triangulation (or its dual.) An additional feature enables the high-
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A. Software for investigating the properties of random triangulations

(a) Circumradius against area. (b) Histogram of circumradii.

(c) Min. vs max. star angle. (d) Area against shortest edge.

Figure A.1 – The above plots are examples of output generated by the visualiser applica-
tion. Figure A.1a is a plot of triangle area against circumradius, with the colour represent-
ing the magnitude of the largest angle in the triangle. Figure A.1b is a histogram of the
circumradii. Figure A.1c is the smallest star angle plotted against the maximum star angle

for each vertex, with the colour representing the degree of each vertex. Figure A.1d is a
scatter plot of the area of the triangles against the shortest edge lengths.
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A.3. Integration into Cgal

Figure A.2 – The visualiser application running, displaying a the Delaunay triangulation
(and Voronoi diagram) of two million random points. The region selected is the region
used for the plots in Figure A.1.

lighting of all faces, lines or vertices such that a given property falls below (or above) a
given threshold.

A.3 Integration into Cgal

The software developed is highly dependent on the Cgal library for all geometric algo-
rithms; however it quickly became apparent that Cgal does not provide many functions in
its API to compute approximations to commonly used properties of geometric structures,
or functions to iterate over containers using STL-like functionality. We thus provide the
utilities used in the development of this application as a package for Cgal, which we
call ‘Property_generator’. At the time of writing, this package is currently under review,
though it should be released in Cgal 4.6

The given package comprises of two parts. The �rst being a selection of STL- like
functions which act on iterator ranges and unary functions. The second part is a group
of function objects operating on di�erent parts of Delauany triangulations (though the
framework has been designed to be appropriate for any geometric container.) A challenge
in the design of the API was to enable the ‘statistics functions’ to operate on ranges of
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A. Software for investigating the properties of random triangulations

iterators which may be seen as both geometric objects and ‘handles’ to the objects. This is
made necessary by a feature in the Cgal API which identi�es iterators with their handle
types. In practice, this is achieved using template meta-programming techniques using
the Boost MPL library.

The visualisation software is distributed as free and open source software, and will be
included with the Property Generator package as a demo when it is released.
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Nomenclature

� The expected value, page 11

� A probability measure, page 12

�x The Palm measure, page 14

E A general locally compact space, page 12

E A general space, page 7

Z The ring of integers, page 7

N Non-negative integers, page 7

R The real numbers, page 7

S The unit sphere in R2, page 7

Sd The unit sphere in Rd , page 7

W(X,q) The walk graph, page 28

Wx The restriction of the walk graph to the star of x , page 82

Wρ A window scaled by ρ1/d , page 95

W A (usually compact convex) set to be used as a window, page 95

X A point process, page 13

κd Volume of the unit ball in Rd , page 7

χ The maximum degree of a dependency graph., page 18

δX (x ) The degree of x in X, page 37
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A. Software for investigating the properties of random triangulations

δx The Dirac measure, page 13

γ The intensity of a homogeneous Poisson process, page 97

γm The intensity of a random tessellation, page 93

λd The d-dimensional Lebesgue measure, page 7

µ The intensity measure of a point process, page 14

η A counting measure, page 13

ηs A simple counting measure, page 13

Ω The space of outcomes in a probability space, page 12

ωn A sequence growing faster than logn, page 53

ϕ (·) The measure of a�ne lines intersecting a region, page 111

σ (·) The uniform Lebesgue measure on the sphere, page 97

σd The uniform measure on the d-sphere, page 7

A The space of a�ne lines, page 97

B (E) The Borel sets of E, page 7

C The typical cell in a tessellation, page 94

K2 The convex bodies in R2, page 94

F A sigma algebra, page 12

m A general tessellation, page 97

mpht A Poisson line tessellation, page 97

T(X A generic triangulation, page 8

B (x0,x2, . . . ,xd ) The d-circumball touching the points x0:d , page 34

B (z,r ) The closed ball in Rd , page 7

B (j )
k [`] The `th largest ball in the jth comonent of size k , page 112

Cone(z,q,r ) A Cone region in Cone Walk, page 45

Disc(zq,r ) A step disc in Cone Walk, page 45

d The dimension of the ambient space, page 7

d (x ,y) The distance between two points in a metric space, page 9
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A.3. Integration into Cgal

G̃ (z) Poisson transform, page 17

H (u,t ) The a�ne line through ut , page 97

Mn The maximum over a stochastic sequence, page 94

nk The number of connected components of size k , page 112

r (j )k [`] The radius of the `th largest ball in the jth comonent of size k , page 112

vρ A threshold, page 95

vρ A threshold, page 110

r (C ) The circumradius of the circumball for the compact convex set C , page 110

z (C ) The circumcentre of the circumball for the compact convex set C , if it is unique,
page 110

z (j )k [`] The centre of the `th largest ball in the jth comonent of size k , page 112

0 The origin in Euclidean spaces, page 97

∠xyz The angle between the points x , y and z, page 26

〈·, ·〉 The scalar product product., page 97

∂A The boundary of the set A., page 38
{
n
k

}
Stirling number of the second kind, page 111

Conv(X) The convex hull of X, page 8

Del(·) The Delaunay triangulation of a set of points, page 8

nf Reserved for the number of faces in a tessellation., page 82

neighboursk (v ) The neighbours of v in a graph within k hops, page 24

Po(λ) A Poisson-distributed random variable of rate λ., page 18

star(x ) The star of a vertex in a triangulation, page 82

supp(·) The support of a measure, page 13

Vor(·) The Voronoi diagram of a set of points, page 8
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