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Introdution

A fundamental problem of ontrol theory onsists in designing a ontrol fun-

tion u(x; t) in order to steer a solution of the system of di�erential equations

_x = f(x; u) (1)

from an initial ondition x(0) = x

0

to the origin (x 2 IR

m

; u 2 IR; f Lips-

hitz ontinuous). This problem is entral to this thesis, in the sense that we

will onentrate on the design of ontrol funtions that ahieve this objetive

for some lasses of systems in the form (1). Classially, it is solved through

open-loop or losed-loop ontrol. In this thesis, we will approah both families

of ontrol methods, as well as an intermediate, or hybrid, ontrol method.

Open-loop ontrol onsists in designing a ontrol funtion u(t) as a fun-

tion of time (t 2 [0; T ℄ or t 2 IR

+

). This ontrol law is built suh that, if

x(0) = x

0

, the solution of system (1) with u(t) as input satis�es x(T ) = 0

or lim

t!+1

x(t) = 0. Suh a ontrol funtion is usually omputed as the

solution of an optimal ontrol problem, whose omputation an be numeri-

ally demanding, or results from the inversion of the system dynamis, whih

requires a speial struture for (1) (e.g. trajetory planning for at systems).

Those ontrol methods an guarantee eÆient ontrol towards the origin,

but, in any ase, open-loop ontrol an only be eÆiently applied when the

model of the system is very aurate and in the absene of disturbanes, a

situation rarely enountered in pratie. Indeed, no ation is taken to mod-

ify the ontrol in ase the solution does not follow the planned trajetory, so

that the solution misses the target (the origin).

Closed-loop ontrol onsists in building a feedbak ontrol law u(x) for

the stabilization of the origin of system (1). This formulation of the ontrol

law expresses the fat that the ontrol value at time t depends on the value

x(t) of the state at time t. Suh a feedbak law, as opposed to an open-

loop ontrol, guarantees the stabilization of the origin and the onvergene is

robust: if the ontrol law asymptotially stabilizes the origin of system (1),

it will also stabilize the origin of this system subjet to small perturbations

or model inauraies. Indeed, if the solution of the atual ontrol system
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does not exatly follow the solution of (1), the ontrol value is \adapted" so

that the solution still onverges to the origin. It is therefore more desirable

to design a feedbak ontrol law than an open-loop ontrol law.

Exept for linear systems, for whih linear feedbak laws an be designed

with some guarantee of performane and robustness, the design of stabilizing

ontrol laws is usually based on Lyapunov theory. Suh methods guarantee

stability, but may not lead to satisfying performane.

It is therefore desirable to ombine the performane advantage of open-

loop ontrol with the stability and robustness property of losed-loop ontrol:

hybrid ontrol and Model Preditive Control (MPC) shemes proposed in this

thesis aim at ombining these advantages.

A hybrid ontroller is a olletion of ontinuous feedbak ontrollers, along

with some map for swithing among them; inside this olletion of ontrollers,

some are designed to have stability in large regions and others are designed to

have satisfying performane. The swithing map is then designed suh that

the hybrid ontroller ensures stability in a large region without ompromising

performane.

Model Preditive Control (MPC) shemes are widely applied to industrial

proesses. Every � units of time, they require the solution of an optimal

ontrol problem. The solution of this optimal ontrol problem is an open-

loop ontrol law u

�

(t) (t 2 [0; T ℄), whih is applied to the system for the

interval duration � . The resulting MPC ontroller then ensures performane

derived from the optimal ontrol riterion that is solved. The realulation

of u

�

(t) every � units of time then loses the loop, to reover the robustness

property of feedbak ontrol.

We will be interested in solving the problem of steering x(t) to the origin

for \onstrained" systems. The onstraints that we onsider appear in two

families of systems. They prevent the inversion of the system dynamis,

whih makes the ontrol design hallenging. On the one hand, we have the

systems in feedforward form, whih an be seen as hains of integrators with

feedforward onnetions. At the input of the integrator whose output is x

i

,

we have the output of the previous integrator x

i+1

and a feedforward term.

In the absene of feedforward term, x

i+1

is free to steer x

i

; the presene

of the feedforward term adds a perturbation to this steering. The e�et of

this perturbation an be limited if x

i+1

is small. In that sense, we say that

the feedforward nonlinearities are limiting the amplitude (or the gain of a

linear ontroller) at the input x

i+1

of eah integrator. On the other hand,

we have aÆne onstraints in the form Fx + Gu � H, that onstrain the

stabilization of linear systems (and in partiular input magnitude and rate

onstraints). Those onstraints prevent the inversion of the system, whih

would allow for the design of simple ontrol laws, so that we have to use
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spei� ontrol methods. Spei�ally, the input magnitude onstraint is also

amplitude limiting, whih translates in a gain limitation of linear ontrollers.

In summary, in this thesis, we onsider system with gain-limiting onstraints.

In Chapter 2, we exhibit existing stabilizing designs for nonlinear systems,

presenting a lower or upper triangular struture. Those ontrol designs are

globally or semiglobally stabilizing the origin (bakstepping for systems in

feedbak form and forwarding for systems in feedforward form). However

bakstepping designs are not robust to the presene of feedforward terms

and forwarding designs are not robust to the presene of feedbak terms. In

Chapter 2, we present a new family of feedforward systems with feedbak

interonnetions, for whih we design a globally stabilizing ontrol law. This

shows that stabilizability of some lasses of feedforward systems is robust to

some loal feedbak interonnetions.

When system (1) is linear, but when the input is onstrained in amplitude

and/or in rate, simple linear feedbak ontrol laws u = Kx do not suÆe to

solve the stabilization problem in large regions with satisfying performane.

Proposed solutions to this problem inlude anti-windup shemes, low-gain

designs, and Model Preditive Control. In this thesis, we expose ontribu-

tions to the last two designs. Those ontributions are aimed at improving

the performane of existing designs.

Linear low-gain designs are known to allow for large regions of attration

at the expense of performane. Indeed, with suh ontrol laws, the onver-

gene to the origin is slow, and the small ontrol values that they produe are

more likely to be orrupted by input noise than ontrol laws whih make bet-

ter use of the available atuation. In Chapter 3, we present a hybrid sheme

aimed at improving performane of existing low-gain shemes. This hybrid

ontroller inludes a stabilizing ontroller, a loal ontroller, and a sheduling

ontroller, respetively designed for stability in a large region of attration,

satisfying loal performane, and a fast transfer from the stabilizing on-

troller to the loal ontroller. The sheduling ontroller is then presented in

the ase of linear systems subjet to input magnitude and rate onstraints

and the ase where the linear system is subjet to aÆne onstraints.

In order to apply Model Preditive Control, an optimal ontrol problem

must be reomputed every � units of time, whih imposes a heavy omputa-

tion load to the ontrol system. Therefore, if the proess is fast and requires �

to be small, MPC annot be applied. It is then ruial to develop algorithms

that eÆiently solve onstrained optimal ontrol problems. In Chapter 4,

we show that the time-optimal ontrol problem an be eÆiently solved for

linear systems with bounded input, due to the bang-bang property of the

solution. We then present suh an algorithm that solves the time-optimal

ontrol problem when the solution presents less than n� 1 swithings.
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De�nitions

Stability

The origin of system

_x = f(x) (2)

where x 2 IR

n

and f(x) is Lipshitz ontinuous, is said to be

� stable if, for eah � > 0, there exists Æ > 0 suh that

kx(0)k � Æ ) kx(t)k � �; 8t � 0

� attrative if there exists Æ > 0 suh that

kx(0)k � Æ ) lim

t!1

x(t) = 0

� asymptotially stable (AS) if it is stable and attrative.

� globally asymptotially stable (GAS) if it is stable and

8 x(0) 2 IR

n

; lim

t!1

x(t) = 0

� loally exponentially stable (LES) if there exists Æ; k; � > 0 suh that

kx(0)k � Æ ) kx(t)k � kkx(0)ke

��t

A suÆient ondition for the origin of a nonlinear system to be stable is

heked through Lyapunov's diret method:

Theorem 1 Let x = 0 be an equilibrium of system (2). Let V : IR

n

! IR

+

be a C

1

positive de�nite and radially unbounded funtion V (x) suh that

_

V (x) =

�V (x)

�x

(x)f(x) � 0; 8x 2 IR

n

then x = 0 is stable, and all solutions of (2) are bounded and onverge to

the set where

_

V (x) � 0. If

_

V (x) is negative de�nite, the origin is globally

asymptotially stable.

The funtion V (x) is alled a Lyapunov funtion for system (2).
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Stabilization

Stabilization of the origin of the nonlinear system

_x = f(x; u) (3)

where x 2 IR

n

; u 2 IR, f 2 C

1

and f(0; 0) = 0, is ahieved through a stati

state feedbak ontrol law �(x), where � is a Lipshitz ontinuous funtion

de�ned on the whole state spae IR

n

and � takes values in IR. In this thesis,

we will simply all � a ontrol law.

The ontrol law �(x) is said to be stabilizing if the equilibrium x = 0 of

the ontrolled system

_x = f(x; �(x))

is asymptotially stable with a region of attration denoted D.

The ontrol law �(x) is globally stabilizing when D = IR

n

, the whole state

spae; it means that the ontrolled system is globally asymptotially stable.

When the dependene of (3) in u is aÆne, the system an be rewritten

as:

_x = f(x) + g(x)u

and a lassial ontrol method onsists in building a positive de�nite and

radially unbounded funtion V (x) suh that we an �nd a ontrol law �(x)

that renders its derivative

_

V =

�V

�x

(f(x) + g(x)�(x)) = L

f

V (x) + L

g

V (x)�(x)

stritly negative, whih ensures global asymptoti stability of the losed loop

system. Suh a funtion is alled a Control Lyapunov Funtion (CLF) for

system (3):

De�nition 1 (Sontag (1983)) A smooth, positive de�nite, and radially

unbounded funtion V (x) is alled a ontrol Lyapunov funtion for the system

(3) if, for all x 6= 0,

L

g

V (x) = 0) L

f

V (x) < 0

The onstrution of ontrol Lyapunov funtions is inherent to most nonlinear

ontrol designs; for example, it underlines most reursive ontrol methods for

systems in feedbak or in feedforward form.

The more reent onept of semiglobal stabilization often allows for sim-

pler ontrol designs:
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De�nition 2 (Sussmann & Kokotovi� (1991)) A system � is semiglob-

ally stabilizable to the origin by the mean of a lass F of feedbak ontrol laws

if, for every bounded subset 
 of the state spae, there exists a ontrol law

belonging to F that makes the origin an asymptotially stable equilibrium of

the orresponding losed loop system, with a region of attration ontaining


.

Saturation

Several ontrol methods desribed in this thesis use saturation funtions:

De�nition 3 Given two onstants a � 0 � b, with a < b, a funtion sat

[a;b℄

:

IR! IR is said to be a saturation funtion when it satis�es, for s 2 IR:

� sat

[a;b℄

(s) = a when s � a

� sat

[a;b℄

(s) = s when a � s � b

� sat

[a;b℄

(s) = b when s � b

Partiular ases of this saturation funtion are

� sat

�

(s) = sat

[��;�℄

(s), for � > 0

� sat(s) = sat

1

(s)

Terminology

In Chapter 2, we will use funtions whih are at least quadrati near the

origin. When using this terminology, we mean:

De�nition 4 A C

1

funtion h(x) : IR

n

! IR

p

is said to be at least quadrati

near the origin if h(0) = 0 and Dh(0) = 0.
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Chapter 1

Control design for systems with

gain-limiting onstraints

This hapter briey introdues the families of systems whih will be handled

in this thesis and exposes the point of view that we have taken to design

ontrol laws for those systems. These families of systems are, on the one

hand, nonlinear systems in feedforward form, and on the other hand, linear

systems subjet to input onstraints. These two lasses of systems impose

a similar type of onstraint on the design of ontrol laws. Essentially, this

onstraint is a gain limitation, whih is not ative when the magnitude of

the ontrol input is small. Therefore, both lasses of systems are lassially

stabilized through ontrol laws that are termed low-gain:

De�nition 5 A ontrol law u = �(x; �) with � : IR

n

� IR! IR is said to be

low-gain if, for all x 2 IR

n

:

lim

�!0

�(x; �) = 0

This hapter briey desribes feedforward systems and linear systems with

input onstraint, as well as the low-gain ontrol designs that have been pro-

posed in the literature and some of their limitations.

1.1 Systems in feedforward form

The systems in feedforward form are strutured nonlinear systems, for whih

reursive methods for the onstrution of stabilizing feedbak laws are known.

Numerous mehanial systems �t in this struture, inluding the elebrated
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art-pendulum system. The reursive ontrol methods take advantage of the

triangular struture of these systems:

8

>

>

>

>

>

<

>

>

>

>

>

:

_x

1

= x

2

+ g

1

(x

2

; x

3

; � � � ; x

n

; u)

_x

2

= x

3

+ g

2

(x

3

; � � � ; x

n

; u)

.

.

.

_x

n�1

= x

n

+ g

n�1

(x

n

; u)

_x

n

= u+ g

n

(u);

(1.1)

where x

i

; u 2 IR, the g

i

nonlinearities are smooth, and the Jaobian lin-

earization is ontrollable at the origin. System (1.1) is a hain of integrators

with feedforward interonnetions: g

i

is alled a feedforward nonlinearity be-

ause it depends only on the ontrol law and the states whih are \lower"

in the system. A lassial approah for the stabilization of the origin of

suh systems onsists in �rst designing u = �

n

(x

n

) that stabilizes the ori-

gin of the _x

n

= u + g

n

(u) subsystem; the next step of the proedure builds

�

n�1

(x

n�1

; x

n

) suh that the ontrol law u = �

n

(x

n

) + �

n�1

(x

n�1

; x

n

) stabi-

lizes the origin of the (x

n�1

; x

n

) subsystem. This proedure an be ontinued

until a ontrol law u = �(x) is built for the stabilization of the whole system.

Several methods are known for the design of these reursive ontrol laws.

They an essentially be lassi�ed into two families: the Lyapunov forwarding

proedures of Mazen & Praly (1996) and Sepulhre et al. (1996), on the one

hand, and the small gain designs of Teel (1992b), Teel (1996) and Grognard

et al. (1998) on the other. We will be interested in the seond family, whih

treats the feedforward nonlinearities as gain-limiting onstraints at the in-

put of eah of the integrators. We will now illustrate this approah on two

examples.

The following systems are in the feedforward form (1.1):

�

_x

1

= x

2

+ x

2

2

_x

2

= u

�

_x

1

= x

2

+ u

2

_x

2

= u

(1.2)

A preliminary feedbak �

2

(x

2

) = �x

2

stabilizes the origin of the x

2

subsys-

tems and systems (1.2) beome:

�

_x

1

= x

2

+ x

2

2

_x

2

= �x

2

+ v

�

_x

1

= x

2

+ (v � x

2

)

2

_x

2

= �x

2

+ v

where v is a new ontrol variable. The proedure of Teel (1992b) then uses

the hange of oordinates (y

1

; y

2

) = (x

1

+ x

2

; x

2

) to transform systems (1.2)

into

�

_y

1

= v + y

2

2

_y

2

= �y

2

+ v

�

_y

1

= v + (v � y

2

)

2

_y

2

= �y

2

+ v
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so that the ontrol v = �

1

(x

1

; x

2

) = � sat

�

y

1

globally stabilizes the origin of

the omplete systems. Therefore, the original systems are globally stabilized

by

u(x) = �x

2

� sat

�

(x

1

+ x

2

) (1.3)

with � small enough (see Teel (1992b)). This low-gain ontrol method does

not make any di�erene between the two feedforward nonlinearities x

2

2

and

u

2

: it ensures that both beome small perturbations after a �nite time. The

parameter � is fored to be small by the presene of the feedforward non-

linearities. Indeed, the ontrol law (1.3) ensures that jv(x)j � � and that

x

2

= y

2

is O(�) after a �nite time, so that, for both systems of (1.2), the y

1

di�erential equations beome

_y

1

= ��y

1

+O(�

2

)

whih ensures onvergene of y

1

to the origin if � is small enough. From this

example, we see that the gain � at the input v of the y

1

subsystem is limited

by the feedforward nonlinearities x

2

2

or u

2

. The feedforward struture of

systems (1.2) ensures that the stabilization of the omplete systems is possible

beause this amplitude limitation is not an obstale to the stabilization of

the x

1

subsystem.

Adding a feedbak term in those systems (1.2) has two possible onse-

quenes:

Possible loss of global stabilizability Systems presenting feedbak and

feedforward terms are not guaranteed to be globally stabilizable so that, if

we wish to present a ontrol law for systems in feedforward form presenting

feedbak onnetions, we will �rst have to de�ne a lass of feedforward and

feedbak onnetions, whih are ompatible with eah other, that is whih

never prevent stabilizability. Let us examine a bounded feedbak nonlinear-

ity:

x

1

1+x

2

1

. The �rst system beomes:

�

_x

1

=

x

1

1+x

2

1

+ x

2

+ x

2

2

_x

2

= u

(1.4)

If the x

2

term is seen as the ontrol that steers the _x

1

subsystem, x

2

2

is seen

as a perturbation, and x

2

will have to be small, so that it dominates the

perturbation. On the other hand, if x

2

is small, it annot ompensate for the

feedbak term, so that x

1

does not onverge to the origin. This approah an

therefore not yield a globally stabilizing ontrol law. The whole expression

x

2

+ x

2

2

must then be used to ompensate for

x

1

1+x

2

1

. However, x

2

+ x

2

2

� �

1

4

,
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so that if x

1

(0) � 1, then x

1

(t) � 1 for all t � 0. Indeed, when x

1

(t) = 1,

we have _x

1

=

1

2

+ x

2

+ x

2

2

. Therefore, _x

1

�

1

4

for any hoie of x

2

, and, if

x

1

(0) � 1, we have x

1

(t) � 1 for all t � 0. The global stabilizability of the

�rst system of (1.2) is not robust to this feedbak nonlinearity beause the

gain limiting feedforward nonlinearity x

2

2

prevents the ompensation of

x

1

1+x

2

1

,

whih neessitates a higher gain for stabilization.

Possible failure of low-gain designs Low-gain designs are not a valid

hoie to globally stabilize the origin of systems in feedforward form pre-

senting feedbak onnetions. In some ases, they an be eÆient, but we

will show on a ounter-example, that it does not always work, so that the

introdution of a new ontrol law is neessary.

If we now onsider the same bounded feedbak nonlinearity in the seond

system of (1.2), we have:

�

_x

1

=

x

1

1+x

2

1

+ x

2

+ u

2

_x

2

= u

(1.5)

and the onstrution that we have used for the systems (1.2), applied to this

system, yields:

�

_y

1

=

y

1

�y

2

1+(y

1

�y

2

)

2

+ v + (v � y

2

)

2

_y

2

= �y

2

+ v

A saturated ontrol at the input v again yields y

2

= O(�) in �nite time, and

the y

1

subsystem beomes:

_y

1

=

y

1

1 + y

2

1

+ v +O(�

2

); v = O(�)

The parameter � must be small enough to dominate the O(�

2

) term. On

the other hand, � has to be large so that the saturated ontrol law v =

O(�) an ompensate for the feedbak term

y

1

1+y

2

1

(whih an be as large as

1

2

). Those oniting requirements on the value of � result in an obstale

to the stabilization of system (1.5) through a lassial low-gain approah.

However, we show, in Chapter 2, that a ontrol law an be designed to

stabilize the origin of systems like (1.5): systems in feedforward form with

bounded feedbak nonlinearities and feedforward nonlinearities that do not

yield strong gain limitations at the input of the integrators like in (1.4), but

rather a limitation on the rate of the input of the integrators like in (1.5).
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1.2 Linear systems with input onstraints

The seond lass of problems that we onsider in this thesis is the stabilization

of the origin of linear systems with input magnitude limitation, that is

_x = Ax+ bu juj � 1 (1.6)

Through the years, a lot of attention has been dediated to the stabi-

lization of suh systems, beause the input saturation is the most ommonly

enountered nonlinearity in appliations, either beause of physial limita-

tion of the available atuation, or beause of seurity onsiderations, whih

require the input to operate in a given safety region. If it is not aounted

for in the ontrol design, input saturation an lead to deterioration of the

performane of the ontrol system or even ause instability.

Two approahes are basially available for handling this input magnitude

onstraint: either the onstraint is aounted for a posteriori or a priori.

Anti-windup The \a posteriori" approah onsists in �rst designing a on-

troller for the unonstrained system. In a seond design phase, a supplemen-

tary ontrol sheme is added to ompensate for the destabilizing and perfor-

mane degrading e�ets of saturation without modifying the loal behavior

of the ontrol system. This method is alled the anti-windup ompensation.

It usually leads to improved performane, but a rigorous stability and ro-

bustness analysis of the ontrol sheme is rarely available. The onditioning

tehnique as anti-windup is introdued in Hanus et al. (1987), and a general

framework for the design and analysis of anti-windup shemes as well as ref-

erenes to the founding papers on anti-windup an be found in Kothare et al.

(1994). Nonlinear stability analysis of anti-windup shemes an be found in

Kapoor et al. (1996) and Teel (1999). Beyond the ited referenes, whih pro-

pose systemati anti-windup shemes, the atual appliation of anti-windup

is often ad-ho, whih ompliates the stability analysis (see e.g. Grognard

et al. (2001) for an ad-ho small gain analysis of anti-windup for semiglobal

stabilization of a nonlinear ement mill model).

A anonial struture for anti-windup is illustrated on Figure 1.1 (see Teel

(1998a)). The ontrol system without anti-windup onsists in the feedbak

loop ontaining the ontroller C, the nonlinearity \sat", and the plant P . In

order to ounter the adverse e�ets of saturation, the anti-windup sheme

ompares the omputed ontrol law u



and the saturated ontrol law u, and

feeds the result bak to the ontroller C through a ompensator �. Note that,

whenever the saturation is not ative, u = u



is satis�ed, so that the output

of the anti-windup sheme is zero and the resulting ontrol system behaves

exatly as the original ontrol system. If the saturation beomes ative,
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lassial anti-windup shemes prevents u



from esaping to large values and

attempts to keep u



lose to u.

- +

PSfrag replaements

C Psat

�

d

yr uu



Figure 1.1: Canonial form of anti-windup shemes

The \a priori" approah onsists in diretly designing a ontroller taking

the onstraint into aount. Low-gain designs and Model Preditive Control

belong to this approah and are now desribed.

Low-gain designs Like for feedforward systems, low-gain designs an be

applied to globally stabilizable linear systems with bounded input (whih

requires (A; b) to be stabilizable and the eigenvalues of A to be in the losed

left half plane). Indeed those lasses of systems are related beause they are

both subjet to gain-limiting onstraints. In Teel (1996), linear systems with

bounded input are stabilized through the same nested saturation method as

the systems in feedforward form: linear systems with a saturation nonlin-

earity at the input an be transformed into feedforward systems by putting

them in Jordan form:

_x

1

= A

1

x

1

+ g

1

(x

2

)

_x

2

= A

2

x

2

+ g

2

(x

3

)

.

.

.

_x

n�1

= A

n�1

x

n�1

+ g

n�1

(x

n

)

_x

1

= A

n

x

n

+ g

n

(u)

where the g

1

; � � � ; g

n

funtions are linear in x

i

and in sat(u). The A

i

ma-

tries are Jordan bloks with eigenvalues in the losed left half plane. This

struture is in feedforward form, exept for the A

i

x

i

terms. Beause those

terms are not exponentially destabilizing, the lassial stabilization methods

for feedforward systems an be applied.

Low-gain ontrol laws guaranteeing stabilization in \large" regions of at-

tration have reently been proposed for (1.6) (Sontag & Sussmann 1990, Teel
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1992a, Lin & Saberi 1993, Megretski 1996). Several of the proposed ontrol

laws rely on a one-parameter family of linear ontrol laws u = �K(�)x. As

the parameter � ! 0, the norm kK(�)k dereases, so that the magnitude

onstraint juj � 1 is satis�ed in a large domain and semiglobal stabilization

is ahieved if A has no eigenvalue with stritly positive real part.

Let us now onsider the double integrator:

�

_x

1

= x

2

_x

2

= u

(1.7)

with juj � 1. A Riati based design (see Teel (1995) and Lin et al. (1996))

generates a lassial low-gain ontrol law for suh a system (see Setion 3.6

for the details of the alulations):

u = ��

2

x

1

�

p

3�x

2

With this ontrol law the poles of the losed loop systems are:

�

1;2

=

�

p

3� i

2

�

whih means that the smaller � is, the slower the rate of onvergene to the

origin is.

We only onsider linear systems where A has no eigenvalue with stritly

positive real part; a sublass of those systems is omposed of the systems

whose eigenvalues have stritly negative real part, that is asymptotially sta-

ble systems. For suh systems, the appliation of a ontrol law whose ampli-

tude is O(�) hardly modi�es the behavior of the solutions with respet to the

solution of _x = Ax; this poses the question of the pertinene of applying suh

a ontrol law for stable systems. Moreover, if there is a disturbane at the

input, a ontrol law whih takes small ontrol values is muh more degraded

than a ontrol law whih does a better use of the available atuation.

Classially, when stabilizing the origin of a system, two objetives are

pursued: ensuring that a given x

0

belongs to the region of attration, and

ensuring satisfying performane. On this example, we have illustrated the

onit between those two requirements: on the one hand, we need � to be

small enough for stability, and on the other hand, � has to be large enough

for performane (onvergene rate, robustness).

In Chapter 3, we design a family of low-gain ontrol laws u = �K(�)x,

parameterized with a parameter � 2 (0; 1℄ suh that, when �! 0, the region

of attration of the ontroller extends towards the whole state-spae, and

when � = 1, the regulator u = �K(1)x ensures satisfying loal performane.

For x

0

outside the region of attration T (1) of the regulator u = �K(1)x,
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we design a sheduling of the parameter that ensures that x(t) enters T (1)

as fast as possible, whih ensures improved performane.

This method is then extended to the ontrol of linear systems with am-

plitude and rate limited inputs. This problem is not trivial: the ombination

of input magnitude with rate onstraints has been identi�ed as the main

ontributing fator to the rashes of YF-22 (Dornheim (1992)) and Gripen

prototypes (Lenorowitz (1990)); the rate limit introdues what an be seen

as a delay in the system. And this delay an have a destabilizing e�et in

itself, or an lead to osillations due to the destabilizing ations of the pilot.

The problem is then absolutely relevant and requires a solution taking the

rate saturation into aount.

Low-gain ontrol laws solving that problem are diretly derived from the

ones solving the problem without rate saturation. It suÆes to take the gain

� small enough to fore both the amplitude and the rate of the ontrol law

u = �K(�)x to be small (see Lin (1997) and Stoorvogel & Saberi (1999).

Like in the ase of magnitude onstraints, large regions of attration require

� to be small, whih results in poor performane.

Finally, our sheduling is exposed for linear systems subjet to onstraints

that are more general than onstraints on the input: aÆne onstraints Fx+

Gu � H.

Model Preditive Control The solution of an optimal ontrol problem

often produes better performane than low-gain designs. This optimal on-

trol problem onsists in designing a ontrol law that minimizes a prespei�ed

performane index:

minV (x; u)

s.t. _x(t) = Ax(t) +Bu(t)

ju(t)j � 1

x(0) = x

0

(1.8)

where V (x; u) is often taken to be a quadrati ost:

V (x; u) =

1

2

Z

+1

0

x

T

(s)Qx(s) + u

T

(s)Ru(s)ds

with Q;R > 0. However, the problem of omputing the losed-loop ontroller

u

�

(x) that ensures the minimization of this index for any initial ondition is

usually untratable, and only open-loop solutions u

�

(t) of this problem for

given initial onditions an be omputed numerially. The ost is therefore

approximated by a �nite-horizon ost in the form

V (x; u) =

1

2

Z

T

0

x

T

(s)Qx(s) + u

T

(s)Ru(s)ds (1.9)
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We have seen that open-loop ontrol laked robustness. Embedding this

open-loop ontrol in a MPC sheme will then guarantee robustness by losing

the loop. MPC shemes at as follows: every � units of time, a �nite-horizon

optimal ontrol law u

�

(t) is numerially omputed online with the urrent

x(k�) as initial ondition, and this ontrol law is applied during � units of

time; at time (k + 1)� , the same ontrol problem is reomputed,... In order

to guarantee stability of the resulting MPC sheme, the ost (1.9) is usually

not suÆient (Mayne et al. (2000)) unless a suitable terminal ost penalty

x(T )

T

Px(T ) is added to the ost (1.9). This approah yields stability and

optimality results (Mayne et al. (2000)) and an expliit formulation of the

ontroller resulting from a disretized MPC sheme is given in Bemporad

et al. (2001) and De Don�a (2000). Another solution to the stability prob-

lem onsists in imposing the terminal onstraint x(T ) = 0 in the problem

formulation (1.8) (see Mayne & Mihalska (1990)).

However, when the resulting ontroller annot be expliitly omputed o�-

line, the online omputation burden assoiated with this method prevents its

appliation to systems with fast dynamis. It is therefore important to design

algorithms that an rapidly solve online the �nite-horizon optimal ontrol

problem that is posed every � units of time. In Chapter 4, instead of the

quadrati ost (1.9), we hoose the total transfer time from x = x

0

to x = 0

as performane index to be minimized, and we propose an algorithm that

eÆiently omputes the time-optimal ontrol u

�

(t) for any given x(0) when

this solution presents at most n� 1 swithings.
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1.3 Summary

In this hapter, we have exposed two families of nonlinearities for whih we

have given the following information

Feedforward nonlinearities Bounds on the input

�

_x

1

= x

2

+ u

2

_x

2

= u

�

_x

1

= x

2

_x

2

= u juj � 1

Property Property

Gain limiting Gain limiting

Control methods Control methods

Low-gain designs Low-gain designs

Forwarding MPC

Anti-windup

Drawbaks of low-gain Drawbaks of low-gain

Poor performane Poor performane

Lak of robustness to

feedbak onnetions

From this table, the link between the families of systems presenting those

nonlinearities is evident: both systems in feedforward form and linear systems

with a onstrained input present gain-limiting nonlinearities, so that their

stabilization an be ahieved through low-gain designs, whih have, as main

drawbak, that they yield a slow behavior of the solutions. In the ase of

feedforward systems, we will not onsider the performane aspet, whih is

largely addressed by forwarding, but we will rather address the problem of

lak of robustness of the existing designs to the presene of destabilizing

feedbak terms. As for the systems with bounded input, we will onsider the

problem of performane, by introduing a sheduling of low-gain designs and

giving an algorithm produing open-loop time-optimal ontrols that an be

used in an MPC sheme.



Chapter 2

Stabilization of nonlinear

systems with feedbak and

feedforward interonnetions

The global stabilization of nonlinear systems has been the subjet of an

important literature over the last deade and signi�ant progresses have been

made towards the development of systemati design methods and a better

understanding of strutural limitations to large regions of attrations (see

Freeman & Kokotovi� (1996), Isidori (1995), Krsti� et al. (1995), Sepulhre

et al. (1996), Sepulhre (2000), Sussmann & Kokotovi� (1991), Coron et al.

(1995) and referenes therein). It is fair to say that most existing results have

been obtained by exploiting ertain triangularity properties of the di�erential

equations of the onsidered system.

These strutural properties an be lassi�ed in two ategories and it is

suÆient for our purpose to illustrate them on the system

8

>

>

>

>

>

<

>

>

>

>

>

:

_x

1

= f

1

(x

1

) +x

2

+ g

1

(x

2

; x

3

; � � � ; x

n

; u)

_x

2

= f

2

(x

1

; x

2

) +x

3

+ g

2

(x

3

; � � � ; x

n

; u)

.

.

.

_x

n�1

= f

n�1

(x

1

; : : : ; x

n�1

) +x

n

+ g

n�1

(x

n

; u)

_x

n

= f

n

(x

1

; : : : ; x

n

) + u+ g

n

(u);

(2.1)

where x = (x

1

; : : : x

n

) 2 IR

n

and u 2 IR, with f

i

and g

i

smooth funtions

on IR

i

and IR

n�i+1

suh that f

i

(0; � � � ; 0) = g

i

(0; � � � ; 0) = 0. We view (2.1)

as a hain of integrators perturbed by feedbak onnetions (f

i

funtions)

and feedforward onnetions (g

i

funtions). The two possible forms of trian-

gularity are obtained by setting to zero either the feedforward terms or the

feedbak terms:
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Setting g

i

� 0 yields a lower triangular struture to the system, whih

is termed in \strit feedbak form". This struture ensures that a reursive

approah an be employed to globally stabilize the origin of the system: the

ontrol law is \bakstepped" from the �rst equation to the last one, so that

this method is alled bakstepping. In priniple it ats as follows: the �rst

equation is:

_x

1

= f

1

(x

1

) + x

2

(2.2)

and a globally stabilizing virtual ontrol law x

2

= x



2

(x

1

) an be built. Indeed,

there is no onstraint on x

2

so that the ontrol law x



2

always has enough

power to ompensate the possibly destabilizing f

1

(x

1

) term. Considering the

equation

_x

2

= f

2

(x

1

; x

2

) + x

3

a virtual ontrol law x



3

(x

1

; x

2

) an then be designed so that x

2

follows x



2

(x

1

).

This proedure is repeated until the last equation, where u is designed so that

x

n

follows the virtual ontrol law x



n

(x

1

; � � � ; x

n�1

). This results in globally or

semiglobally stabilizing ontrol laws, even in the presene of strongly desta-

bilizing nonlinearities, whih an be ompensated for with suÆiently high

gain feedbak (see Freeman & Kokotovi� (1996), Isidori (1995), Krsti� et al.

(1995), Saberi et al (1990), Sepulhre et al. (1996)). This design is possible

beause of the absene of onstraints on the virtual ontrols. Indeed, in the

presene of an expliit state onstraint in the form x

2

� C, the origin of

equation (2.2) would not be globally stabilizable if, for some x

1

, there was

f

1

(x

1

) > C. In some ases, the presene of a feedforward term g

1

(x

2

) an also

at as a onstraint and prevent global stabilization (e.g., if x

1

(0) > �0:25

and _x

1

= x

1

+ x

2

+ x

2

2

, no virtual ontrol an be built in order to steer x

1

to

the origin beause of the presene of the x

2

2

feedforward term).

Setting f

i

� 0 yields a system in \strit feedforward form", with an up-

per triangular struture. In this ase, the absene of feedbak onnetions

limits the instability of the open-loop system (in partiular the Jaobian lin-

earization annot be exponentially unstable). Thanks to this property, if the

Jaobian linearization at the origin is ontrollable, a low gain at the input

of eah integrator is suÆient to stabilize the system, and systems in strit

feedforward form are globally stabilizable without further restritions of the

feedforward onnetions. Globally and semiglobally stabilizing reursive on-

trol laws are known (see Jankovi et al. (1996),Mazen & Praly (1996),Teel

(1992b)); they start by stabilizing the last equation, and progressively sta-

bilize the whole system going from the bottom up. Even if the feedforward

nonlinearities impose severe limitations on the available gain, stabilization is
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ahieved with suÆiently low gain feedbak. This is partiularly well studied

in the ase where the feedforward terms are at least quadrati near the origin.

The last equation beomes

_x

n

= u+O(u

2

)

and the feedforward term O(u

2

) is dominated by u if the amplitude of the

ontrol law is suÆiently small. Therefore, low-gain and saturation designs

have been very suessful for the stabilization of suh feedforward systems.

However, the presene of a feedbak term f

n

(x

n

) that would need to be om-

pensated for an ruin the stabilization; the O(u

2

) term limits the amplitude

of the input while f

n

(x

n

) might require muh ontrol power for its ompen-

sation.

When feedbak and feedforward terms are present at the same time, las-

sial ontrol methods for systems in strit feedbak or feedforward forms an

be ineÆient to ahieve global asymptoti stability. Therefore, the present

hapter aims at presenting a ontrol law that stabilizes the origin of a lass of

feedforward systems and allows for the presene of (destabilizing) feedbak

onnetions. As seen in Chapter 1, the simultaneous presene of feedbak

and feedforward terms an prevent global stabilizability so that we have to

speify a lass of suh systems whih is still globally stabilizable (see Setion

2.1.4: the feedbak onnetions are bounded, with bounded derivatives, and

the feedforward onnetions are not gain-limiting, but only rate-limiting).

Also, we have shown that low-gain was not always suÆient to ahieve sta-

bility so that we introdue a new ontrol law.

The main ontributions of this hapter are the introdution of a globally

stabilizable lass of feedforward systems presenting feedbak onnetions,

the onstrution of a ontrol law and the proof that it globally stabilizes the

system.

This hapter is strutured as follows: lassial reursive ontrol methods

for systems in feedforward form are presented in Setion 2.1, as well as the

onit between the gain limitations indued at the input of eah integrator

by the feedforward nonlinearities, and the neessity of having a large available

gain for ompensation of feedbak terms. Setion 2.2 ontains the main result

of this hapter: the ontrol law that ensures the stability of a ertain lass of

feedforward systems. Examples of appliation of this ontrol law are given

in Setion 2.3. The limitations of its appliation are then exposed in Setion

2.4, while its use for robust global stabilization of some lass of feedforward

systems is given in Setion 2.5, before some onlusions in Setion 2.6.
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2.1 Systems in feedforward form

In this hapter, we onsider the design of a ontrol law for systems in feed-

forward form perturbed by loal feedbak onnetions, so that we will start

by introduing lassial ontrol methods for systems in feedforward form,

and show that they an be ineÆient for the stabilization of systems present-

ing feedbak onnetions. In (2.1), they are haraterized by f

i

= 0, whih

results in the lower triangular struture:

8

>

>

>

>

>

<

>

>

>

>

>

:

_x

1

= x

2

+ g

1

(x

2

; x

3

; � � � ; x

n

; u)

_x

2

= x

3

+ g

2

(x

3

; � � � ; x

n

; u)

.

.

.

_x

n�1

= x

n

+ g

n�1

(x

n

; u)

_x

n

= u+ g

n

(u);

(2.3)

with x

i

; u 2 IR, g

i

ontinuous and the Jaobian linearization ontrollable

at the origin. This is a hain of integrators perturbed by feedforward inter-

onnetions. Sine the introdution of this form, several ontrol laws have

been presented to stabilize suh systems, most notably forwarding (Mazen &

Praly (1996) and Sepulhre et al. (1996)) and the low-gain saturated ontrol

(Teel (1992b) and Teel (1996)), whih all lead to globally stabilizing ontrol

laws. Forwarding generates a CLF for the omplete feedforward system, while

the original formulation of saturated ontrol onsidered the feedforward non-

linearities as higher order perturbations that onstrained the available gain

at the input.

2.1.1 Saturated ontrols

Nested saturation methods for global stabilization of feedforward systems

an be found in Teel (1992b) and Teel (1996). The latter is more general

and is based on the nonlinear small gain theorem, but the �rst version more

diretly exempli�es the fat that the feedforward onnetions impose gain

restritions.

The feedforward systems onsidered in Teel (1992b) are in the form (2.3)

where the g

i

funtions are ontinuous and are required to be at least quadrati

in (x; u).

Theorem 2 (Teel (1992b)) There exist linear funtions T

i

: IR

n

! IR for

i 2 f1; � � � ; ng and salar saturation bounds �

n

> �

n�1

> � � � > �

1

suh that

the ontrol

u = � sat

�

n

�

T

n

(x) + sat

�

n�1

(T

n�1

(x) + � � �+ sat

�

1

(T

1

(x)) � � �)

�

globally asymptotially stabilizes the origin of (2.3).
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The proof that an be found in Teel (1992b) is onstrutive. A transformation

y = Tx is exhibited, so that the system beomes

8

>

>

>

>

>

<

>

>

>

>

>

:

_y

1

= y

2

+ � � �+ y

n

+ u +�

1

(y

2

; y

3

; � � � ; y

n

; u)

_y

2

= y

3

+ � � �+ y

n

+ u +�

2

(y

3

; � � � ; y

n

; u)

.

.

.

_y

n�1

= y

n

+ u +�

n�1

(y

n

; u)

_y

n

= u +�

n

(u);

(2.4)

where the �

i

funtions are quadrati in (y; u). The analysis goes from the

bottom up. A quadrati Lyapunov funtion V

n

= y

2

n

is �rst onsidered for

the last equation and its derivative is

_

V

n

= �2y

n

[ sat

�

n

(y

n

+ sat

�

n�1

(� � �))� �

n

(u)℄

We have juj � �

n

and, sine �

n

is at least quadrati, there exists C

n

suh

that j�

n

(u)j � C

n

�

2

n

. If we take �

n

small enough suh that

�

n

2

> C

n

�

2

n

(2.5)

and �

n�1

suh that

�

n�1

�

�

n

4

(2.6)

we an see that

_

V

n

< 0 for all jy

n

j >

3�

n

4

, whih fores jy

n

j �

3�

n

4

to be ahieved

in �nite time, and to stay satis�ed afterwards. Moreover, the saturation

sat

�

n

is not ative one jy

n

j �

3�

n

4

, so that the saturation sat

�

n

stops being

ative in �nite and never beomes ative afterwards. The y

n�1

equation then

beomes:

_y

n�1

= � sat

�

n�1

(y

n�1

+ sat

�

n�2

(� � �)) + �

n�1

(y

n

; u)

whih is in the appropriate form to use the same argument as for y

n

, so

that the same argument an be used up to y

1

. Therefore, in �nite time,

the solution y(t) reahes the region where none of the nested saturations is

ative. Loal stability of the losed-loop system in that region ompletes the

proof.

This proof again illustrates that the feedforward onnetions are onsid-

ered as a limitation of the available gain. Indeed, the bound (2.5) fores the

amplitude of the ontrol law to be small; this bound omes from the feedfor-

ward nonlinearity �

n

(u) = g

n

(u). The next step imposes y

n

to be small while

stabilizing the y

n�1

equation. The bound (2.6) shows that the available gain

is redued at the input of eah integrator from the bottom up.
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Example 1 The following system is in feedforward form:

�

_x

1

= x

2

+ x

2

2

_x

2

= u

(2.7)

The hange of variables (y

1

; y

2

) = (x

1

+ x

2

; x

2

) puts the system in the form

(2.4):

�

_y

1

= y

2

+ u +y

2

2

_y

2

= u

and the ontrol law is:

u = � sat

�

2

(x

2

+ sat

�

1

(x

1

+ x

2

))

The absene of �

2

term keeps �

2

free, while (2.5) fores

�

1

<

1

2

whih shows that the x

2

2

term imposes a bound on the available amplitude at

the input of the y

1

subsystem.

2.1.2 Semiglobal forwarding

A semiglobally stabilizing linear ontroller is available for systems satisfying

the struture (2.3), with g

i

aÆne in u. For readability's sake, we will write

x

2

+ g

i

(x

i+1

; � � � ; x

n

; u) = h

i

(x

i+1

; � � � ; x

n

) +  

i

(x

i+1

; � � � ; x

n

)u, and system

(2.3) rewrites as:

8

>

>

>

>

>

<

>

>

>

>

>

:

_x

1

= h

1

(x

2

; � � � ; x

n

) +  

1

(x

2

; � � � ; x

n

)u

_x

2

= h

2

(x

3

; � � � ; x

n

) +  

2

(x

3

; � � � ; x

n

)u

.

.

.

_x

n�1

= h

n�1

(x

n

) +  

n�1

(x

n

)u

_x

n

= u

(2.8)

with the Jaobian linearization at the origin ontrollable, h

i

(0) = 0, and h

i

and  

i

are C

1

funtions on IR

n�i

. The philosophy of this linear forwarding is

low-gain and reursive starting from the last equation. Before step i + 1 of

the design, a ontrol law u(x

n�i+1

; � � � ; x

n

) + u

n�i

has been built to stabilize

the subsystem omposed of the last i � 1 equations of (2.8). At step i + 1,

u

n�i

is used to stabilize the x

n�i

equation. De�ning � = x

n�i

and z =

(x

n�i+1

; � � � ; x

n

), a forwarding step works on system

_

� = h(z) +  (z)u

_z = f(z) + g(z)u

(2.9)
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where the ontrol u(x

n�i+1

; � � � ; x

n

) is integrated into f(z) and h(z), and u

n�i

is renamed u. Beause of u(x

n�i+1

; � � � ; x

n

), the system _z = f(z) is GAS.

The linear hange of oordinates

y = � + q

T

z; q

T

= �Dh(0)Df(0)

�1

transforms the �rst equation of (2.9) into

_y = ( (0) + q

T

g(0))u+ h:o:t:

where h:o:t: denotes higher-order terms. If the Jaobian linearization of (2.9)

is stabilizable, then  (0) + q

T

g(0) 6= 0. Up to the multipliation of y by a

onstant, we assume without loss of generality that  (0)+q

T

g(0) = 1. System

(2.9) beomes

_y =

~

h(z) + (1 +

~

 (z))u;

_z = f(z) + g(z)u

(2.10)

where

~

h(z) := h(z)�Dh(0)z + q

T

(f(z)�Df(0)z);

~

h(0) = 0; D

~

h(0) = 0

and

~

 (z) :=  (z)�  (0) + q

T

(g(z)� g(0))

~

 (0) = 0

Then we have the following result.

Theorem 3 (Grognard et al. (1998)) Let 
 = 


�

� 


z

� IR � IR

i

be

any ompat set. Then there exists �� > 0 suh that, for all 0 < � � ��,

the equilibrium (�; z) = (0; 0) of (2.9) is loally exponentially stable with the

ontrol law u = ��y and the region of attration inludes 
.

whih allows for a reursive semiglobal stabilization of system (2.8).

This ontrol law ensures that, if � is small enough, z onverges to an �

neighborhood of the origin, for initial onditions (�; z) in a large region of

the state-spae. The �rst equation of (2.10) then beomes

_y = ��y +O(�

2

)

whih fores onvergene to the origin.

It diretly appears that suh a method ould not work with a destabilizing

feedbak term k(�) in the �rst equation of (2.9). Indeed, after the onvergene

of z to an �-neighborhood of the origin, the �rst equation of (2.10) beomes

_y � k(y) + u+O(�

2

)

and u has to be taken small, so that z = O(�) stays valid in order to keep the

feedforward term

~

h(z) +

~

 (z)u negligeable. This prevents the ompensation

of k(y). Those feedforward terms are therefore gain-limiting.
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Example 2 The previous example (2.7), with the preliminary feedbak u =

�x

2

, results in the form (2.11), whih is suitable for the appliation of the

semiglobally stabilizing linear ontrol law. Indeed, the hange of variable

y

1

= x

1

+ x

2

results in

�

_y

1

= x

2

2

+ v

_x

2

= �x

2

+ v

and the original system is semiglobally stabilized by

u = �x

2

� �(x

1

+ x

2

)

whih, when (x

1

; x

2

) belongs to the region of attration of the origin, �rst

fores x

2

to be O(�) and then

_y

1

= ��y

1

+O(�

2

)

whih leads to slow onvergene of x

1

to the origin.

2.1.3 Global forwarding

Forwarding, as exposed in Sepulhre et al. (1996), an handle feedforward

systems in the form (2.3) with g

i

aÆne in u, whih results in the form (2.8).

This is not the only struture to whih forwarding an be applied: note, for

example, that loal feedbak terms f

i

(x

i

) are tolerated at eah integrator as

long as the origin of system _x

i

= f

i

(x

i

) is stable, but we restrited to (2.8)

for simpliity.

We now briey illustrate forwarding, a reursive proedure to globally

stabilize (2.8). Therefore, like for semiglobal forwarding, we onsider the

building blok (2.9) of system (2.8):

_

� = h(z) +  (z)u

_z = f(z) + g(z)u

where � = x

i

, z = (x

i+1

; � � � ; x

n

; z), the ore system _z = f(z) is globally

asymptotially stable, h(0) = 0 and the Jaobian linearization at the origin

stabilizable. Global stabilization of system (2.9) allows for the global stabi-

lization of the whole system (2.8) through a reursive use of this proedure.

It works as follows:

We �rst have to �nd a Lyapunov funtion orresponding to the � system

with u = 0 and z = 0. This system is

_

� = 0 and we an then take the

quadrati funtion:

W (�) =

�

2

2
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The neessity of building suh a Lyapunov funtions prevents the presene

of destabilizing feedbak terms in the

_

� equation.

We an then �nd a loally quadrati and radially unbounded Lyapunov

funtion U(z) for the _z = f(z) subsystem; lassially, this Lyapunov funtion

is given by the previous step of forwarding. We de�ne an output of the z

system:

y

0

= L

g

U(z)

In order to build a ontrol law for system (2.9), a ontrol Lyapunov fun-

tion for the whole system, based on U and W , is generated:

V (�; z) =W (�) + 	(�; z) + U(z)

where 	 is alled a ross-term: it is designed to anel non negative de�nite

terms in

_

W . We must use this ross-term in order to render the derivative of

V non positive (when u = �y

0

). Forwarding builds this ross term through

an integration:

	(�; z) =

Z

1

0

�W

��

(

~

�(s))(h(~z(s))�  (~z(s))y

0

)ds

=

Z

1

0

~

�(s)(h(~z(s))�  (~z(s))y

0

)ds

where, at time s, (

~

�(s); ~z(s)) = (

~

�(s; (�; z)); ~z(s; z)), the states of the system

ontrolled by u = �y

0

and with initial onditions (

~

�(0); ~z(0)) = (�; z). This

integral is well-de�ned (see Theorem 5.8 of Sepulhre et al. (1996)).

We see that 	 an be evaluated di�erently:

	(�; z) = lim

s!1

~

�

2

(s)

2

�

�

2

2

beause the argument of the integral is the time derivative of

~

�

2

(s)

2

.

We de�ne a new output, whih is the term multiplying u in the derivative

of the new Lyapunov funtion V (�; z):

y

1

=

�V

��

 (z) +

�V

�z

g(z)

Theorem 4 (Sepulhre et al. (1996)) The origin of the system (2.9) is

globally stabilized by the ontrol law:

u = �y

1

and has V (�; z) as Lyapunov funtion.
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Forwarding produes a ontrol law and a Lyapunov funtion to be used at

the next step of the reursion. When the proedure is omplete for the whole

system, it produes a globally stabilizing ontrol law and a global Lyapunov

funtion.

We an better see its appliation on a simple example:

Example 3 In (2.7), x

1

is taken as the � variable and x

2

as the z variable of

the general form (2.9). This system is not exatly in the form of (2.9) beause

the z subsystem is not GAS; therefore, we apply a preliminary feedbak u =

�x

2

, whih transforms the system into

�

_x

1

= x

2

+ x

2

2

_x

2

= �x

2

+ v

(2.11)

The Lyapunov funtions orresponding to the �rst and seond equations are,

respetively, W (x

1

) =

x

2

1

2

and U(x

2

) =

x

2

2

2

. We are left with the onstrution

of the ross-term 	(x

1

; x

2

), whih is:

	(x

1

; x

2

) = lim

s!1

~x

1

(s)

2

2

�

x

2

1

2

with v = �L

g

U(~x

2

) = �~x

2

(s) as input, and (~x

1

(0); ~x

2

(0)) = (x

1

; x

2

). This

results in

�

~x

2

(s) = x

2

e

�2s

~x

1

(s) = x

1

+ (1� e

�2s

)

x

2

2

+ (1� e

�4s

)

x

2

2

4

and the ross-term is

	(x

1

; x

2

) =

(x

1

+

x

2

2

+

x

2

2

4

)

2

2

�

x

2

1

2

whih results in the Lyapunov funtion

V (x

1

; x

2

) =

(x

1

+

x

2

2

+

x

2

2

4

)

2

2

+

x

2

2

2

whose derivative with the ontrol u = �x

2

� L

g

U(x

2

) + w = �2x

2

+ w is

_

V = (x

1

+

x

2

2

+

x

2

2

4

)

1 + x

2

2

w � 2x

2

2

+ x

2

w = �2x

2

2

+ y

1

w

and the globally asymptotially stabilizing ontrol law is

u = �2x

2

� y

1

= �3x

2

� (x

1

+

x

2

2

+

x

2

2

4

)

1 + x

2

2

Like in (1.4), we have x

2

+x

2

2

> �

1

4

. In this ase, this does not prevent global

stabilization beause no feedbak term needs to be ompensated.
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2.1.4 Gain and rate limitations

The previous subsetions have shown that general gain-limiting feedforward

onnetions are not ompatible with destabilizing feedbak onnetions. The

objetive of this hapter being the introdution of some feedbak onnetions

inside the struture of feedforward systems, the onsidered feedforward and

feedbak onnetions will have to be ompatible with eah other.

Our result is best illustrated with the help of the simple benhmark sys-

tem

8

<

:

_x

1

= f

1

(x

1

) + x

2

+ g

1

(x

2

; x

3

)

_x

2

= x

3

_x

3

= u

(2.12)

As shown earlier, existing ontrol methods for feedforward systems require

the feedbak onnetion f

1

(x

1

) to be missing or \stabilizing", that is f

1

(s)s �

0; at least in the linear forwarding and saturated ontrol methods, onver-

gene is �rst enfored towards a manifold where x

2

= O(�) and x

3

= O(�)

(so that g

1

is negligeable), before steering x

1

to 0 (whih is impossible with

x

2

= O(�) in the presene of a destabilizing feedbak term).

On the other hand, existing methods for strit feedbak systems require

g

1

(x

2

; x

3

) � 0 beause bakstepping fores x

2

to �f

1

(x

1

) � k(x

1

) (where

sk(s) < 0 when s 6= 0), whih renders the perturbation oming from x

2

in

the feedforward onnetion large. We will show in this hapter that we will

be able to tolerate x

3

terms in the feedforward onnetions.

Our result will show that a bounded destabilizing nonlinearity f

1

(x

1

)

an be tolerated provided that the feedforward term g

1

(x

2

; x

3

) is not \gain

limiting" but only \rate limiting", that is, g

1

(x

2

; x

3

) = g

1

(x

3

) = g

2

( _x

2

), and is

at least quadrati near the origin. Our design will enfore the onvergene of

solutions towards a region of the state spae where _x

2

(t) is kept small enough,

but not neessarily x

2

(t), thereby guaranteeing enough gain to ompensate

for the destabilizing onnetion f

1

(x

1

). This ontrol law an be viewed as a

slow ontrol design in ontrast to the low-gain shemes previously onsidered

for feedforward systems.

Expanding on this idea, we ahieve global stabilization of systems whih

an be written in the form

8

>

>

>

>

>

<

>

>

>

>

>

:

_x

1

= f

1

(x

1

) + x

2

+ g

1

( _x

2

; _x

3

; � � � ; _x

n

)

_x

2

= f

2

(x

2

) + x

3

+ g

2

( _x

3

; � � � ; _x

n

)

.

.

.

_x

n�1

= f

n�1

(x

n�1

) + x

n

+ g

n�1

( _x

n

)

_x

n

= f

n

(x

n

) + u

(2.13)
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with x 2 IR

n

; u 2 IR. Substituting _x

i

by its expression in the g

i

nonlinear-

ity, we see that this system an diretly be put in the lassial state-spae

form (2.1), and that this representation is a hain of integrators with feed-

forward and loal feedbak nonlinearities:

� Feedbak onnetions f

i

(x

i

) whih are depending only on the loal in-

tegrator state. They are bounded with bounded derivatives for all

x

i

2 IR;

� Rate limiting feedforward onnetions g

i

with an upper triangular stru-

ture. These funtions are at least quadrati near the origin.

Our design will enfore onvergene of the solutions towards a sequene of

nested manifolds where an inreasing number of state derivatives _x

i

are kept

small (hene we term our ontrol \slow ontrol"). Near-invariane of these

manifolds will be guaranteed despite of the destabilizing feedbak onnetions

by allowing for enough gain in a restrited neighborhood of the manifolds.

2.2 Global stabilization of rate limited feed-

forward systems

The next theorem is the main result of this hapter. We present a reur-

sive design to ahieve global asymptoti and loal exponential stability of

the origin of system (2.13) using saturation funtions. It suessively fore

_x

n

; _x

n�1

; � � � ; _x

2

to small values so that the feedforward terms are negligeable.

As opposed to the step by step onstrution of ontrol laws through reursive

methods for systems in feedbak or feedforward form, we have to analyze the

whole system at one beause the feedbak terms fore an approah starting

from the �rst equation and the feedforward terms from the last equation.

Theorem 5 Consider the C

1

system:

8

>

>

>

>

>

<

>

>

>

>

>

:

_x

1

= f

1

(x

1

) + x

2

+ g

1

( _x

2

; _x

3

; � � � ; _x

n

)

_x

2

= f

2

(x

2

) + x

3

+ g

2

( _x

3

; � � � ; _x

n

)

.

.

.

_x

n�1

= f

n�1

(x

n�1

) + x

n

+ g

n�1

( _x

n

)

_x

n

= f

n

(x

n

) + u

with x

i

; u 2 IR. Suppose that the feedbak interonnetions are bounded, with

bounded derivatives, i.e. 9M

i

; D

i

> 0 8 x

i

: jf

i

(x

i

)j < M

i

; jf

0

i

(x

i

)j < D

i

and

the g

i

funtions are at least quadrati near the origin.
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Then there exists positive onstants �

i

> 0 (suÆiently small) and K

i

> 0

(suÆiently large) suh that the origin of the system is globally asymptotially

and loally exponentially stabilized by

u = �f

n

(x

n

)� sat

�

n

(K

n

e

n

) (2.14)

where

e

1

= x

1

e

i

= x

i

+ f

i�1

(x

i�1

) + sat

�

i�1

(K

i�1

e

i�1

) for i 2 f2; � � � ; ng

for a suitable hoie of �

i

and K

i

. One suh hoie is:

K

1

= K K

i+1

= 16(K

i

+D

i

)

�

1

= �

�

Q

i

j=2

K

j

2

i�1

� �

i

�

3

2

�

Q

i

j=2

K

j

2

i�1

(2.15)

Proof The ontrol law (2.14) annot generate �nite esape time. Indeed,

the _x

i

equation is:

_x

i

= f

i

(x

i

) + x

i+1

+ g

i

( _x

i+1

; � � � ; _x

n

)

whih an be rewritten as

_x

i

= f

i

(x

i

) + x

i+1

+ h

i

(x

i+1

; � � � ; x

n

;� sat

�

n

(K

n

e

n

))

Finite esape time an only arise through a x

i

term in the right-hand side of

this equation. Those x

i

terms are in f

i

(x

i

) and in sat

�

n

(K

n

e

n

), whih both

are bounded funtions, and annot generate �nite esape time.

Consider the nested sequene of subsets 


1

� � � � � 


n

� IR

n

de�ned by




i

= fx 2 IR

n

jK

j

je

j

j � �

j

; j � ig

whose hoie is suggested by the form of the ontrol law:

We will show that the hoie (2.15) for the parameters K

i

and �

i

ensures

the following properties:

(i) eah 


i

is invariant

(ii) eah solution in IR

n

reahes 


n

in �nite time, and eah solution in 


i+1

reahes 


i

in �nite time, so that eah solution reahes 
 = 


1

in �nite

time

(iii) eah solution in 
 onverges exponentially to the equilibrium x = 0
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We �rst show that the Jaobian linearization of the losed-loop system is

Hurwitz when the parameters K

i

are hosen aordingly to (2.15), with K

large enough. The Jaobian linearization of the system in x oordinates is:

8

>

>

>

>

>

>

<

>

>

>

>

>

>

:

_x

1

= F

1

x

1

+ x

2

.

.

.

_x

i

= F

i

x

i

+ x

i+1

.

.

.

_x

n

= �

P

n

k=1

�

Q

n

j=k+1

K

j

�

(F

k

+K

k

)x

k

where we de�ne F

i

= f

0

i

(0) (with F

n

= 0 beause f

n

(x) is ompensated by

u). Introduing the hange of oordinates y

i

=

x

i

K

i

and the new time sale

s = Kt, the matrix of this system an be deomposed into two parts:

A =

0

B

B

B

B

B

�

0 1 0 � � � 0 0

0 0 1 � � � 0 0

.

.

.

.

.

.

.

.

.

0 0 0 � � � 0 1

�a

n

�a

n�1

�a

n�2

�a

2

�a

1

1

C

C

C

C

C

A

+

0

B

B

B

B

B

�

� 0 0 � � � 0 0

0 � 0 � � � 0 0

.

.

.

.

.

.

.

.

.

0 0 0 � � � � 0

� � � � 0

1

C

C

C

C

C

A

= T + U

where a

i

= lim

K!1

K

n

���K

n�i+1

K

i

. The hoie (2.15) ensures that the matrix T

is Hurwitz and that the matrix U onverges to 0 as K tends to1. Therefore,

the matrix A is Hurwitz for K large enough. We have thus �xed the gains

K

i

suh that our ontroller ensures loal exponential stability of the system.

The original system ontrolled without saturation has a region of attration

� (independent of �). The rest of the proof will show that any solution of

the ontrolled system reahes the set 
 and that we an design this set to be

inluded inside � by taking � small enough.

To this end, we use the following lemma, proven in Appendix, showing

ruial properties that are veri�ed when the parameters satisfy inequalities

that are veri�ed by the hoie of parameters (2.15)
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Lemma 1 Suppose that we have parameters suh that:

�

1

>

�

2

K

2

�

i

>

�

i+1

K

i+1

+ 2(D

i�1

+K

i�1

)�

i�1

i 2 f2; � � � ; n� 1g

�

n

> 2(D

n�1

+K

n�1

)�

n�1

(2.16)

then (2.16) is still satis�ed after a �� saling of the �

i

parameters, that is if

we replae �

i

by ��

i

, and, for � small enough, we have: 8e 2 


i

:

a j _x

i

j < 2�

i

b je

i

j =

�

i

K

i

) e

i

_e

i

< 0

 j _e

i

j < 2�

i

It is an easy alulation to verify that (2.16) is satis�ed with the hoie

(2.15) and that a �-saling is ahieved by taking � small enough.

Part (i) of the proof of Theorem 1 is a onsequene of Lemma 1 (b).

When a solution is on �


i

, it satis�es je

j

j =

�

j

K

j

for some j � i. Due to the

fat that 


i

� 


j

for j � i, Lemma 1 (b) implies e

j

_e

j

< 0. Therefore, the

solution stays inside 


i

.

In order to prove (ii), we will now show that any solution starting in

IR

n

n


n

reahes 


n

in �nite time and that any solution in 


i+1

reahes 


i

in

�nite time. By the invariane property of 


i

, this means that any solution

reahes 


1

= 
 in �nite time.

Let us de�ne

�

i

(x

i

; e

i

) = f

i

(x

i

) + sat

�

i

(K

i

e

i

)

Let x(0) 2 IR

n

n 


n

. As long as x(t) =2 


n

, the solution satis�es:

_x

n

= ��

n

sign(x

n

+ �

n�1

(x

n�1

; e

n�1

))

whih means that x

n

onverges towards ��

n�1

(x

n�1

; e

n�1

). Beause �

n�1

is

bounded, x

n

(t) eventually enters an interval where the saturation is no longer

ative. This happens when jx

n

+ �

n�1

(x

n�1

; e

n�1

)j = je

n

j =

�

n

K

n

: the solution

enters 


n

in �nite time.

Next, we show that any solution in 


i+1

reahes 


i

in �nite time. The

solution satis�es

_x

i

= e

i+1

� sat

�

i

(K

i

(x

i

+ �

i�1

(x

i�1

; e

i�1

))) + g

i

( _x

i+1

; � � � ; _x

n

) (2.17)

and as long as x

i

(t) 2 


i+1

n 


i

, (2.17) an be rewritten using Lemma 1 (b)

as:

_x

i

= e

i+1

� �

i

sign(x

i

+ �

i�1

(x

i�1

; e

i�1

)) +O(�

2

i+1

; � � � ; �

2

n

)
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Beause je

i+1

j �

�

i+1

K

i+1

< �

i

, the seond term dominates the others while

x

i

(t) 2 


i+1

n 


i

. Hene x

i

(t) onverges towards �

i�1

until the saturation

stops being ative, i.e. the solution has reahed 


i

.

Repeating the argument for eah i, the solution reahes 
 in �nite time.

Observe that a presaling of the parameters �

i

an be used to inlude 
 in an

arbitrarily small ompat set ontaining the origin (this means that pratial

stability is ahieved for any hoie of the K

i

satisfying (2.16)).

Part (iii) of the proof is diret from the fat that A is Hurwitz. It is

suÆient to take 
 to be inluded inside �, the region of attration of the

ontrolled system without saturation (beause 
 is an invariant set for the

system ontrolled without saturation). In order to do so, we take � small

enough.

2

The proof of the previous theorem shows why we may use the term slow

ontrol: the derivatives of the variables are suessively brought to small

values in order to be able to neglet the values of the g

i

funtions.

When n = 2, ondition (2.15) on the parameters redues toK

2

> 16(K

1

+

D

1

) (in this ase, it ould be weakened to K

2

> 2(K

1

+ D

1

)). We observe

that the latter ondition is stronger than the ondition imposed for the loal

asymptoti stability, whih only requires K

2

> D

1

. This shows that the K

i

onstants must be hosen large enough not only to ensure loal asymptoti

stability, but also to render the designed manifolds near-invariant.

2.3 Examples

Example 4 We will now illustrate our ontrol design on the seond example

of (1.2), whih ontains the bounded feedbak term of our running examples

and a rate-limiting feedforward nonlinearity:

�

_x

1

=

x

1

1+x

2

1

+ x

2

+ u

2

_x

2

= u

(2.18)

This system is in the form (2.13) beause u

2

= _x

2

2

, so that we an alulate

a globally stabilizing ontroller. We �rst alulate the e oordinates:

e

1

= x

1

e

2

=

x

1

1 + x

2

1

+ x

2

+ sat

�

1

(K

1

x

1

)

and the ontrol law is:

u = � sat

�

2

�

x

1

1 + x

2

1

+ x

2

+ sat

�

1

(K

1

x

1

)

�
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with K

1

; K

2

; �

1

; �

2

satisfying the onstraint (2.15). Noting that M

1

= 1 and

D

1

= 1, we take

K

1

= K K

2

= 16(K + 1)

�

1

= � � = 10(K + 1)�

The phase plane of the evolution of the resulting ontrol system is illustrated

on Figure 2.1 for the partiular hoie K

1

= K = 1; K

2

= 32; �

1

= � = 0:05

and �

2

= 1. The solution is simulated for two di�erent initial onditions:

x

0

= (�5 1)

T

and x

0

= (5 0)

T

. Both those solutions �rst enter an interval

around the manifold x

2

+

x

1

1+x

2

1

= 0. In that interval, e

2

is small, whih means

that u is small and the u

2

term does not perturb the x

1

equation. In fat,

we have e

2

� 0, whih means that _x

1

� � sat

�

1

(K

1

x

1

). As long as x

1

is far

from 0, this result in _x

1

= ��

1

sign(x

1

) and x

1

slowly onverges to the origin.

Therefore, the onvergene of the omplete solution along the manifold is very

slow. Finally, when both x

1

and x

2

are lose to the origin, the onvergene

is exponential.

Example 5 The alulation of the parameters is now illustrated on the benh-

mark system (2.12) with f a bounded funtion suh that kf

0

(x

1

)k

1

< D and

g

1

(x

2

; x

3

) = x

2

3

= _x

2

2

:

8

<

:

_x

1

= f

1

(x

1

) + x

2

+ x

2

3

_x

2

= x

3

_x

3

= u

(2.19)

The set of onstraints (2.16) is:

�

1

>

�

2

K

2

�

2

>

�

3

K

3

+ 2(D

1

+K

1

)�

1

�

3

> 2K

2

�

2

(2.20)

whih ould easily be solved for suh a low-order system but beomes more in-

triate for larger dimensions. Therefore, we rather use the expliit parameter

values that we gave in Theorem 5.

Let us take �

1

= � small enough and K

1

= K large enough. We hoose

the parameters aording to (2.15) with K

i+1

= 16(D

i

+ K

i

) and �

i

in the

middle of the intervals:

K

1

= K K

2

= 16(D +K) K

3

= 256(D +K)

�

1

= � �

2

= 10�(D +K) �

3

= 1280�(D +K)

2

With suh parameters, the ontrol law is:

u = � sat

1280�(D+K)

2

[256(D +K)(x

3

+ sat

10�(D+K)

[16(D +K)(x

2

+f

1

(x

1

) + sat

�

[Kx

1

℄)℄)℄
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Figure 2.1: Phase plane of the slow ontrol of example (2.18) with x

0

=

(�5 1)

T

and x

0

= (5 0)

T

as initial onditions (solid line). The manifold

x

2

+

x

1

1+x

2

1

= 0 is illustrated (dotted line), as well as the invariant interval

around it (between the dash-dotted lines)

We see that both K

i

and �

i

parameters are inreasing. Suh a ontroller

an be designed to satisfy any rate onstraint on the ontrol and on the states.

K must be taken suÆiently large in order to get asymptoti stability. � must

be suÆiently small to be able to neglet the �

2

2

term that will arise beause

of the x

2

3

= _x

2

2

term.

We an justify on this example the boundedness ondition of Theorem 5

imposed on the f

i

funtions. Indeed, when f

1

: IR! IR is a C

1

funtion suh

that lim

s!+1

f(s) = +1 and 9� > 0 : 8s 2 IR : f

0

1

(s) > �, system (2.19)

annot be globally ontrolled to the origin. This follows from the alulation:

d

dt

(f

1

(x

1

) + x

2

) = f

0

1

(x

1

)(f

1

(x

1

) + x

2

) + f

0

1

(x

1

)x

2

3

+ x

3

� f

0

1

(x

1

)(f

1

(x

1

) + x

2

)� C

� �(f

1

(x

1

) + x

2

)� C when f

1

(x

1

) + x

2

� 0

where we have used the fat that f

0

1

(x

1

)x

2

3

+ x

3

is bounded from below by

a negative onstant �C. If the initial ondition of the system is suh that
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�(f

1

(x

10

) + x

20

) > C, the quantity f

1

(x

1

) + x

2

diverges to +1 regardless of

the ontrol law. It means that suh initial onditions (x

10

; x

20

) annot be

driven to the origin, even if f

1

is a simple linear funtion.

2.4 Limitations of slow ontrol

The slow ontrol design proposed in this hapter applies to a restrited lass

of nonlinear systems whih simultaneously present destabilizing feedbak on-

netions and \rate limiting" feedforward onnetions. The restritions on the

feedforward onnetions (to be \rate limiting" rather than \gain limiting" )

and the boundedness of the f

i

funtions (and of their derivatives) have been

justi�ed by means of elementary (that is, salar) ontrollability requirements.

A subtler limitation of slow ontrol is the fat that the f

i

's annot de-

pend on the states x

1

; : : : ; x

i�1

: the feedbak onnetions are restrited to

be \loal" onnetions around eah integrator. Thus our design an yield a

slow ontrol for the seond order system

�

_x

1

= f

1

(x

1

) + x

2

_x

2

= f

2

(x

1

; x

2

) + u

but this does not mean that this slow ontrol law an be \bakstepped" to

yield a slow ontrol law for the augmented system

8

<

:

_x

1

= f

1

(x

1

) + x

2

_x

2

= f

2

(x

1

; x

2

) + x

3

_x

3

= u

(2.21)

even if boundedness is assumed for f

2

and its derivatives. Indeed, the x

1

dependeny of f

2

implies that

e

3

= x

3

+ f

2

(x

1

; x

2

) + sat

�

2

(K

2

e

2

)

depends on x

1

. Our ontrol sheme ensures that, one e

3

is small, it stays

small, and _x

3

and _e

3

are small. However, in this ase, if e

3

is small with

e

2

large, e

3

annot be kept small beause a large _x

1

term appears in the

expression of _e

3

: when f

2

depends on x

1

, we annot guarantee that _e

3

is

small and near invariane of the manifold e

3

is lost.

This is in ontrast with reent bounded bakstepping results (Freeman

& Praly 1998, Tsinias 1997) whih show that a bounded ontrol law with

bounded rate an be bakstepped to yield a new bounded ontrol law with

bounded rate (when all the nonlinearities are bounded with bounded deriva-

tives). The di�erene with our result is that the bound on the ontrol magni-

tude (or rate) is not a free design parameter in Freeman & Praly (1998) and
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Tsinias (1997). In the present hapter, this exibility is needed to aount

for the feedforward nonlinearities. For this reason, it seems plausible that

the boundedness assumptions of the present hapter do not suÆe to ahieve

global stabilization of a system as simple as

8

<

:

_x

1

= f

1

(x

1

) + x

2

+ g(u); g(0) = 0

_x

2

= f

2

(x

1

) + x

3

_x

3

= u

(2.22)

whih violates the struture overed by the present hapter only beause f

2

depends on x

1

rather than x

2

.

2.5 Robust stabilization of feedforward sys-

tems

Apart from allowing for the stabilization of feedforward systems with expo-

nentially unstable Jaobian linearization, the ontrol law (2.14) also allows

for the robust global stabilization of feedforward systems in a form similar

to (2.13) (see Maroni & Isidori (2000)). The lass of systems

8

>

>

>

>

>

<

>

>

>

>

>

:

_x

1

= �

1

x

2

+ g

1

( _x

2

; _x

3

; � � � ; _x

n

; �)

_x

2

= �

2

x

3

+ g

2

( _x

3

; � � � ; _x

n

; �)

.

.

.

_x

n�1

= �

n�1

x

n

+ g

n�1

( _x

n

; �)

_x

n

= �

n

u

(2.23)

where �

i

is an unertain, positive, time-varying parameter (0 < �

L

i

� �

i

�

�

U

i

, with �

L

i

and �

U

i

positive onstants), and the feedforward nonlinearities

are loally Lipshitz. The designed ontrol law then has to be essentially

robust to unertainties on the gain at the input of eah integrator. The

ontrol law

u(x) = � sat

�

n

(K

n

e

n

)

where

e

1

= x

1

e

i

= x

i

+ sat

�

i�1

(K

i�1

e

i�1

) for i 2 f2; � � � ; ng

with a suitable hoie of �

i

and K

i

, globally stabilizes the unertain feedfor-

ward system (2.23). This hoie of �

i

and K

i

is similar to the one given in

Lemma 1, and a �-saling of the �

i

parameters then ensures global stability.
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The proof relies on the small-gain theorem of Teel (1996): onsidering the

losed-loop system

8

>

>

>

>

>

<

>

>

>

>

>

:

_x

1

= �

1

x

2

+ v

1

_x

2

= �

2

x

3

+ v

2

.

.

.

_x

n�1

= �

n�1

x

n

+ v

n�1

_x

n

= �

n

u(x)

it is shown that the gain between the inputs v

j

and the outputs g

j

( _x

j+1

; � � � ; _x

n

)

an be arbitrarily dereased by taking � small enough. Therefore, one the

outputs g

j

( _x

j+1

; � � � ; _x

n

) are fed bak into v

j

, global asymptoti stability is

ensured by taking � small enough.

2.6 Conlusion

We have onsidered the stabilization of strutured systems: systems in feed-

bak and feedforward form, and shown that the ombination of both types of

interonnetions ould lead to obstales to stabilizability beause the gain-

limitation introdued at eah integrator by the feedforward interonnetions

an be inompatible with the gain requirement of the feedbak interonne-

tions. Our result, whih was published in Grognard et al. (1999), introdues

a design that ould be applied to a lass of systems whih simultaneously

present \destabilizing" feedbak onnetions and \rate limiting" feedforward

onnetions. Under the restrition that the feedbak onnetions are \loal"

onnetions around eah integrator, a slow ontrol design has been proposed

whih enfores a slow onvergene towards a nested sequene of manifolds,

the last of whih is a stable manifold of the losed-loop system. Near invari-

ane of the suessive manifolds is ahieved by allowing for enough gain in

their neighborhood, yet keeping the ontrol slow in the entire state spae.

The solution slowly evolve in the state-spae; this ontrol law only pursues

stability without performane onsiderations. We have made a �rst step to-

wards a solution of the problem of robustness of ontrol laws for feedforward

systems to the presene of feedbak terms.
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Chapter 3

Improving the performane of

low-gain designs for bounded

ontrol of linear systems

The design of feedbak ontrol laws for linear systems subjet to magnitude

onstraints on the ontrol variable,

_x = Ax+ bu u 2 IR; juj � 1 (3.1)

has long been reognized as a signi�ant nonlinear ontrol problem, and has

given rise to the ontrol methods exposed in Chapter 1. Notably, low-gain

ontrol laws have been designed to stabilize the origin with large regions of

attrations. In Teel (1995) and Lin et al. (1996), suh ontrol laws have been

developed from the algebrai Riati equation, so that they have the form

u = �b

T

P (�)x; in this hapter, we will work on ontrol laws based on that

form. In suh designs, the tuning of the low-gain parameter � involves two

oniting objetives: on the one hand, large regions of attration require

small values of � > 0 so that the input bound is never attained along the

solutions. Obviously, this leads to autious designs, resulting in slow onver-

gene. In ontrast, loal performane ditates a larger value of �, resulting

in a redued guaranteed region of attration. Two approahes have been

taken in the literature to obtain more aggressive designs: gain-sheduling

and low-and-high gain tehniques.

Based on the rationale that a small value �

0

is needed far from the origin

for stability and that a larger value �

f

(= 1 without loss of generality) is

needed lose to the origin for performane, a sheduling of the parameter

was �rst introdued in Megretski (1996): for eah value of � 2 (0; 1℄, a level

set of a Lyapunov funtion is used as estimate of the guaranteed region of

attration. The sheduling onsists then in a hoie of �(x) suh that, at
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every point, x lies on the boundary of the guaranteed region of attration for

the system steered by the ontroller u = �b

T

P (�)x with � �xed. However, in

most ases, suh a design never makes full use of the available atuation.

The high-and-low gain method of Saberi et al. (1996), whih expli-

itly uses the in�nite gain margin of Riati based linear ontrol laws u =

�b

T

P (�)x, onsists in multiplying this ontrol law by a large onstant k > 1

in order to ahieve a better use of the available atuation without modifying

the guaranteed region of attration. This ontrol law, u = � sat(kb

T

P (�)x),

results in a fast onvergene of b

T

P (�)x to 0 (with u = �1), followed by

near invariane of the manifold b

T

P (�)x = 0. The rate of onvergene then

strongly depends on the behavior of the system on this manifold. We will

show, on an example, that this rate an be slow.

The observation of the shortomings of those methods and that time-

optimal ontrol an be muh faster motivates the introdution of the new

gain-sheduling of Grognard et al. (2000a). Choosing an initial ontroller

that ensures a suÆiently large region of attration and a �nal ontroller

that ensures good loal performane, our objetive is to design a shedul-

ing ensuring the fastest possible transition between these two extreme on-

trollers along the losed-loop solutions, while ensuring the satisfation of the

onstraint. This is ahieved by a onstrained pointwise maximization of _�;

Megretski (1996) enfores suh a maximization with the form of the ontroller

�xed to u = � sat(kb

T

P (�)x). We will present a di�erent form of transition

that ensures suh a maximization with an invariant other than the form of

the ontrol law.

The hoie of this invariant results from the observation that the high-

and-low gain philosophy enfores b

T

P (�)x � 0 after some time, while � is

hosen small enough suh that jb

T

P (�)xj � 1 in the guaranteed region of

attration. The mismath between what eventually ours (b

T

P (�)x � 0) and

what is heked (jb

T

P (�)xj � 1) indiates that the hoie of � is onservative,

and that improvement an be brought by hanging riterion. Our riterion

heks that x lies in a region of the state spae where invariane of the

manifold b

T

P (�)x = 0 an be fored with juj � 1. Through that riterion,

that is more relevant to the atual behavior of the system, a larger � an

be used in a larger region of the state-spae, and _� an be hosen to be

larger so that � = 1 is reahed earlier. The invariant of our sheduling is

then b

T

P (�)x = 0. An analytial example and simulations suggest that these

heuristis lead to aelerated onvergene of the losed-loop solutions.

This hapter is organized as follows. In Setion 3.1, we expose onditions

for the global stabilizability of linear systems with bounded input. Low-gain

designs are then exposed in Setion 3.2. The general algorithm is presented

in Setion 3.3, while the design of the sheduling ontroller is detailed in Se-
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tion 3.4. Closed-loop onvergene and performane onsiderations are given

in Setion 3.5. The algorithm is then illustrated on the double and triple

integrators in Setion 3.6 and 3.7, with a omparison with the earlier sheme

proposed in Megretski (1996) and the time-optimal solution. In Setion 3.8

and 3.9, we extend this result to linear systems with amplitude and rate

limited input and to linear systems with aÆne onstraints. Finally, we give

some onlusions.

3.1 Global and semiglobal stabilizability

A simple example shows that all linear systems are not globally stabilizable

when u is bounded. Let us onsider the �rst order system

_x = x+ u (3.2)

with the onstraint juj � 1. If jx(0)j > 1, the solution obviously diverges to-

wards �1, for any hoie of bounded ontrol u(t). Only the initial onditions

inside the open interval (�1; 1) an be driven to the origin with bounded on-

trols. The system is therefore not globally ontrollable to the origin, whih

means that it is ertainly not globally stabilizable.

This notion leads to the following de�nition

De�nition 6 The domain of null-ontrollability NC is the set of initial on-

ditions x(0) for whih there exists a ontrol law u(t) (de�ned for t 2 [0; T ℄)

suh that ju(t)j � 1 for all t and x(T ) = 0.

In the example, the domain of null ontrollability is the interval (�1; 1).

In this hapter, we will fous on systems whose domain of ontrollability

is the whole state-spae; those systems are said to be asymptotially null-

ontrollable. A haraterization of asymptotially null-ontrollable systems

is given in Shmittendorf & Barmish (1980).

Theorem 6 (Shmittendorf & Barmish (1980)) System (3.1) is asymp-

totially null-ontrollable i�

1. the pair (A; b) is stabilizable

2. all eigenvalues of A have non positive real part.

The origin of suh systems is then globally stabilizable with saturated

smooth feedbak:

Theorem 7 (Sontag & Sussmann (1990)) For system (3.1), the follow-

ing two onditions are equivalent:
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1. there is a smooth feedbak k : IR

n

! IR; k(0) = 0, so that zero is a

globally asymptotially stable equilibrium for the losed-loop system

_x = Ax + b sat(k(x))

2. system (3.1) is asymptotially null ontrollable.

Those two theorems ensure the existene of a saturated smooth, globally

stabilizing, feedbak when the onditions of Theorem 6 are satis�ed. In

general, this feedbak ontrol law annot simply be a saturated linear ontrol

law (Fuller 1969), and, in partiular, this negative result is already valid for

as simple a system as the third order hain of integrators. Therefore, globally

stabilizing ontrol laws need to be nonlinear (e.g. Teel (1992a)). In ontrast,

Lin & Saberi (1993) have shown that semiglobal stabilization by linear state

feedbak an be ahieved through pole-plaement under the onditions of

Theorem 6.

Assumption 1 In the remainder of this hapter, we will only onsider asymp-

totially null ontrollable linear systems with bounded input.

3.2 Expliit low-gain designs and tuning of

the parameter

This setion is devoted to the study of saturated linear low-gain ontrol laws,

whih are in the form

u = � sat

�

b

T

P (�)x

�

(3.3)

based on the quadrati Control Lyapunov Funtions

V (x; �) = x

T

P (�)x

The ontrol law is given as an expliit funtion of x, so that suh a low-gain

design is said to be expliit.

The �-family of ontrol laws (3.3) an be generated in various ways; one

method (see Teel (1995) and Lin et al. (1996)) uses the Riati equation

P (�)A+ A

T

P (�)� P (�)bb

T

P (�) = �Q(�); � 2 (0;1) (3.4)

with Q(�) > 0 (positive de�nite), ontinuous, suh that lim

�!0

Q(�) = 0

and

dQ(�)

d�

> 0. The Riati matrix P (�) generated from this equation then

satis�es
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Lemma 2 [Lin (1998)℄ If (A; b) is asymptotially null ontrollable then

1. For all � 2 (0; 1℄, equation (3.4) has a unique solution P (�) > 0, whih

is suh that A� bb

T

P (�) is Hurwitz;

2. lim

�!0

P (�) = 0;

3.

dP (�)

d�

> 0 and is solution of the Lyapunov equation

dP (�)

d�

(A� bb

T

P (�)) + (A� bb

T

P (�))

T

dP (�)

d�

= �

dQ(�)

d�

The hoie ofQ(�) that will ensure the best behavior of the losed-loop system

is an inherent part of the design problem; it is not generially solved in the

literature, and it is not takled here. Therefore, unless the struture of the

system suggests a partiular hoie that would ensure an easy alulation of

P (�) (like in the example below), there is no reason to make another hoie

than Q(�) = �I.

Remark 1 Megretski (1996) suggests a simpli�ed onstrution of P (�) based

on the Riati inequality:

P (�)A+ A

T

P (�) + P (�)W

�2

P (�)� P (�)bb

T

P (�) < 0 (3.5)

with W > 0 a symmetri matrix. The advantage of (3.5) is that, if the region

of attration is only required to ontain a given ompat set 
, one does not

need to expliitly solve the Riati inequality for every �: one an alulate a

solution P

0

of (3.5) suh that u = � sat

�

b

T

P

0

x

�

ensures 
 to be ontained in

the region of attration, as well as P

1

(> P

0

) suh that u = �b

T

P

1

x ensures

satisfying loal performane. Then the matrix:

P (�) =

�

(1� �)P

�1

0

+ �P

�1

1

�

�1

� 2 [0; 1℄ (3.6)

is solution of (3.5), with A � bb

T

P (�) Hurwitz for all � > 0, and

dP (�)

d�

> 0.

This onstrution leads to a ontrol law that guarantees semiglobal stabiliza-

tion only inside 
. It is useful for pratial implementation, beause it does

not require the online solution of the algebrai Riati equation (3.4). The

resulting funtion P (�) is an interpolation between P

0

, whih is hosen for

stabilization, and P

1

, whih is hosen for performane. Despite the imple-

mentation advantage of suh a hoie, we use (3.4) in the remainder of this

hapter to build P (�).
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For a �xed � > 0, the maximal level set inside whih jb

T

P (�)xj � 1 pro-

vides a guaranteed region of attration for x = 0. The hoie of applying the

ontrol law only inside this level set V (x; �) �

�

V (�) is the main soure of on-

servatism of the Lyapunov methods beause the atual region of attration

is usually muh larger. This level is the solution of the optimization problem

�

V (�) = min

x2IR

n

x

T

P (�)x

s.t. b

T

P (�)x = 1

(3.7)

(with the absolute value superuous beause of symmetry), whih yields:

x

�

=

b

b

T

P (�)b

and jb

T

P (�)xj � 1 within the set

T (�) = fx 2 IR

n

jx

T

P (�)x �

1

b

T

P (�)b

g

Finding �(x

0

) then amounts to look for the largest � suh that x

0

lies within

the set T (�), that is:

�(x

0

) = maxf� 2 (0; 1℄ : (x

T

0

P (�)x

0

)(b

T

P (�)b) � 1g (3.8)

With the hoies (3.4), we have

dP (�)

d�

> 0, and large regions of attration 


require small values of the parameter � > 0. As a onsequene, the resulting

design is \autious", that is, it uses little atuation near the origin and makes

the onvergene slow.

High-and-low gain A �rst improvement of the above low-gain design is

the \high-low" gain modi�ation based on the observation that the ontrol

laws (3.3) have in�nite gain margin. As a onsequene, the region of attra-

tion ahieved with the ontrol law u = � sat(kb

T

P (�)x) still inludes the set

T (�) with any gain k � 1. The limiting ase for k !1 results in the sliding

mode ontrol

u = � sign(b

T

P (�)x) (3.9)

In this situation, full atuation is used throughout. However, the motion

along the sliding surfae b

T

P (�)x = 0 indues hattering and an be very

slow when � is small. This will be illustrated on the following example.
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Example 6 The high-and-low gain philosophy is now illustrated on the dou-

ble integrator:

�

_x

1

= x

2

_x

2

= u juj � 1

The simpliity of this seond order system allows for analytial alulations:

if we onsider that the behavior obtained with the pole plaement in

�

p

3�i

2

(whih is ahieved with Q = I) is satisfying, we an solve the Riati equation

(3.4) with:

Q(�) =

�

�

4

0

0 �

2

�

(3.10)

(where we do not use Q(�) = �I in order to obtain simpler expressions). This

results in the Lyapunov matrix:

P (�) =

�

p

3�

3

�

2

�

2

p

3�

�

and the family of low-gain ontrols is then:

u = �b

T

P (�)x = ��

2

x

1

�

p

3�x

2

� > 0

whih is a typial low-gain ontrol for seond order systems in Brunovski

form.

When the high-and-low gain ontrol law (3.9) is applied, b

T

P (�)x on-

verges to zero, and the solution slides along

x

2

= �

�

p

3

x

1

while u hatters between +1 and �1. The equivalent ontrol (Utkin (1992))

to the hattering induing the sliding is then

u = �

�x

2

p

3

whih plaes the poles of the losed-loop system in 0 and �

�

p

3

. The pole

orresponding to the onvergene to the origin is �

�

p

3

. If � is small beause

x(0) is large, the system then evolves slowly one b

T

P (�)x � 0 (even when

k = +1). In this hapter, we will introdue an alternative to the hoie (3.7)

of

�

V (�) so that the region of attration orresponding to � is enlarged. This

in turn indiates that larger values of � an be used for idential guaranteed

regions of attration. We will illustrate this for � = 0:5 of Figure 3.1. For

� �xed, the guaranteed region of attration of the high-and-low gain ontrol
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law is T (�) � x

T

P (�)x �

1

p

3�

(dashed ellipse) inside whih solutions are

fored to b

T

P (�)x = 0 (solid line) where onvergene takes plae to the origin.

The level of T (�) is determined by the fat that jb

T

P (�)xj = 1 at the stars

on its boundary. If, instead, invariane of the manifold is onsidered to

determine the level set, we will show that the guaranteed region of attration

is x

T

P (�)x �

6

p

3

�

(dotted ellipse) and b

T

P (�)x = 0. The level of this region

is �xed by the ontrol that guarantees invariane of the manifold, whih is

equal to 1 at the +. Instead a riterion on the whole two dimensional state-

spae, we hek a riterion in one dimension, the dimension of the manifold

b

T

P (�)x = 0. The problem of reahing this manifold is treated in the next

setion.
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Figure 3.1: The manifold b

T

P (0:5)x = 0 is drawn (solid line). Both the high-

and-low-gain method and the invariane heking method fore the solution

to follow this manifold. This an be ahieved in the dashed level set for

the high-and-low gain method beause jb

T

P (0:5)xj = 1 at the stars. On the

other hand the ontrol that ensures invariane of b

T

P (0:5)x = 0 reahes 1 at

the +, and de�ne the admissible level set for the invariane heking method

(dotted ellipse). The rate of onvergene orresponding to � = 0:5 an be

ahieved in a muh large region

Sheduling The idea that � should be small far from the origin (for sta-

bility) and larger near the origin (for performane) suggests that the per-

formane of low-gain designs will improve with an on-line adaptation of �.
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Megretski (1996) proposes the hoie

�(x) = maxf� 2 (0; 1℄ : (x

T

P (�)x)(b

T

P (�)b) � 1g (3.11)

whih orresponds to an online adaptation of the rule (3.8). It is shown in

Megretski (1996) that V (x; �(x)) then dereases along the solutions in the

region of attration, whih is the entire state spae.

If the initial ondition is far from the origin, the parameter �(x) will

be initially small. However, it will inrease as the solution approahes the

origin. This gain sheduling an be stopped one � has reahed a value judged

aeptable for loal performane (� = 1).

The design exibility of multiplying the ontrol law by any gain k � 1 an

be ombined with online adaptation of �, a gain k proportional to

1

�

being

suggested by Lin (see e.g. Lin (1998)).

In the next setion, we will develop a sheduling inspired by the observa-

tions made on the high-and-low gain design and foring the fastest possible

transition from the stabilizing ontroller (u = � sat(kb

T

P (�

0

)x)) to the per-

forming ontroller (u = �b

T

P (1)x).

3.3 Impliit low-gain design

The online adaptation of � presented in this setion is di�erent from (3.11).

It is based on the following observation, made in Example 6: multiplying

the low-gain ontrol law by a large gain, in order to better use the available

atuation, enfores the near-invariane of the subspae ker b

T

P (�), at least

in a neighborhood of the origin. In this region, making this subspae truly

invariant will be less onservative and more relevant than ensuring

_

V < 0 in

the entire set T (�). As a onsequene, � will be allowed to inrease faster

along the solutions. This suggests the following proedure in three phases:

� Controller 1: Reah the subspae ker b

T

P (�) for some � > 0 in a region

suh that the invariane ondition b

T

P (�)x = 0 an be ensured for all

future times with juj � 1 (this an simply be ahieved using low-and-

high gain);

� Controller 2: Inrease � as fast as possible while maintaining b

T

P (�)x =

0 and at the same time ensuring that, if the adaptation of � is stopped,

the ontrol invariane of b

T

P (�)x = 0 an be ahieved with juj � 1;

� Controller 3: One x reahes T (1), apply u = � sat(kb

T

P (1)x), whih

ensures asymptoti stability of the origin in T (1) and the desired loal

performane.
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The sheduling, whih is the main ontribution of this hapter, onsists

in Controller 2. It requires to be preeded by Controller 1 beause it is not

always possible to �nd � suh that b

T

P (�)x = 0 is satis�ed and an be made

ontrol invariant with juj � 1. Controller 1 steers x(t) in suh a region (that

we will denote 
).

Controller 2 is termed impliit beause the ontrol law does not expliitly

appear in the de�ning equation b

T

P (�)x = 0. It is important to observe

that, when Controller 2 is applied, the funtion V (x; �) is no longer ensured to

derease along the solutions. This feature justi�es the need for the limit value

� = 1, whih ensures that � annot drift away to +1 without onvergene of

x to the origin. It also appears to be ruial for enabling a faster adaptation

of �.

A key point in this proedure is to haraterize a reasonable set of ini-

tial onditions that an be steered to the origin under the two onstraints

b

T

P (�)x = 0 and ju(t)j � 1. For a �xed � > 0, invariane of b

T

P (�)x = 0

is suÆient to have onvergene to the origin beause ker b

T

P (�) is a stable

manifold (Anderson & Moore (1971)). Indeed,

_

V = x

T

P (�)Ax+ x

T

A

T

P (�)x+ 2x

T

P (�)bu = �x

T

Q(�)x < 0

beause 2x

T

P (�)bu = �x

T

Pbb

T

Px = 0.

The following proposition identi�es the set inside whih b

T

P (�)x = 0 an

be kept invariant, for � �xed, based on the quadrati Lyapunov estimate of

the region of interest:

Proposition 1 Let � > 0, the set




�

= ker b

T

P (�) \ fx j q(x; �) � g(�)g

= ker b

T

P (�) \ fx j V (x; �) �

�

V (�)g

(3.12)

with

q(x; �) = ((b

T

PAP

�1

A

T

Pb)(b

T

Pb)� (b

T

PAb)

2

)(x

T

Px)

g(�) = (b

T

Pb)

3

�

V (�) =

(b

T

P (�)b)

3

(b

T

P (�)AP (�)

�1

A

T

P (�)b)(b

T

P (�)b)� (b

T

P (�)Ab)

2

an be made ontrolled-invariant with juj � 1
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Proof: Invariane of the subspae ker b

T

P (�) is ahieved under the ondi-

tion:

d

dt

�

b

T

P (�)x

�

= b

T

P (�)Ax+ b

T

P (�)bu = 0

This imposes the ontrol

u = �

b

T

P (�)Ax

b

T

P (�)b

When ker b

T

P (�) is A-invariant, the whole subspae ker b

T

P (�) an be made

ontrolled invariant with u = 0 (� 1). Also, A-invariane implies b

T

P (�) =

�b

T

P (�)A for some � 6= 0. Then q(x; �) = 0 and 


�

= ker b

T

P (�).

Otherwise, we look for the maximum level

�

V (�) of the Lyapunov funtion,

suh that, when V (x; �) �

�

V (�) and b

T

P (�)x = 0, we have j

�b

T

P (�)Ax

b

T

P (�)b

j � 1.

This amounts to �nd the minimal level set where the bound j

�b

T

P (�)Ax

b

T

P (�)b

j = 1

is attained when b

T

P (�)x = 0, that is:

�

V (�) = min

x2IR

n

x

T

P (�)x

s.t. b

T

P (�)Ax = b

T

P (�)b

b

T

P (�)x = 0

(3.13)

Note that the absolute value in the �rst equality onstraint is superuous

beause of symmetry. The Linear Quadrati problem (3.13) has a unique

solution, given by

x(�) =

(b

T

P (�)b)

2

P (�)

�1

A

T

P (�)b� (b

T

P (�)b)(b

T

P (�)Ab)b

(b

T

P (�)Ab)

2

� b

T

P (�)b(b

T

P (�)AP (�)

�1

A

T

P (�)b)

where (b

T

PAb)

2

� b

T

Pb(b

T

PAP

�1

A

T

Pb) < 0 when ker b

T

P (�) is not A-

invariant. This results in

�

V (�) = x(�)

T

P (�)x(�)

=

(b

T

P (�)AP (�)

�1

A

T

P (�)b)(b

T

P (�)b)

4

�(b

T

P (�)Ab)

2

(b

T

P (�)b)

3

[(b

T

P (�)Ab)

2

�(b

T

P (�)AP (�)

�1

A

T

P (�)b)(b

T

P (�)b)℄

2

=

(b

T

P (�)b)

3

(b

T

P (�)AP (�)

�1

A

T

P (�)b)(b

T

P (�)b)�(b

T

P (�)Ab)

2

whih onludes the proof. 2

Remark 2 The property that

(b

T

P (�)AP (�)

�1

A

T

P (�)b)(b

T

P (�)b)� (b

T

P (�)Ab)

2

> 0
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if and only if ker b

T

P (�) is not A-invariant an be dedued from the Cauhy-

Shwartz inequality. Indeed, de�ning the salar produt < :; : >

P

�1

on IR

n

as

< y

1

; y

2

>

P

�1

= y

T

1

P

�1

y

2

the Cauhy-Shwartz inequality gives

< y

1

; y

2

>

2

P

�1

� ky

1

k

2

P

�1

ky

2

k

2

P

�1

with the equality being satis�ed if and only if y

1

and y

2

are ollinear. If we

partiularize this inequality with y

1

= b

T

P (�)A and y

2

= b

T

P (�), this yields:

(b

T

P (�)Ab)

2

� (b

T

P (�)AP (�)

�1

A

T

P (�)b)(b

T

P (�)b)

and the equality is only valid if y

1

= b

T

P (�)A and y

2

= b

T

P (�) are ollinear,

that is if b

T

P (�)x = 0 , b

T

P (�)Ax = 0, whih is equivalent to ker b

T

P is

A-invariant.

Presumably, the additional onstraint of

�

V (�) = min

x2IR

n

x

T

P (�)x

s.t. b

T

P (�)Ax = b

T

P (�)b

b

T

P (�)x = 0

ompared to

�

V (�) = min

x2IR

n

x

T

P (�)x

s.t. b

T

P (�)x = 1

ensures a larger value of the level

�

V (�) for the invariane riterion ompared

to the bound on the ontrol law, so that similar performane an be obtained

inside a larger level set.

In the following, we denote 
 = [

�2 (0;1℄




�

. This is the set inside whih

we will hek invariane of b

T

P (�)x = 0 while maximizing _�. We will now

de�ne this set more preisely:


 = fx 2 IR

n

j9� 2 (0; 1℄ : b

T

P (�)x = 0 and V (x; �) �

�

V (�)g

The �rst phase of the algorithm onsists in bringing x inside the region 
.

We then de�ne a seond ontroller inside 
. Beause 
 does not need to

be an open set, there an be a problem of de�nition of the solutions on the

boundary of 
. We will now haraterize the elements of the state-spae that

an be on that boundary. From the de�nition of 
, it diretly appears that,

when � = 1:

fx 2 IR

n

jb

T

P (1)x = 0 and V (x; 1) �

�

V (1)g



3.3. IMPLICIT LOW-GAIN DESIGN 63

or V (x; �) =

�

V (�):

fx 2 IR

n

j9� 2 (0; 1℄ : b

T

P (�)x = 0 and V (x; �) =

�

V (�)g

the orresponding x an be on the boundary of 
. However, those are not the

only possible andidates: when b

T

P (�)x = 0 and V (x; �) �

�

V (�), to a small

variation of x must orrespond a small variation of � suh that b

T

P (�)x = 0

stays satis�ed: if it is not the ase, x an be on the boundary of 
. These

small variations result in:

b

T

dP

d�

xd� + b

T

P (�)dx = 0

If b

T

dP

d�

x 6= 0, any small variation of x an be ompensated. Otherwise x an

be a andidate to be on the boundary. In summary, if x is on the boundary

of 
, we have:

� = 1 or V (x; �) =

�

V (�) or b

T

dP

d�

x = 0

The proposed algorithm an be more preisely expressed as:

� Controller 1 (stabilizing ontroller): Steer x

0

to the interior of 
 with

the stati state feedbak:

u = � sat(k

0

b

T

P (�

0

)x) k

0

>> 1 0 < �

0

< 1 (3.14)

This ontroller has a guaranteed basin of attration T (�

0

) that an be

made arbitrarily large by seleting �

0

small enough.

� Controller 2 (sheduling ontroller): for x 2 
 and � 2 (0; 1℄, design a

Lipshitz ontinuous dynami feedbak ontrol law:

�

u = �(x; �)

_� = (x; �)

(3.15)

whih maximizes _� while making 
 invariant, under the onstraints

b

T

P (�)x = 0; juj � 1; � � 1

The onstrution of ontroller (3.15) is detailed in Setion 3.4. Upon

initialization with x in the interior of 
 and � suh that b

T

P (�)x = 0,

we prove onvergene of x(t) to the origin.

� Controller 3 (loal ontroller): For x 2 T (1) = fxjx

T

P (1)x �

1

b

T

P (1)B

g,

apply the stabilizing feedbak u = � sat(b

T

P (1)x). This ontroller has

T (1) as guaranteed basin of attration.

Along a losed loop solution, the ontrol law undergoes at most two dis-

ontinuities, determined by the swithing times between Controller 1 and

Controller 2, then between Controller 2 and Controller 3.
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Initialization of Controller 1 Controller 1 an be initialized for any

x 2 IR

n

. It suÆes to take �

0

small enough. Controller 1 is applied until x

enters 
 where the sheduling an be implemented.

Initialization of Controller 2 To make sure that Controller 2 is initial-

ized in the interior of 
, it is advisable to hek the onstraint

�

V (x; �) � (1� Æ)

�

V (�)

b

T

P (�)x = 0

(3.16)

for � 2 (0; 1) and for some small parameter Æ > 0. With suh a hoie, x

an only be on the boundary of 
 if b

T

dP (�)

d�

x = 0.

Online heking that x 2 
 is not an obvious task beause it requires to

solve the nonlinear equation b

T

P (�)x = 0. One way to initialize Controller 2

properly is to �x some ~� > 0 a priori and to wait until x(T ) 2 


~�

to initialize

Controller 2 with �(T ) = ~�. In fat, T is guaranteed to be �nite if ~� = �

0

and

u = � sign(b

T

P (�

0

)x), whih is the limit of Controller 1 for k

0

!1.

This strategy is feasible, but does not take advantage of the fat that

x(t) will usually enter the set 
 before it reahes 


�

0

, whih means that this

strategy is too onservative. In order to hek if some x belongs to 
, we

�rst need to �nd some � suh that

b

T

P (�)x = 0 (3.17)

This nonlinear equation is not easy to solve online; therefore, a �rst pratial

reommendation is to hek the ondition x(t) 2 


�

i

for a few �

i

in the

interval (0; 1℄.

Another possible solution to avoid the onservatism onsists in still ap-

plying the losed-loop ontrol

u = � sat(k

0

b

T

P (�(x

0

))x)

and, given the initial ondition x

0

, solve o�-line the nonlinear equation (3.17).

If a positive solution �(x

0

) exists, keep trak of the solution of (3.17) while

Controller 1 is applied, by using the adaptation law:

db

T

P (�)x

dt

= 0

whih gives:

b

T

P (�)Ax�

�

b

T

P (�)b

�

sat(k

0

b

T

P (�(x

0

))x) + b

T

dP (�)

d�

x _� = 0 (3.18)
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Extrating _� from (3.18), ditates the evolution of �. It is then suÆient to

hek online whether the additional onstraint q(x; �) � (1� Æ)g(�) beomes

satis�ed for �, at a given time,in whih ase Controller 2 of the algorithm

an be initialized with � = � instead of waiting for b

T

P (�(x

0

))x = 0 to be

satis�ed. The solution of (3.17) may not exist for x = x

0

or may ease to

exist along the losed-loop solution x(t), in whih ase �(t) esapes to in�nity

in �nite time. In suh situations, one will adopt the onservative solution of

heking x 2 


�

for � = �(x

0

) and a �nite number of � = �

i

.

Initialization of Controller 3 Controller 3 is initialized one x(t) enters

T (1), whih is a neighborhood of the origin. In the next setion, we will

show that Controller 2 fores x to onverge to the origin, whih ensures

initialization of Controller 3.

3.4 The sheduling ontroller

Following the observations made in the previous setions, the sheduling

ontroller (3.15) that should be implemented is the solution of the following

optimization problem:

max _� s.t.

d

dt

(b

T

P (�)x) = 0

juj � 1

However, with this hoie, _� may be unbounded, whih may result in un-

wanted disontinuities of the ontrol law. Therefore, an upper bound is

imposed on _� � _�

max

.

Also, we wish to avoid the boundaries of 
 if x(t) belongs to the interior

of 
, so that no problem of de�nition of solutions arises. In order to prevent

� from reahing 1, we impose

_� � sat

[0; _�

max

℄

�

_�

max

Æ

(1� �)

�

Through that hoie, when � > 1 � Æ, � annot inrease faster than expo-

nentially towards 1. Finally, when V (x; �) =

�

V (�), we impose _� = 0, so that

_

V (x; �) < 0 and the vetor �elds points towards the interior of 
. This is

imposed by taking:

_� � sat

[0; _�

max

℄

�

_�

max

Æ

(1� �)

�

sat

[0;1℄

�

�

V � V

Æ

�

V

�
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We an however not prevent x from reahing the boundary where b

T

dP

d�

x = 0.

The atual sheduling then is:

max _� s.t. (3.19)

d

dt

(b

T

P (�)x) = 0 (3.20)

_� � L(�; _�

max

)M(V;

�

V ) (3.21)

juj � 1 (3.22)

where

L(�; _�

max

) = sat

[0; _�

max

℄

�

_�

max

Æ

(1� �)

�

M(V;

�

V ) = sat

[0;1℄

�

�

V � V

Æ

�

V

�

The parameters _�

max

>> 1 and 0 < Æ << 1 ensure the Lipshitz ontinuity

of the feedbak ontroller inside 
.

For any hoie of _�, the ontrol law always omes from (3.20), whih

results in

u = �

b

T

P (�)Ax + b

T

dP (�)

d�

x _�

b

T

P (�)b

and one of the onstraints has to be ative:

� If onstraint (3.21) is ative, we have

_� = L(�; _�

max

)M(V;

�

V )

� If onstraint (3.22) is ative, (3.20) an be rewritten as:

_� = �

b

T

P (�)Ax+ b

T

P (�)bu

b

T

dP (�)

d�

x

and the ontrol that maximizes _� is u = � sign(b

T

dP (�)x

d�

), whih results

in

_� = �

b

T

P (�)Ax� b

T

P (�)b sign(b

T

dP (�)

d�

x)

b

T

dP (�)

d�

x
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As opposed to the sheduling (3.11) of Megretski (1996), this sheduling

does not ensure the derease of V (x; �) along the whole solution. However,

we show in the following theorem that V (x; �) eventually dereases, and that

x(t) onverges to the origin. The fat that we allow an inrease of V (x; �)

along the solution is probably ruial in the performane improvement that

is observed.

Theorem 8 The solution of the optimization problem (3.19)-(3.22) is

_� = min

 

L(�; _�

max

)M(V;

�

V );�

b

T

PAx� b

T

Pb sign(b

T

dP

d�

x)

b

T

dP

d�

x

!

(3.23)

u = �

b

T

P (�)Ax+ b

T

dP (�)

d�

x _�

b

T

P (�)b

(3.24)

When �(0) is suh that b

T

P (�(0))x(0) = 0, the ontroller (3.23)-(3.24) ren-

ders the origin x = 0 attrative with the interior of 
 as basin of attration.

Proof: The ontrol law (3.24) is determined by (3.20). In (3.23), _� is se-

leted as the minimum value that renders one of the onstraints (3.21)-(3.22)

ative.

Invariane of 
 is diret from (3.20)-(3.21). Indeed, those ensure that

b

T

P (�)x = 0 and V (x; �) �

�

V (�) stay satis�ed.

A problem of de�nition of solutions ould arise on the boundary of 


beause the vetor �eld is not de�ned outside 
. Beause this vetor �eld

is ontinuous inside 
, its de�nition an formally be extended to the whole

state-spae through Tietze's theorem, so that solutions are well de�ned in

the lassial sense on the boundary of 
 (invariane of 
 ensures that the

exat knowledge of this extension is not neessary beause x(t) never quits


).

Next, we prove that a solution x(t) is bounded. The derivative of the

Lyapunov funtion is

_

V (x; �) = �x

T

Q(�)x + x

T

dP (�)

d�

x _�

Continuity of

dP (�)

d�

> 0 on [�

0

; ��℄ implies that one an �nd � > 0 suh that

x

T

dP (�)

d�

x � �V (x; �), whih implies

_

V (x; �) � � _�V (x; �)
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and

V (x(t); �(t)) � V (x

0

; �

0

)e

R

t

0

� _�(�)d�

One dedues the upperbound V (x(t); �(t)) � V (x

0

; �

0

)e

�(����

0

)

for all t � 0,

whih guarantees boundedness of x(t) along the solutions.

Next we prove that �(t) is not dereasing along the losed-loop solutions.

Indeed, _� = 0 is always admissible. The ontrol law ensuring (3.20) is then

u =

�b

T

P (�)Ax

b

T

P (�)B

, whih satis�es (3.22) beause V (x; �) �

�

V (�). This guarantees

that _�, solution of (3.19)-(3.22), is non negative.

Beause �(t) is an inreasing funtion with an upper bound, there exists

�� � 1 suh that �(t) onverges to �� � 1 as t!1.

Invariane of 


�(x(t))

implies that x(t) onverges to the set 


��

. Bounded-

ness of x(t) implies that the limit set of x(t) is ompat and invariant, and

that it is ontained in the largest invariant set of 


��

, whih is the origin. This

ompletes the proof. 2

Remark 3 The proposed Controller 2 steers every initial ondition to the

origin. This steering property is not robust to errors on �(0), sine (3.24)

enfores b

T

P (�(t)x(t) = b

T

P (�(0))x(0) along the losed loop solution. A

remedy to this lak of robustness is to replae the onstraint (3.20) by

d

dt

(b

T

P (�)x) = �(b

T

P (�)x)

where  > 0 is a damping parameter. It must also be noted that, in the

proposed algorithm, the ontroller is only required to steer initial onditions

in 
 to the set T (1). This property is robust to small errors on �(0), even

with the original onstraint (3.20).

3.5 Closed-loop onvergene and performane

evaluation

We summarize the onvergene properties of the proposed algorithm as fol-

lows:

� With any of the Controllers 1, 2, and 3, the equilibrium x = 0 is an

attrator of the losed-loop system with basin of attration T (�

0

), 
,

and T (1), respetively.
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� x = 0 is loally exponentially stable, and for any x

0

2 IR

n

, there exists

�

0

suh that x

0

2 T (�

0

), so that x(t) onverges to the origin if the

following swithing algorithm is used: apply Controller 1 with �

0

until

x(t) is in the interior of 
; swith to Controller 2 with �(0) suh that

(3.16) is satis�ed and apply Controller 2 until x 2 T (1); then swith

to Controller 3 whih guarantees loal exponential stability.

Performane evaluation The proposed algorithm is designed to have the

fastest possible sheduling from the \stabilizing ontroller" to the \loal on-

troller". The heuristis behind this performane riterion are that ontrollers

u = � sat(kb

T

P (�)x) are less autious with large values of � and perform

\better" in that sense. Our algorithm is designed to speed up the transfer

of � from �

0

to 1 (inside the set 
). As it will be illustrated in Setion 3.6,

the set 
 extends well beyond T (1) and is not on�ned to a loal neighbor-

hood of the origin, whih suggests an improvement of the behavior in a large

domain of the state-spae. .

Comparing (3.11) and (3.12), the algorithm proposed in the present paper

will aelerate the adaptation of � whenever

1

(b

T

P (�)b)

<

(b

T

P (�)b)

3

(b

T

P (�)AP (�)

�1

A

T

P (�)b)(b

T

P (�)b)� (b

T

P (�)Ab)

2

(3.25)

beause � will then reah the neighborhood of 1 faster with our algorithm,

whih ensures a satisfying behavior earlier. This will be illustrated on two

examples in Setions 3.6 and 3.7.

3.6 The double integrator

The algorithm is now illustrated on the double integrator:

�

_x

1

= x

2

_x

2

= u juj � 1

Like in Example 6, the family of low-gain ontrols is:

u = �b

T

P (�)x = ��

2

x

1

�

p

3�x

2

� > 0

whih is a typial low-gain ontrol for seond order systems in Brunovski

form. We onsider that the behavior of the losed-loop system is satisfying

when � = 1. The set 


�

is haraterized by:

x

2

+

�x

1

p

3

= 0 and x

T

P (�)x =

p

3�

3

x

2

1

+ 2�

2

x

1

x

2

+

p

3�x

2

2

�

6

p

3

�

(3.26)
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or, equivalently

x

2

+

�x

1

p

3

= 0 and

�jx

2

j

p

3

� 1

The boundary of the region 
 is therefore haraterized by

V (x; �) =

�

V (�) : x

1

+ x

2

jx

2

j = 0 and jx

2

j �

p

3

� = 1 : x

2

+

x

1

p

3

= 0 and jx

2

j �

p

3

� = 0 : x

2

= 0

This results in the region 
, whih is shaded on Figure 3.2.

For the �rst ontroller, implemented only for initial ondition outside 
,

we follow (3.14) and use

u = � sat(k

0

(x

2

+

�(x

0

)x

1

p

3

))

with

�(x

0

) = maxf� 2 (0; 1℄ :

p

3�

3

x

2

01

+ 2�

2

x

01

x

02

+

p

3�x

2

02

�

1

p

3�

g
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x
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x

2

Figure 3.2: The regions 
 (shaded) and T (1) for the double integrator in

the (x

1

; x

2

) state-spae. The orner in the boundary at (�3;

p

3) in the

boundary of the 
 region is due to the transition from the boundary de�ned

by V (x; �) =

�

V (�) to the boundary de�ned by � = 1
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Depending on the initial ondition, Controller 1 terminates when the

solution reahes the axis x

2

= 0 or the manifold x

1

+ x

2

jx

2

j = 0.

For Controller 2, in order to expose the geometry of the solution, we

onsider the limit ase _�

max

= +1 and Æ = 0. We use the maximum _�, while

verifying

d

dt

(x

2

+

�x

1

p

3

) = 0 �

x

1

_�

p

3

+ u+

�x

2

p

3

and V (x; �) �

�

V (�) (

�jx

2

j

p

3

� 1).

The ontrol algorithm (3.23)-(3.24) is then:

� When V (x; �) <

�

V (�) and � < 1:

(

_� = minf+1;�

�

p

3 sign(x

1

)+�x

2

x

1

g = �

�

p

3 sign(x

1

)+�x

2

x

1

u = �

�x

2

+x

1

_�

p

3

= � sign(x

1

)

(3.27)

� When V (x; �) =

�

V (�) and � < 1 (that is x

1

+ x

2

jx

2

j = 0):

(

_� = minf0;�

�

p

3 sign(x

1

)+�x

2

x

1

g = 0

u = �

�x

2

+x

1

_�

p

3

= � sign(x

2

)

(3.28)

� When V (x; �) �

�

V (�) and � = 1 (that is x

2

+

x

1

p

3

= 0):

(

_� = minf0;�

�

p

3 sign(x

1

)+x

2

x

1

g = 0

u = �

x

2

+x

1

_�

p

3

= �

x

2

p

3

(3.29)

When Æ = 0, the losed-loop vetor �eld beomes disontinuous on �


and solutions hatter between (3.27) and (3.28) on �
 (as long as �(t) < 1).

This fores the solution to slide along the manifold x

1

+x

2

jx

2

j = 0 and results

in the equivalent ontrol (see Utkin (1992))

(

_� =

�

2

2

p

3

u = �

1

2

sign(x

2

)

The equivalent ontrol is thus the ontrol u = �

1

2

that keeps the manifold

x

1

+ x

2

jx

2

j = 0 invariant (this equivalent ontrol is what is used to draw

Figure 3.3). The hattering phenomenon disappears when Æ > 0.

If no upper bound is hosen for �, suh that it an diverge towards +1, a

�nite esape time is observed for �, whih orresponds to �nite time onver-

gene of the solutions to the origin. The resulting ontrol law is reminisent
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of the time-optimal solution. The ontrol law is bang-bang and the swithing

surfae is the one of the time-optimal ontrol for a onstraint juj �

1

2

.

If the adaptation of �(t) is stopped one � reahes 1, ontroller (3.29) is

used, whih fores invariane of x

2

+

x

1

p

3

= 0, and onvergene of x(t) towards

T (1).

Our impliit ontrol algorithm and the expliit ontrol algorithm pro-

posed in Megretski (1996) an be ompared based on the time taken by both

shemes to reah the set T (1), that is:

p

3x

2

1

+ 2x

1

x

2

+

p

3x

2

2

=

1

p

3

(3.30)

Indeed, one the solutions are inside this set, their behaviors are idential.

The level set (3.30) is shown on Figure 3.2 and 3.3. The faster onvergene of

the present algorithm an be explained by a faster adaptation of � (see Figure

3.3): for a solution to reah the level set (3.30) from the initial ondition

(�10; 0), the stars indiate that it takes 6.79 for our ontrol algorithm versus

10.25 for the expliit algorithm, to be ompared with 5.64 for the time optimal

solution. This results from (3.25), whih is satis�ed, so that, for a �xed x,

the onstraint (3.11) on �, i.e.

x

T

P (�)x =

p

3�

3

x

2

1

+ 2�

2

x

1

x

2

+

p

3�x

2

2

�

1

p

3�

;

is tighter than (3.26) whih leads to better performane.

3.7 Simulations

Figure 3.4 shows a simulation of the algorithm applied with _�

max

= +1 and

Æ = 0 to the triple integrator:

8

<

:

_x

1

= x

2

_x

2

= x

3

_x

3

= u juj � 1

for the initial ondition (1; 1; 1). The family of low-gain ontrol laws is gen-

erated by the Riati equation (3.4), with the lassial hoie Q(�) = �I. An

analytial solution annot be found as easily as in the previous ase, and

the Riati equation is therefore numerially solved online. Note that for

higher dimensions, this alulation is expensive and justi�es the use of (3.6),

as suggested in Megretski (1996).

Figure 3.4 shows a omparison of the impliit algorithm presented in this

hapter with two other ontrol shemes: the time optimal solution (whose
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Figure 3.3: Phase plane and time evolutions for the double integrator with

initial ondition (x

10

; x

20

) = (�10; 0): time optimal method (dotted), ex-

pliit ontroller of Megretski (1996) with k =

1

�

(dash-dotted) and proposed

impliit ontroller (solid). Stars indiate the time instants or the points in

state-spae at whih the solutions reah T (1).
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omputation is still tratable for this example) and the expliit online adap-

tation from Megretski (1996) disussed in Setion 3.2. The online adaptation

is implemented with a large gain (k =

1

�

) beause it yields superior perfor-

mane in this example. The di�erene between the three ontrol shemes an

best be seen in the evolution of x

1

. The onvergene of x

1

with our method is

intermediate between the time-optimal solution and the expliit solution of

Megretski (1996). As in the previous example, the upper hand of the present

algorithm is also illustrated by the time that it takes for solutions to reah

T (1), the level set

x

T

P (1)x =

1

b

T

P (1)b

The faster adaptation of �, shown in Figure 3.4 allows for a faster onver-

gene to this level set (7.56, to be ompared with 9.83 for the algorithm of

Megretski (1996) and 6.58 for the time-optimal solution, for the initial on-

dition (1; 1; 1)). This an be explained by inequality (3.25), whih is again

satis�ed for all � > 0. Finally, observe also that V does not derease when

Controller 2 is applied.
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�

Figure 3.4: Control of the third order integrator: time optimal method (dot-

ted), Lin-Megretski's method with k =

1

�

(dash-dotted) and our method

(solid) ((x

10

; x

20

; x

30

) = (1; 1; 1))
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3.8 Input magnitude and rate onstraints

Adding the rate onstraint

j _uj � _u

max

to the input onstraint onsidered in the previous setion results in a relevant

problem for whih low-gain solutions have been presented in Lin (1997) and

Stoorvogel & Saberi (1999). Both referenes produe a Riati based family

of Lyapunov funtions. We hoose to follow Lin (1997), who naturally takes

into aount the integral relation between _u and u. The onstrution of the

one-parameter family of Lyapunov funtions uses the extended state-spae

model

�

_x = Ax+ bu

_u = v

(3.31)

for whih the onstraints are now simply aÆne state and input onstraints.

The onstrution of the Lyapunov funtion relies on the onstrution of

the Riati matrix presented in Setion 3.2: the Lyapunov funtion is the

\bakstepping" augmentation of the original Lyapunov funtion (Sepulhre

et al. 1996)

V ((x; u); �) = x

T

P (�)x+ (u+ b

T

P (�)x)

2

A family of ontrollers must be onstruted suh that the time derivative

_

V = x

T

PAx+ x

T

A

T

Px+ 2x

T

Pbu

+2

�

u+ b

T

Px

� �

v + b

T

PAx + b

T

Pbu

�

= �x

T

Qx� x

T

Pbb

T

Px

+2

�

u+ b

T

Px

� �

v + b

T

PAx + b

T

Pbu+ b

T

Px

�

is rendered negative. This is aomplished with the expliit bakstepping

ontroller

v = �K(�)

�

x

u

�

= �(b

T

PAx + b

T

PBu+ b

T

Px+ k(u+ b

T

Px)) (3.32)

with k > 0 or through the impliit spei�ation

K(�)

�

x

u

�

= u+ b

T

P (�)x = 0 (3.33)

whih is the limit of (3.32) for k ! 1. Like in the previous setions, the

�rst ontroller is termed expliit beause the ontrol law v is expliitly given
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as a funtion of the states x and u. The seond expression does not ontain

v, whih will be alulated to fore the invariane of this relation. In both

ase, the objetive is to bring � to 1.

In both ases, estimates of the guaranteed region of attration must be

omputed based on the Lyapunov funtion V ((x; u); �). The minimal level

set inside whih both the amplitude and the rate onstraint are satis�ed must

be omputed. In the expliit ase, this results in

�

V

e

(�) = min

�

�

V

e

1

(�);

�

V

e

2

(�)

�

with

�

V

e

1

orresponding to the minimal level set inside whih the magnitude

onstraint is satis�ed, and

�

V

e

2

orresponding to the minimal level set inside

whih the rate onstraint is satis�ed:

�

V

e

1

(�) = min

x

V ((x; u

max

); �)

�

V

e

2

(�) = min

(x;u)

V ((x; u); �)

s.t. K(�)

�

x

u

�

= _u

max

In the impliit ase, for � > 0 �xed, invariane of the manifold u = �b

T

P (�)x

then imposes

v = �b

T

P (�)Ax� b

T

P (�)bu

= �b

T

P (�)(A� bb

T

P (�))x = G

T

(�)x

so that

�

V

i

1

and

�

V

i

2

are now replaed by

�

V

i

1

(�) = min

(x;u)

x

T

P (�)x + (u+ b

T

P (�)x)

2

s.t.

�

u+ b

T

P (�)x = 0

u = u

max

whih redues to

�

V

i

1

(�) = min

x

x

T

P (�)x

s.t. b

T

P (�)x = u

max

and, similarly

�

V

i

2

(�) = min

x

x

T

P (�)x
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s.t. G

T

(�)x = _u

max

whose solutions are

�

V

i

1

(�) =

u

2

max

b

T

P (�)b

and

�

V

i

2

(�) =

_u

2

max

G

T

(�)P

�1

(�)G(�)

.

The expliit adaptation rule is then in the same form as (3.11). At eah

(x; u), the maximal available � is hosen:

�(x(t); u(t)) = maxf� 2 (0; 1℄ : V ((x; u); �) �

�

V (�)g

On the other hand, the impliit gain-sheduling onsists in maximizing _�

under onstraints similar to (3.20)-(3.22).

The impliit gain-sheduling (3.33) requires no \reahing phase", like

Controller 1 of the bounded input ase, if one assumes that the initial ontrol

variable u an be freely initialized at the value �b

T

P (�)x.

The ontrol v and the adaptation rule _� are then obtained from a pointwise

optimization similar to (3.19)-(3.22), whih results in

max _� s.t. (3.34)

d

dt

(u+ b

T

P (�)x) = 0

_� � L(�; _�

max

)M(V;

�

V )

juj � u

max

jvj � _u

max

where

L(�; _�

max

) = sat

[0; _�

max

℄

�

_�

max

Æ

(1� �)

�

M(V;

�

V ) = sat

[0;1℄

�

�

V � V

Æ

�

V

�

Remark 4 The appliation of our impliit ontrol algorithm to the extended

system (3.31) results in a ontrol sheme whih is exatly equivalent to the

appliation of an expliit ontrol sheme to the original system by taking both

the amplitude and rate onstraints into aount. Indeed, the expliit ontrol

law applied on the original system is

u = �b

T

P (�)x

whih, for a given �, an be applied inside a level set of the original Lyapunov

funtion suh that neither the magnitude nor the rate onstraint is violated.

This is ahieved by taking the minimum of both level sets:

�

V

1

(�) = min

x

x

T

P (�)x
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s.t. b

T

P (�)x = u

max

and, noting that

d

dt

(b

T

P (�)x) = b

T

P (�)Ax� b

T

P (�)bb

T

P (�)x = G

T

(�)x

we have:

�

V

2

(�) = min

x

x

T

P (�)x

s.t. G

T

(�)x = _u

max

Therefore, the ontrol law u = �b

T

P (�)x is applied inside the level set

V (x; �) � min

�

�

V

1

(�);

�

V

2

(�)

�

, whih is exatly what we obtained with our

ontrol sheme. The impliit algorithm an then be seen as a dynamial

ontroller:

�

u = �b

T

P (�)x

_� solution of (3.34)

The appliation of these adaptation shemes are now illustrated on a

simple example.

3.8.1 Example

On Figure 3.6, we ompare the eÆieny of di�erent algorithms for the on-

trol of the double integrator with ontrol rate and amplitude onstraints:

�

_x

1

= x

2

_x

2

= u juj � 1; j _uj � 1

with the extension _u = v. Solving the Riati equation (3.4) with Q(�) as in

(3.10) again results in the Lyapunov matrix:

P (�) =

�

p

3�

3

�

2

�

2

p

3�

�

and we arbitrarily onsider that the target behavior of the losed-loop system

is for � = 1.

In this ase, the expliit ontroller (3.32) (with J = 1 and k = 1) is

v = ��

2

(x

2

+ 2x

1

)�

p

3�(u+ 2x

2

)� u

and the impliit ontroller spei�ation (J = 0 and k = +1) yields

u+ �

2

x

1

+

p

3�x

2

= 0
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�

V (�) is alulated and drawn on Figure 3.5 for both the expliit and the

impliit ase. We see that, for all � between 0 and 1,

�

V is larger for the

impliit sheduling. This explains why we expet faster onvergene with

the impliit gain-sheduling. Our impliit ontroller never saturates so that

it is lear that there is muh room from improvement. We ould fore u to

saturate by hanging the invariane riterion to u+ sat(kb

T

P (�)x) = 0 with

k large. Though this will not inuene

�

V

i

1

(�), the level

�

V

i

2

(�) will be redued,

so that � will be smaller; what is gained with k is lost with �.
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Figure 3.5: Evolution of

�

V (�) for the expliit (dash-dotted line) and the

impliit shedulings (solid line)

This expetation is on�rmed by the simulations; three ontrollers are

ompared in Figure 3.6:

(i) a �xed low-gain expliit ontroller (dotted line urves);

(ii) an expliit gain sheduling (dash-dotted line urves);

(iii) an impliit gain-sheduling with Æ = 0 and _�

max

= +1 (solid line

urves).

The parameter Æ = 0 results in a disontinuous ontrol law for the im-

pliit sheme. For the initial ondition x

0

= (�10; 0), we hoose u

0

=

�b

T

P (�

0

)x

0

= 0:57 (with �

0

, the initial value of � for the impliit algo-

rithm) whih ensures that the impliit sheduling is initialized on the man-

ifold u + b

T

P (�)x = 0. As expeted, we see that the initial � is larger for
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the impliit gain-sheduling, and that it inreases faster. During the whole

simulation,

�

V =

�

V

2

in the expliit sheduling, whih means that the rate

onstraint is the limiting value. In the impliit sheduling,

�

V =

�

V

1

until

� = 0:81, and

�

V =

�

V

2

afterwards, that is u

max

is �rst the limiting value,

and then _u

max

; this transition is espeially visible in the hange of slope at

� = 0:81 on Figure 3.5 and in the �rst disontinuity in the v graph in Figure

3.6. The seond disontinuity is due to the interruption of the adaptation

whih eliminates the b

T

�P

��

x _� term in the expression of v. Figure 3.6 shows

that the impliit sheduling allows for a higher peak for x

2

, whih aelerates

the onvergene of x

1

to the origin.
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Figure 3.6: Solution of the ontrolled double integrator with amplitude and

rate onstraint on the ontrol variable (u

max

= 1 and v

max

= 1). The ap-

pliation of a low-gain ontrol law without gain-sheduling (dotted line) is

ompared to a ontrol law with expliit (dash-dotted line) and impliit gain-

sheduling (solid line)
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3.9 Sheduling of parameterized ontrol laws

in the presene of aÆne onstraints

In this setion, we will formally generalize the ontrol shemes of the previous

setions to the ase of linear systems

_x = Ax+ bu x 2 IR

n

; u 2 IR (3.35)

subjet to p aÆne onstraints

Fx+Gu � H (3.36)

with F 2 IR

p�n

; G 2 IR

p

; H 2 IR

p

.

The input onstraints treated in the previous setions are partiular ases

of suh systems for whih the Lyapunov approah an be eÆient. The

approah an be generalized to (3.35)-(3.36). In the ase of atual state

onstraints, a quadrati Lyapunov funtions approah an result in very on-

servative results. However, suh a generalization an lead to the extension

of our method to meaningful problem in the lass (3.35)-(3.36).

The realisti assumption that we adopt as a starting point is that the on-

straints (3.36) are not ative loally, so that any smooth stabilizing feedbak

satis�es the onstraints in a neighborhood of the origin x = 0:

Assumption 2 The origin x = 0 is in the interior of the set de�ned by

Fx � H, and u = 0 is in the interior of the set de�ned by Gu � H.

In order to apply the sheduling presented in the previous setions, we

need to have a one-parameter family of linear ontrollers of the expliit or

the impliit type available. We will also assume that this family ontains an

\initial" ontroller that ensures a large region of attration for the losed-

loop system and a \�nal" ontroller that ensures satisfying loal performane.

The ontrol de�nitions

u = �K(�)x or K(�)x = 0 (3.37)

ensure, for eah � 2 (0; 1℄, the derease of a quadrati Lyapunov funtion

V (x; �) = x

T

P (�)x (3.38)

along the solutions of (3.35) in the absene of the onstraints (3.36) (with

K(�) and P (�) > 0 ontinuously di�erentiable). Our design will ensure a

sheduling between the initial and the �nal ontroller.

We replae � of the previous setions by � beause the family of ontrollers

does not need to be of the low-gain type, that isK(�) does not need to satisfy
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lim

�!0

K(�) = 0 (whih is psyhologially implied when using the parameter

�). A proedure to generate families of Lyapunov funtions has been exposed

in Setion 3.2 for the input magnitude onstraints, and in Setion 3.8 for the

input magnitude and rate onstraints.

As a onvention, the value � = 1 will orrespond to the target ontroller

that yields good loal performane. However, we will be interested in dealing

with initial onditions x

0

that initially fore a smaller value of � in order to

satisfy the onstraints (3.36). Our gain-sheduling design will show how to

adapt the parameter � along the losed-loop solutions suh as to guarantee

the fastest possible transition to the target ontroller while satisfying the

onstraints and ensuring onvergene to the origin.

3.9.1 Controller gain

We have illustrated, on the bounded input ase, that the forms (3.37)

u = �K(�)x K(�)x = 0

are a valid starting point for shedulings ahieving improved performane,

whether the expliit approah u = �K(�)x is hosen, like in Megretski

(1996), or the impliit approah K(�)x = 0, like in Grognard et al. (2000a).

We will now explain in the general ase (3.35)-(3.36) the reason why this

distintion is rather important for the proposed gain-sheduling.

By assumption, any �xed ontroller (3.37) will satisfy the onstraints

(3.36) in a neighborhood of the origin. A Lyapunov estimate of this region is

given by the minimum level set

�

V (�) where one of the onstraints beomes

ative.

The online requirement V (x; �) �

�

V (�) will guarantee losed-loop onver-

gene to the origin, but it is the main soure of onservatism in the adaptation

of �.

In the expliit ase,

�

V (�) is omputed as

�

V (�) = min

x2IR

n

x

T

P (�)x

s.t. 9i : (F

i

�G

i

K(�))x = N

i

In the impliit ase, we assume the relative degree one ondition K(�)b 6=

0, whih was always satis�ed in the input saturation ase. Therefore, when

� is �xed, the invariane ondition K(�)x = 0 is ensured by the ontrol law

u = �

K(�)Ax

K(�)b
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�

V (�) is then omputed as

�

V (�) = min

x2IR

n

x

T

P (�)x

s.t.

(

9i : (F

i

�G

i

K(�)A

K(�)b

)x = H

i

K(�)x = 0

(3.39)

In both the expliit and impliit ases,

�

V (�) results from the minimization

of the quadrati funtion under aÆne onstraints. Presumably, the addi-

tional equality onstraint in (3.39) will result in a larger value

�

V (�), thereby

reduing the onservatism of the Lyapunov estimate.

The spei�ation of the ontroller through the impliit relationK(�)x = 0

may of ourse pose a problem for the initialization of the ontrol sheme. If

no �

0

exists suh that K(�

0

)x

0

= 0, an initial phase of the ontrol algorithm

is neessary to bring the solution in an admissible region of the state-spae

(see Controller 1 in Setion 3.3). This part of the algorithm is somewhat

deoupled from the gain-sheduling problem and will not be disussed any

further in the general ase. The loal ontroller (Controller 3) will not be

treated in detail either. In the expliit ase, it obviously is u = �K(1)x.

In the impliit ase, it has to be a stabilizing ontroller u = �Kx, whih

ensures satisfying loal performane.

3.9.2 Gain-sheduling

In this setion, we will onsider sheduling ontrollers (like Controller 2 of

Setion 3.3) in the more general framework of stabilization of the origin of

linear system (3.35) under the aÆne onstraints (3.36).

Consider the feasibility region 
 determined by


 =

�

x 2 IR

n

j9�; u : x

T

P (�)x �

�

V (�) and (3.37) is satis�ed

	

By de�nition of 
, for any x

0

2 
 there exists �

0

suh that the �xed parame-

ter ontroller (3.37) yields a derease of V (x; �

0

) and losed-loop onvergene

without onstraint violation. Our gain-sheduling algorithm will determine

an adaptation rule

_

� � 0 and the aompanying ontrol law suh as to max-

imize

_

� along the losed-loop solutions and satisfy the onstraints (3.36),

while ensuring the losed-loop invariane of 
 and the satisfation of

x

T

P (�)x �

�

V (�) and

u = �K(�)x

or

0 = K(�)x

(3.40)

along the solution. Invariane of 
 and the satisfation of (3.40) along the

solution implies that the adaptation of � an be stopped at any time, the

onvergene of x(t) to the origin being then guaranteed by the preeding

argument.
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Expliit ontroller In the expliit ase u = �K(�)x, 
 redues to


 =

�

x 2 IR

n

j9� : x

T

P (�)x �

�

V (�)

	

beause the additional onstraint u = �K(�)x an always be satis�ed. In-

variane of the feasible region 
 guarantees that the onstraints are satis�ed

along the losed-loop solutions beause the de�nition of

�

V (�) implies that

Fx�GK(�)x � H when (x; �) 2 
.

Invariane of 
 and satisfation of the onstraints is then guaranteed by

the feedbak rule, inspired by (3.11):

�(x(t)) = maxf� 2 (0; 1℄ : V (x; �) �

�

V (�)g (3.41)

or through the adaptation rule

max

_

� s.t.

d

dt

(V (x; �)�

�

V (�))

+

� 0 if V (x; �) =

�

V (�)

(3.42)

Rewriting the di�erential onstraint of (3.42) as

�V

�x

_x +

�

�V

��

�

�

�

�

V

��

�

+

�

_

� � 0

we see that, for an initial ondition (x

0

; �

0

) satisfying V (x

0

; �

0

) =

�

V (�

0

), the

adaptation rule is uniquely determined as

_

� = �

�

�V

��

�

�

�

�

V

��

�

+

�

�1

�V

�x

_x

under the monotoniity assumption

�V (x; �)

��

�

�

�

�

V (�)

��

�

+

> 0 (3.43)

Assumption (3.43) was satis�ed for the expliit ontroller in the input mag-

nitude onstraint ase, and it guarantees a ontinuous evolution of �(t), in

whih ase the feedbak rule (3.41) is just the integral form of the adaptation

rule (3.42).

In absene of the monotoniity assumption, the feedbak rule (3.41) still

guarantees a monotoni evolution of �(t). This is beause, if V (x

0

; �

0

) �

�

V (�

0

), this inequality stays satis�ed along the solution, whih means that

�(t) an only inrease:

_

� = 0 is a feasible solution of (3.42) at any point of


. In ase

�V (x;�)

��

�

�

�

�

V (�)

��

�

+

goes through zero, �(t) an present disonti-

nuities, and thus a disontinuous ontrol law u = �K(�)x is applied. This
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disontinuity an be eliminated in the adaptation rule (3.42) by adding a

bound on

_

� and replaing the rule by

max

_

� s.t.

d

dt

(V (x; �)�

�

V (�))

+

� 0 if V (x; �) =

�

V (�)

_

� �

_

�

max

(3.44)

whih guarantees that u(t) is ontinuous. The adaptation rule (3.44) will be

used for omparison with the impliit gain-sheduling developed below.

Impliit ontroller In this ase, the feasibility region an be de�ned as

in Setion 3.3: we �rst de�ne




�

= kerK(�) \ fxjx

T

P (�)x �

�

V (�)g

and then 
 = [

�2(0;1℄




�

.

The adaptation rule (3.41) and (3.44) are no longer valid in the ase of an

impliit gain-sheduling. The ontrol law enforing the invariane ondition

K(�)x = 0 is given by

u =

1

K(�)b

�

�K(�)Ax�

�K

��

x

_

�

�

(3.45)

Beause of the additional term

�K

��

x

_

� in (3.45), the onstraints are no longer

guaranteed to be satis�ed when x 2 
 and K(�)x = 0 (whih guarantees

that u = �

K(�)Ax

K(�)b

allows for the onstraints to be satis�ed).

To ensure losed-loop invariane of 
 and satisfation of the onstraints,

the adaptation rule

_

�must now be determined as the solution of the pointwise

maximization

max

_

� s.t.

d

dt

(K(�)x) = 0

_

� � L(�;

_

�

max

)M(V (x; �);

�

V (�))

Fx +Gu � H

(3.46)

where

L(�;

_

�

max

) = sat

[0;

_

�

max

℄

 

_

�

max

Æ

(1� �)

!

M(V;

�

V ) = sat

[0;1℄

�

�

V � V

Æ

�

V

�
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whih is diretly derived from (3.19)-(3.22). It must again be emphasized

that the solution

_

� = 0 is feasible at any point of 
, whih ensures that

the solution of (3.46) is non negative. The bound

_

�

max

(> 0) is arbitrary,

but prevents jumps in the evolution of �(t) and guarantees that the ontrol

(3.45) is Lipshitz ontinuous. Like in the bounded input ase, the impliit

gain-sheduling is designed to allow for the parameter � to onverge towards

1 as fast as possible, while maintaining invariane of 
.

The next theorem guarantees losed-loop onvergene of x(t) to the origin

for both the expliit and impliit gain shedulings, whih is a diret adapta-

tion of Theorem 8.

Theorem 9 Consider a family of Lyapunov funtions

V (x; �) = x

T

P (�)x � 2 (0; 1℄ P (�) > 0

whose time derivative, with � �xed, along the solutions of the linear sys-

tem _x = Ax + bu is rendered negative de�nite by the expliit ontrol law

u = �K(�)x or through the invariane ondition K(�)x = 0. Then, the

adaptation rule (3.44) with

u = �K(�)x (3.47)

guarantees onvergene of x(t) to the origin for any solution with initial on-

dition x

0

2 
 and �

0

satisfying V (x

0

; �

0

) �

�

V (�

0

). Likewise, the adaptation

rule (3.46) with

u =

1

K(�)b

�

�K(�)Ax�

�K

��

x

_

�

�

(3.48)

guarantees onvergene to the origin of x(t) for any initial ondition x

0

2 


and �

0

satisfying V (x

0

; �

0

) �

�

V (�

0

) and K(�

0

)x

0

= 0.

Proof: In the expliit ase, (3.44) ensures that the feedbak ontrol law

u = �K(�)x is Lipshitz ontinuous in time and that V �

�

V stays satis�ed,

so that 
 is invariant.

In the impliit ase, the hoie (3.46) guarantees that K(�)x = 0 and

V (x; �) �

�

V (�) stay satis�ed, so that 
 is invariant.

Let us suppose that �(t) does not reah the target value �

f

= 1 in �nite

time (for both the impliit or expliit algorithm). �(t) is then an inreasing

funtion with an upper bound; therefore, there exists

�

� � 1 suh that �(t)

onverges to

�

� � 1 as t ! 1. The derivative of the Lyapunov funtion

V (x; �) is:

_

V (x; �) = x

T

P (�)Ax+ x

T

A

T

P (�)x+ 2x

T

P (�)bu+ x

T

dP (�)

d�

x

_

�
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with u satisfying (3.47) or (3.48). In both ases, one has

_

V (x; �) = �x

T

R(�)x+ x

T

S(�)x

_

� (3.49)

with R(�) > 0. Continuity of S(�) on [�

0

;

�

�℄ implies that one an �nd � > 0

suh that x

T

S(�)x � �V (x; �), whih results in

_

V (x; �) � �

_

�V (x; �)

and

V (x(t); �(t)) � V (x

0

; �

0

)e

R

t

0

�

_

�(�)d�

One dedues the upperbound V (x(t); �(t)) � V (x

0

; �

0

)e

�(

�

���

0

)

for all t �

0, whih guarantees boundedness of x(t) along the solutions. Let us now

suppose that x(t) does not onverge to x = 0 as t ! 1. Integrating (3.49)

yields

V (x(t); �(t)) = �

Z

t

0

x(�)

T

R(�(�))x(�)d� +

Z

t

0

x(�)

T

S(�(�))x(�)

_

�(�)d�

Taking the limit for t ! 1, the �rst term diverges to �1 and the seond

term is �nite (beause x

T

S(�)x � �V (x

0

; �

0

)e

�(

�

���

0

)

and

R

+1

0

_

�(�)d� =

�

� � �

0

). This is in ontradition with the positiveness of V . We onlude

that x(t) onverges to the origin, even when �(t) does not reah 1 in �nite

time.

In the impliit ase, �(t) is designed suh as not to reah 1 in �nite time,

so that x(t) always onverges to the origin.

In the expliit ase, either �(t) does not reah 1 in �nite time, and we have

shown that x(t)! 0 or �(t) reahes 1, and u = �K(1)x ensures asymptoti

stability of the origin. 2

3.10 Conlusion

In this hapter, we have introdued a new ontrol algorithm aimed at im-

proving the ontrol performane of linear systems with bounded input. Start-

ing from existing expliit low-gain designs u = �b

T

P (�)x with in�nite gain

margin, it takes advantage of the fat that, with high gain, the ondition

b

T

P (�)x � 0 holds after a �nite time. We expliitly use this observation in

the adaptation rule _�, whih leads to less onservative designs. Our design

an be seen as a sliding mode design for whih the sliding surfae is alu-

lated online. This result is presented in Grognard et al. (2000a). We then
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have extended this impliit sheduling to the omputation of an eÆient on-

trol law for the stabilization of linear systems with input amplitude and rate

limitation. Finally, we have generalized the sheduling methods of Megretski

(1996) and Grognard et al. (2000a) to linear systems with aÆne onstraints

(see Grognard et al. (2000b)) .

For a given family of Lyapunov funtions, two shedulings have been om-

pared: an expliit gain-sheduling based on the ontrol law u = �K(�)x and

an impliit gain sheduling based on the invariane ondition K(�)x = 0.

They allow for the satisfation of both stability and performane spei�-

ations for the ontrol of linear systems subjet to aÆne onstraints. The

Lyapunov-based sheduling provides online interpolation between an initial

ontroller hosen from stability spei�ations and a target ontroller, hosen

for loal performane.



Chapter 4

Dynamial systems that

ompute time-optimal

swithings

In this hapter, like in Chapter 3, we will onsider the problem of steering

a solution from an initial ondition z

0

to the origin for single-input linear

systems

_z = Az + bv (4.1)

subjet to the input onstraint

jvj � 1

We have shown, in the previous hapter, that feedbak ontrol laws v(z)

ould be designed to eÆiently stabilize the origin of system (4.1). Moreover,

the utilization of losed-loop ontrol ensures robustness of this onvergene.

However, it has also appeared on examples, that the resulting solutions on-

verge to the origin muh slower than the solutions obtained with open-loop

time-optimal ontrol.

Also, we have shown in Chapter 1 that performane of open-loop optimal

ontrol and robustness of losed-loop ontrol an be ahieved by nesting the

optimal ontrol problem into an MPC sheme. This requires the possibility

of eÆiently omputing the open-loop optimal ontrol law online for any

given initial ondition z

0

. We will fous on that problem in the speial ase

of time-optimal ontrol.

The swithings of the time-optimal ontroller our on so alled \swith-

ing urves" in the state spae. The omputation of those urves is equivalent

to omputing a feedbak ontrol law v

�

(z). For seond and third order sys-

tems, this synthesis an easily be ahieved through the analyti alulation
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of those swithing urves. For larger dimensions, this alulation quikly

beomes untratable, and the alulation of the time-optimal ontroller has

to rely on numerial algorithms. This justi�es the use of an MPC sheme

instead of diretly takling the design of feedbak time-optimal ontrollers.

Time-optimal ontrol is espeially well-suited for MPC implementation.

Indeed, if v

�

(t) (t 2 [s; T

�

℄) is the solution of the time-optimal ontrol prob-

lem with z(s) as initial ondition, then v

�

(t) (t 2 [s+ �; T

�

℄) is the solution

of the time-optimal ontrol problem with z(s+ �) as initial ondition in the

absene of disturbanes and inauraies. On the other hand, if disturbanes

are present, v

�

(t) (t 2 [s + �; T

�

℄) will be a good initial guess for any algo-

rithm that attempts to ompute the time-optimal solution with z(s + �) as

initial ondition.

The hallenge then onsists in designing eÆient iterative shemes to om-

pute the time-optimal ontrol law v

�

(t) for any given z

0

. Several gradient-

based iterative methods have been proposed sine the starting point of the

time-optimal ontrol problem itself (Bellman et al. 1956, Desoer 1959). These

gradient methods are exposed in Setion 4.2; they typially iterate on the

adjoint initial or �nal state together with the time of response (see for in-

stane Neustadt (1960), Ho (1962), Fadden & Gilbert (1964), Gilbert (1964)

and, for a summary of those methods, Plant (1968)). It is known that these

methods are, in general, sensitive to the starting ondition (initial guess) and

have poor onvergene properties.

In ontrast, the algorithms disussed in the present hapter are based on

partiular heuristis, to be explained in Setion 4.3. They do not require the

omputation of the gradient and good onvergene properties have been ex-

posed in Yastrebo� (1969a), Yastrebo� (1969b), and De Don�a (2000). They

are based on the following observations onerning time-optimal ontrol.

When the pair (A; b) is ontrollable, it is well-known from the maximum

priniple that the optimal ontrol law v(t) that steers an initial state z(0) = z

0

to a �nal state z(T ) = z

f

in minimum time is bang-bang, i.e. it swithes

between the extreme values v = +1 and v = �1.

We see the omputation of the time-optimal ontrol as the omputation

of the optimal sequene of swithings times 0 = t

0

< t

1

; � � � < t

N

= T (where

N � 1 is the number of swithings) or, equivalently, the optimal sequene

of time intervals �x

1

= t

1

� t

0

; �x

2

= t

2

� t

1

; : : : ; �x

N

= t

N

� t

N�1

. In this

hapter, we onstrut ontinuous time-systems _x = f(x) whih `produe' the

optimal sequene �x = (�x

1

; : : : ; �x

N

)

T

, in the sense that they possess a unique

equilibrium at x = �x and that this equilibrium is asymptotially stable.

These systems are positive, i.e. they are only de�ned in the open positive

orthant O

+

N

= fxjx

i

> 0; i = 1; � � � ; Ng and the dynamis leave this open set

invariant. The main result shows that, when the eigenvalues of A are real,
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and under proper time-sale deomposition, the onvergene of solutions to

the desired equilibrium x = �x an be enfored in a rather transparent way,

through a sequene of nested invariant manifolds. This manifold struture

onnets the onvergene properties of the algorithm to the geometry of

the time-optimal ontrol problem and supports the exellent onvergene

properties that are observed in simulations, even when the time sales are no

longer enfored.

Disrete-time versions of the algorithms investigated in this hapter in-

lude two algorithms previously proposed in Yastrebo� (1969a)-Yastrebo�

(1969b) and, more reently, in De Don�a (2000). No onvergene analysis is

proposed in those referenes but simulations suggest strong (and, in fat,

global) onvergene properties. The ontinuous-time algorithm proposed

here is more amenable to a time-sale deomposition analysis but the ge-

ometry displayed in the present hapter is roughly retained in disrete-time

versions as well.

The main ontribution of this hapter onsists in the introdution of a on-

tinuous version of the algorithms of Yastrebo� (1969a)-Yastrebo� (1969b)-De

Don�a (2000), the introdution of the partiular hoie of f

i

(linear) and the

semiglobal singular perturbation onvergene analysis.

This hapter is organized as follows: in Setion 4.1, we expose the time-

optimal problem, as well as basi results of optimal ontrol theory that are

neessary for the understanding of this hapter. Setion 4.2 is devoted to

exposing some of the existing synthesis methods for our time-optimal ontrol

problem. The heuristis, upon whih our synthesis algorithm is based, are

exposed in Setion 4.3. In Setion 4.4, the main features of the algorithm and

some of its onvergene issues are illustrated with an example. In Setions

4.5, the time-sale separation and the onvergene of the fast and slow sub-

system of a partiular ontinuous-time version of the algorithm are analyzed,

before putting those analyses together to obtain a semiglobal onvergene re-

sult. Implementation issues are disussed in Setion 4.6. The appliation of

the algorithm to systems with omplex eigenvalues is then exposed in Setion

4.7. Conlusions are given in Setion 4.8.
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4.1 Time-optimal ontrol

The time-optimal problem that is treated in this hapter is the following:

given A 2 IR

n�n

; b 2 IR

n

; z

0

2 IR

n

with (A; b) ontrollable, solve

T

�

= minT

s.t. _z = Az + bv

z(0) = z

0

z(T ) = 0

jv(t)j � 1

(T O)

4.1.1 Open-loop ontrol

The major breakthroughs in optimal ontrol theory date bak to the 1950's

and 60's with the de�nition of Dynami Programming (Bellman 1957) and

the Maximum Priniple (Pontryagin et al. 1962), whih still are the basis

of most optimal ontrol designs today. The maximum priniple provides

neessary onditions that must be satis�ed when a ontrol law is optimal.

Using the de�nition of the Hamiltonian funtion

H(�; z; v) = �

0

+ �

T

Az + �

T

bv

and the adjoint system

�

_�

0

= 0

_� = �A

T

�

(4.2)

whih is independent of x, the maximum priniple for the time-optimal on-

trol problem T 0 then is:

Theorem 10 (The Maximum Priniple) If v

�

(t) is a time-optimal solu-

tion of T O with response z

�

(t) (suh that z

�

(0) = z

0

and z

�

(T

�

) = 0), then

it is maximal, that is, there exists a non trivial adjoint response (�

0�

; �

�

(t))

of system (4.2) suh that

H(�

�

(t); z

�

(t); v

�

(t)) = max

u2


�

0�

+ �

�

T

Az + �

�

(t)

T

Bu = 0 (4.3)

almost everywhere and �

0�

� 0.

Any optimal ontrol law satis�es the maximum priniple; any ontrol law

that satis�es the maximum priniple is said to be maximal (not neessarily

optimal).
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Observation of equation (4.3) then indiates that the optimal ontrol

satis�es

v

�

(t) = sign(�

�

(t)

T

b) = sign(�

�

(0)

T

e

�At

b) if �

�

(t)

T

b 6= 0

= ? if �

�

(t)

T

b = 0

(4.4)

whih is independent of the evolution of z beause (4.2) is independent of

z. The form of (4.4) indiates that, if �

�

(0)

T

e

�At

b 6= 0 almost always, v

�

(t)

is pieewise onstant, and it only takes the extreme values of the ontrol

interval (almost always), that is, the ontroller is bang-bang (it is the ase

when the pair (A; b) is ontrollable). Moreover, all the information about the

ontroller v

�

(t) lies in the hoie of �

�

(0) (and T

�

). In partiular, the number

of swithings depends on the number of roots of �

�

(0)

T

e

�A

T

t

b lying between

t = 0 and t = T

�

.

Two fundamental uniqueness theorems are given in Athans & Falb (1966):

Theorem 11 (Athans & Falb (1966)) If the pair (A; b) is ontrollable

then the time-optimal ontrol solution of T O is unique (if it exists).

We know from the maximum priniple that this ontroller is maximal. The

next theorem indiates that it is the only maximal ontroller

Theorem 12 (Athans & Falb (1966)) If the pair (A; b) is ontrollable

and if a time-optimal ontroller v

�

(t) solution of T O exists, there is a unique

maximal ontroller (the time-optimal ontroller).

These theorems show that maximality and optimality are equivalent in the

ase of problem T O. These theorems, oupled with the following theorem,

will prove ruial in our synthesis sheme.

Theorem 13 (Lee & Markus (1967)) Suppose that the pair (A; b) is on-

trollable and that there exists an optimal ontroller v

�

(t), solution of T O.

1. If all the eigenvalues of A are real, this ontroller is bang-bang and

swithes at most n� 1 times (from +1 to �1 or from �1 to +1)

2. If all the eigenvalues of A have a nonzero imaginary part, the number

of swithes is unbounded in the sense that, for any spei�ed number

of swithes N , there exists z

0

suh that the orresponding time-optimal

ontroller presents at least N swithes.
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Idea of the proof of 1: This proof relies on the form (4.4) of the ontrol

law:

v

�

(t) = sign(�

�

(0)

T

e

�At

b)

and it uses the following result:

Lemma 3 [Lee & Markus (1967)℄ Let P

j

(t) be a real polynomial of degree

� n

j

� 1 and let �

1

< � � � < �

r

be distint real numbers, then

�(t) = P

1

(t)e

�

1

t

+ � � �+ P

r

(t)e

�

r

t

(4.5)

has at most n

1

+ � � �+ n

r

� 1 roots. 2

The funtion �

�

(0)

T

e

�A

T

t

b is in the form of (4.5), with n

1

+ � � � + n

r

= n,

whih means that it has at most n�1 roots, and the ontrol law v

�

(t) presents

at most n� 1 swithings. 2

This theorem is at the basis of the synthesis algorithms of Yastrebo�

(1969a), Yastrebo� (1969b), De Don�a (2000), and Grognard et al. (2001b).

It results in the following property, whih is the main result that allows for

the development of those algorithms.

Proposition 2 If (A; b) is ontrollable, with all the eigenvalues of A real,

any bang-bang ontrol law that steers z(t) from z

0

to the origin of system

_z = Az + bv

with n� 1 swithings or less is solution of T O.

Proof: Let v(t) (t 2; [0; T ℄) be a bang-bang ontrol law that steers x(t)

from x

0

to the origin with less than n � 1 swithings. Let t = t

j

(j =

1; � � � ; N � n � 1) be the swithing times. Then, one an �nd a non triv-

ial initial ondition for the adjoint system (4.2) suh that �(0)

T

e

�At

j

b = 0

and �(0)

T

e

�At

b 6= 0 for all other t 2 [0; T ℄. The ontrol v(t) then satis�es

the maximum priniple, whih is suÆient for optimality (see Theorem 12) 2

In the real eigenvalues ase, we look for the optimal ontroller by simply

looking for a ontroller that swithes at most n � 1 times. The seond part

of Theorem 13 indiates why the approah is not as simple in the omplex

eigenvalues ase (see Setion 4.7).
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4.1.2 Closed-loop ontrol

The most appealing formulation of the solution of the time-optimal on-

trol is the expression of the \swithing surfaes", that is the surfaes in the

state-spae where the ontrol swithes from +1 to �1 or from �1 to +1.

Indeed, those surfaes divide the state-spae in regions where the ontrol

v = �1 or v = +1 is applied, whih means that obtaining those swithing

surfaes results in obtaining the solution of the optimal ontrol problem in

feedbak form v

�

(z). In Athans & Falb (1966), the swithing surfaes of nu-

merous time-optimal ontrol problems of small dimension are given (seond

order linear integrator, osillator, damped osillator and system with two

time-sales, �rst order nonlinear systems, third order integrator, � � �). This

is ahieved by bakward integration, a tehnique whih quikly beome un-

tratable when the dimension of the system is large, and whih we illustrate

on two examples.

Example 1: the double integrator

An example of the time-optimal problem is a mass whih moves horizontally

along a fritionless trak (e.g. a train), with an initial position y

0

and an

initial speed _y

0

. Suppose that we want to stop this mass at a spei�ed

position y = 0 (e.g. the next station) in minimum time. The fore that an

be applied to the train is obviously limited (jF j � F

max

), and the simpli�ed

dynamis an be expressed from Newton's law:

m�y = F jF j � F

max

Through the de�nition:

(z

1

; z

2

) =

�

my

F

max

;

m _y

F

max

�

and v =

F

F

max

, the equations of motion are:

�

_z

1

= z

2

_z

2

= v jvj � 1

and the ontrol problem is now to �nd the ontrol law that minimizes the

time of the transfer from z

0

= (

my

0

F

max

;

m _y

0

F

max

) to z

f

= (0; 0).

In this example, a ontrol law v(t) an easily be derived for any initial

ondition in the form z

0

= (z

10

; z

20

), but the simpliity of the system allows

to go further: the alulation of the swithing urves through the method of

bakward integration of both the original system and the adjoint system:

�

dz

1

d�

= �z

2

dz

2

d�

= �v
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�

d�

1

d�

= 0

d�

2

d�

= �

1

The solution of the adjoint system is �

1

(�) = �

1f

and �

2

(�) = �

1f

� + �

2f

,

whih means that the ontrol law

v(�) = sign(�(�)

T

b) = sign(�

1f

� + �

2f

)

an swith at most one time (whih on�rms Theorem 13). Beause �

1f

and

�

2f

are free parameters, this swith an take plae at any time, and from

+1 to �1 or from �1 to +1. Independently of the atual ontrol swithing

sequene, the �nal portion of a minimum-time trajetory for this example

must oinide with either the v = +1 or the v = �1 trajetory that reahes

the origin. These two terminal trajetories an be determined by integrating

the di�erential equations bakward from the origin with �v = �1 onstant,

whih yields the solution

z

1

=

�v�

2

2

z

2

= ��v�

Eliminating � from those equations, we see that the terminal portion of the

forward time solutions that reahes the origin under a onstant ontrol is

given by

z

2

2

� 2�vz

1

= 0

whih, beause �v = �1, an be rewritten as

z

2

jz

2

j+ 2z

1

= 0

that is, the two branhes of parabolas illustrated on Figure 4.1 (A+ orre-

sponds to �v = +1 and A� to �v = �1). This is the swithing surfae and

results in the ontrol law

v

�

(z) = sign(z

1

+

z

2

jz

2

j

2

)

Under the urve A

+

[ A

�

, the ontrol law v = +1 is applied, and above

the urve, the ontrol v = �1 is applied, whih results in the phase plane

illustrated on Figure 4.1.
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Figure 4.1: Phase plane of the time-optimal ontrol of the double integrator

Example 2: the harmoni osillator

Bakward integration is very easy to implement for small order systems with

real eigenvalues. The bakward integration of the adjoint system yields more

omplex solutions when onsidering systems with omplex eigenvalues. In

the ase of the ontrolled harmoni osillator.

�

_z

1

= z

2

_z

2

= �z

1

+ v jvj � 1

The bakward system is then given by

�

dz

1

d�

= �z

2

dz

2

d�

= z

1

� v

The solution of the bakward adjoint system

�

d�

1

d�

= ��

2

d�

2

d�

= �

1
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is:

�

1

(�) = � sin(� + ') �

2

(�) = � os(� + ')

where � and ' are �xed onstants depending on the �nal ondition of the

adjoint system. We have seen that the optimal ontrol law had to be in the

form:

v(�) = sign(�

t

b) = sign(� os(� + '))

whih means that the ontrol swithes every � time instants. As stated in the

ase of the integrator, the �nal portion of a minimum-time trajetory for this

example must oinide with either the �v = +1 or the �v = �1 trajetory that

reahes the origin (for a duration of at most �). These two terminal traje-

tories an be determined by integrating the di�erential equations bakward

from the origin with v = �1 onstant:

z

1

(�) = �v(1� os(�))

z

2

(�) = ��v sin(�)

and we see that the terminal portion of the forward time solutions that

reahes the origin under a onstant ontrol is given by

z

2

2

+ (z

1

� �v)

2

= �v

2

= 1

with, when �v = �1, z

2

� 0 (beause t � � and z

2

= ��v sin(t)), and when

�v = +1, z

2

� 0. The swithing urve is then de�ned by two half irles. This

urve is the swithing urve that de�nes the last swith. Beause we know

that the previous swith took plae � units of time earlier, we an now build

the surfae de�ning the previous swith. This leads to the swithing urve

that is exposed in Figure 4.2.

When the dimension of the system inreases, the method of bakward in-

tegration quikly beomes untratable, whih justi�es the searh for eÆient

iterative methods.

We will now expose some of the existing synthesis methods for open-loop

time-optimal ontrol laws.

4.2 Existing synthesis methods

Several synthesis methods for optimal ontrollers for problem T O have been

derived sine the �rst formulation of the (time-)optimal ontrol problem.

Those iterative methods, produe the time-optimal ontrol v

�

(t) for any given

initial ondition z

0

. Those synthesis methods were an important topi of
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Figure 4.2: Swithing urve for the harmoni osillator (solid line) and time-

optimal solution for the initial ondition z

0

(dotted line), whih presents 4

swithes

researh in the 1960's and a lear summary an be found in Plant (1968).

Essentially, most methods are based on the speial form (4.4) of the ontrol

law:

v

�

(t) = sign(�(0)e

�At

b)

This ontrol law is entirely de�ned by �(0) and the duration of its appliation

T . The resulting end-point of the solution of system (4.1) with z

0

as initial

ondition and v(t) as input is:

z

f

= e

AT

z

0

+

Z

T

0

e

�A(��T )

b sign(�(0)e

�At

b)d�

Beause the desired-end point is the origin, the objetive is to �nd �(0) and

T suh that

0 = e

AT

z

0

+

Z

T

0

e

�A(��T )

b sign(�(0)e

�At

b)d� = F (�(0); T ) (4.6)

Theorems 11 and 12 ensure that a hoie of �(0) and T , whih fores (4.6)

to be satis�ed, de�ne the time-optimal ontroller. The omputation of the
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time-optimal ontroller then resumes to the omputation of the roots of the

nonlinear equation (4.6).

The two following methods take di�erent approahes to the searh of

roots of (4.6).

4.2.1 Gradient and Newton's method

Equation (4.6) is a set of n salar equations with n + 1 unknowns (the n

elements of �(0) and T ). It does not have an isolated root beause, if a given

(�(0); T ) is solution of (4.6), then (��(0); T ) is solution of (4.6) for any � > 0.

This an be eliminated by adding a onstraint on �(0):

k�(0)k = 1 (4.7)

Equations (4.6) and (4.7) then onstitutes a set of n+1 equations with n+1

unknowns to whih a lassial gradient or Newton's methods an diretly be

applied.

When the optimal ontrol law ontains exatly n � 1 swithings, the

equations (4.6)-(4.7) have a single root, and this root orresponds to the

time-optimal solution. The appliation of a gradient or Newton's method

then ensures loal onvergene of (�(0); T ) to the time-optimal equilibrium.

Newton's method an lead to very fast onvergene, but global or semiglobal

onvergene annot be guaranteed.

4.2.2 Iteration on the adjoint initial state

This method was developed in Neustadt (1960), Neustadt (1961), and Plant

(1968) and relies on the properties of the set C(T ) of points that an be

steered to the origin in time T with the ontrol satisfying jv(t)j � 1:

Proposition 3 (Plant (1968)) 1. C(T ) is onvex and ompat

2. C(T

1

) � C(T

2

) if T

1

< T

2

3. C(T ) grows ontinuously with T

The boundary of the set C(T ) is the set of points whose time-optimal ontrol

brings them to the origin in time T . This boundary is a minimum ost

surfae.

Neustadt's method starts from a given �(0). It also uses the fat that, for

eah T , there exists ẑ(T ) belonging to the boundary of C(T ) suh that the

optimal ontroller that steers z(t) to the origin from ẑ(T ) uses �(0) as initial

ondition. The estimate T of T

�

is then the value suh that z

0

belongs to the
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tangent subspae of C(T ) at ẑ(T ). If �(0) = �

�

(0), this result in the hoie

T = T

�

; otherwise, this results in an estimate of the optimal time T < T

�

beause the onvexity of C(T ) implies that the tangent spae (and thus z

0

)

is outside C(T ). �(0) is then updated in order to inrease T , whih fores

onvergene of T to T

�

.

First note that �

�

(0) is an inward orthogonal to the tangent hyperplane

to C(T

�

) at z

0

. Convexity then implies that �

�

(0)

T

z

0

< 0. The algorithm

then reads as:

1. Choose �(0) suh that

�(0)

T

z

0

< 0

2. Calulate the funtion

ẑ(t; �(0)) = �

Z

t

0

e

�As

b sign(�(0)

T

e

�As

b)ds

whih is an element of the boundary of C(t). For any given t, ẑ is

a state whose time-optimal ontroller is v(s) = sign(�(0)

T

e

�As

b) (for

s 2 [0; t℄). Let us now onsider the funtion

g(t; �(0)) = �(0)

T

ẑ(t; �(0))

This funtion is stritly dereasing with t. Indeed, we have:

g(t; �(0)) = ��(0)

T

R

t

0

e

�As

b sign(�(0)

T

e

�As

b)ds

= �

R

t

0

?

?

�(0)

T

e

�As

b

?

?

whih results in

d

dt

g(t; �(0)) < 0 almost always. Therefore, there is a

unique T (�(0)) suh that

�(0)

T

ẑ(T (�(0)); �(0)) = �(0)

T

z

0

(4.8)

Note that this means that there is a unique T suh that z

0

belongs

to the hyperplane � tangent to C(T ) at ẑ(T (�(0)); �(0)) (this plane is

de�ned by the normal vetor �(0)). This T (�(0)) is smaller than T

�

beause the onvexity of C(T ) implies that � is outside C(T ) (see Figure

4.3 for geometri interpretation). This time T (�(0)) is then taken as

the estimate of the minimum time.
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3. Improve �(0):

�(0)

k+1

= �(0)

k

+ �

k

(ẑ(T (�(0)

k

); �(0)

k

)� z

0

)

The update law aims at the inrease of the funtion

F (�(0)) = �(0)

T

(ẑ(T (�(0)

k

); �(0))� z

0

)

with T (�(0)

k

) �xed. Indeed, the gradient of F (�) is ẑ(T (�(0)

k

); �(0)) � z

0

.

The update law then enfores a steepest asent strategy on F (�(0)). If �

k

is

small enough, we then have (�(0)

k+1

)

T

(ẑ(T (�(0)

k

); �(0)

k+1

) � z

0

) > 0, and

equation (4.8) is satis�ed with T (�(0)

k+1

) > T (�(0)

k

) beause g(T; �(0)

k+1

)

is a dereasing funtion.

We have seen that the update law fores the inrease of T (�). It was shown

in Eaton (1962) that, for �

k

small enough, the sequene �(0)

k

onverges to

�

�

(0). Beause �

k

is required to be small, the onvergene is slow. Moreover

T (�(0)) is very at, whih indiates that, when T is lose to T

�

, �

0

an still

be very far from the optimal one.

PSfrag replaements
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Figure 4.3: Desription of one step of Neustadt's algorithm

4.3 Iterative omputation of swithing times

for bang-bang ontrollers

The algorithms desribed in the previous setion as well as other existing

algorithms (Ho 1962) do not ahieve fast onvergene to the optimal solu-

tion, or do not ensure global or semiglobal onvergene. Therefore we have
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takled the problem of analyzing the onvergene properties of a new family

of algorithms.

Our algorithm does not �t in any of the previously desribed methods.

It does not alulate the swithing urve and it does not diretly rely on

the maximum priniple as the methods of Setion 4.2; it relies on heuristis,

whih prove suessful when the problem T O is de�ned with the pair (A; b)

ontrollable and the eigenvalues of A real. We assume that z

0

is in the null-

ontrollable set, i.e. the time-optimal problem has a solution. Proposition

2 then indiates that any bang-bang poliy v(t) that steers z

0

to the origin

with at most n� 1 swithings is solution of T O.

As a onsequene of this property, the searh for the optimal ontrol an

be restrited to the steering ontrols that are de�ned by a sequene of n time

intervals x

i

, t

i

� t

i�1

and the orresponding sequene of onstant ontrol

values u

i

. This lass of pieewise onstant ontrols (Figure 4.4) is harater-

ized by a pair of vetors (x; u), where x denotes the vetor of time intervals

and u denotes the vetor of ontrol values. The time-optimal solution is then

de�ned by (�x; �u), with j�u

i

j = 1.

PSfrag replaements
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Figure 4.4: Control sequene

From the solution of the linear system for t � t

0

= 0

z(t) = e

At

�

z(0) +

Z

t

0

e

�A�

bv(�)d�

�

;

it is seen that a ontrol de�ned by the pair (x; u) will steer z

0

to z = 0 if it

satis�es the `steering equation'

�(x) u = �z

0

(4.9)
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where the i-th olumn of the matrix � is

�

(:;i)

(x) ,

Z

t

i

t

i�1

e

�A�

bd� =

Z

P

i

k=1

x

k

P

i�1

k=1

x

k

e

�A�

bd�

The equation �(x) �u = �z

0

is the nonlinear equation to be solved to deter-

mine the optimal ontrol. In ontrast, (4.9) is linear in u and is easily solved

for a given x:

Lemma 4 When the pair (A; b) is ontrollable, and when all the eigenvalues

of A are real, the matrix �(x) is of full rank when x is inside the positive

orthant.

Proof: Let x > 0. Let us suppose that �(x) is not of full rank. Then, there

exists w 2 IR

n

0

suh that

w

T

�(x) = (0 0 � � � 0 0)

Separating the olumns, we obtain n equations in the form:

w

T

Z

t

i

t

i�1

e

�A�

bd� = 0

and Rolle's Theorem implies that there exists s

i

2 (t

i�1

; t

i

) suh that:

w

T

e

�As

i

b = 0

w

T

e

�At

b is then an exponential polynomial with n distint roots, whih is

not possible beause the eigenvalues of A are real. Therefore, �(x) is of full

rank. 2

Lemma 4 implies that a unique solution u(x) of (4.9) exists for any x in

the open positive orthant. A natural lass of iterative methods thus onsists

in updating the time intervals vetor x suh as to enfore onvergene of

the orresponding ontrol vetor u(x) to a bang-bang sequene of magnitude

ju

i

j = 1.

A �rst possible approah is gradient based: salar osts an be built suh

as to be minimal only at the optimal solution:

V

1

(x) =

n

X

i=1

(u

2

i

(x)� 1)

2

or

V

2

(x) =

n

X

i=1

(u

i

(x) + u

i+1

(x))

2
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where we �x u

n+1

(x) = +1 or u

n+1

(x) = �1 (only one of the two will yield

a result, the one suh that �u

n

= �u

n+1

(x)) . Those funtions are suited to

apply a gradient algorithm, whih leads x to the optimal solution. However,

the existene of loal minima for those salar funtions annot be exluded,

and a gradient method requires the omputation of a gradient at eah step.

Instead, we deided to onsider the following heuristis.

The heuristis onsidered in Yastrebo� (1969a){Yastrebo� (1969b) and

more reently in De Don�a (2000) are the \deentralized" adaptation of the

vetor x: if ju

i

(x)j is larger than one, inrease the length of the orresponding

time interval x

i

; if ju

i

(x)j is smaller than one, derease the length of the

orresponding time interval x

i

.

In ontinuous-time, these heuristis yield the deentralized adaptation

_x

i

= f

i

(ju

i

(x)j � 1)x

i

; i = 1; : : : ; n (4.10)

where f

i

should be a (smooth) salar funtion with its image in the �rst and

third quadrant and should only vanish at zero. x

i

multiplies f

i

in order to

guarantee the positive invariane of the open positive orthant. If z

0

is not

on a swithing surfae of the time-optimal ontrol, the unique equilibrium of

(4.10) in O

+

n

is �x, the vetor of optimal time intervals.

In Yastrebo� (1969a)-Yastrebo� (1969b)-De Don�a (2000), the same heuris-

tis were onsidered in disrete-time, yielding the deentralized adaptation

x

i

(k + 1) = x

i

(k) + f

i

(ju

i

(x(k))j � 1)x

i

(k); i = 1; : : : ; n (4.11)

whih is the Euler disretization of (4.10) with sampling interval �t = 1.

In Yastrebo� (1969b), f

i

is hosen as

f

i

(ju

i

j � 1) = q ln ju

i

j if ju

i

(k)j � 1

�q ln (2� ju

i

j) if ju

i

(k)j < 1

where q > 0 is a onstant parameter. In De Don�a (2000), f

i

is hosen as

f

i

(ju

i

j � 1) = ju

i

j

p

� 1, with p > 0 a onstant parameter. Both algorithms

were derived independently but it is apparent that they are losely related.

Simulation studies in De Don�a (2000) show that both algorithms perform

similarly, provided that the respetive tuning parameters p and q, are prop-

erly hosen. Several examples are inluded in Yastrebo� (1969a){Yastrebo�

(1969b), in whih the algorithm is ompared with other existing methods

(Smith 1961, Fadden & Gilbert 1964, Fadden 1965). Extensive simulations

suggest that both the ontinuous-time algorithm (4.10) and its disrete-time

version (4.11) onverge (globally) to the time-optimal solution and that the

onvergene properties are not very sensitive to the details of the funtion

f

i

.
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The present hapter provides a global analysis of the ontinuous-time

system (4.10) with the funtions f

i

seleted as saturated linear funtions,

yielding the algorithm:

�

i

_x

i

= sat

M

(ju

i

(x)j � 1)x

i

; i 2 f1; � � � ; ng; x

i

(0) > 0 (4.12)

With 0 < �

n

<< �

n�1

<< � � � << �

1

, a time-sale separation an be enfored

between the di�erent x

i

dynamis, and the di�erent ontrol values ju

i

j su-

essively onverge to 1 (starting with ju

n

j). These di�erent time-sales are

illustrated on Figure 4.5.
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Figure 4.5: Simulations of (4.12) for the triple integrator

d

3

y

dt

3

= u. The

initial ondition in the state-spae is y(0) = _y(0) = �y(0) = 2. The time-

sale separation is ensured with, respetively, �

1

= 2�

2

= 4�

3

= 1 (left) and

�

1

= 10�

2

= 100�

3

= 1 (right). The strong time-sales separation appears on

the right, while it is lear that onvergene takes plae on the left, even with

a weak separation.
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4.4 An example

For the double integrator

�

_z

1

= z

2

_z

2

= v

jvj � 1; z(0) =

�

�1

2

�

the dynamial system (4.12), with �

1

= 1, takes the form

�

_x

1

= sat(ju

1

j � 1)x

1

� _x

2

= sat(ju

2

j � 1)x

2

(4.13)

with u = (u

1

; u

2

)

T

solution of the steering equation (4.9):

�

�

x

2

1

2

�

(x

2

1

+x

2

2

)�x

2

1

2

x

1

x

2

��

u

1

u

2

�

= �

�

z

1

(0)

z

2

(0)

�

The phase portrait of (4.13) is illustrated on Figure 4.6 (top) for � very

small. Fast onvergene to the slow manifold ju

2

j � 1 is followed by slow

onvergene to the equilibrium (indiated by a irle).

The manifold ju

2

j = 1 has two branhes: the branh u

2

= +1 goes

through the equilibrium but exists only for x

1

> 1. The branh u

2

= �1

only exists for x

1

2 (0; 1). The two branhes onnet at (x

1

; x

2

) = (1; 0), on

the boundary of the positive orthant.

If the initial ondition of (4.13) is hosen suh that x

1

2 (0; 1), the

solution �rst onverges to the manifold u

2

= �1. In the phase plane of the

original system, this orresponds to a steering ontrol of the form (u

1

; u

2

) =

(�û;�1) where û > 1, see Figure 4.6.a. The solution of (4.13) then \slides"

along the manifold u

2

= �1 up to the point (x

1

; x

2

) = (1; 0) before jumping to

the manifold u

2

= +1 where it is attrated to the equilibrium. The evolution

of the orresponding steering ontrol is illustrated in Figure 4.6 (bottom).

The point (x

1

; x

2

) = (1; 0) orresponds to a transition from a steering ontrol

(u

1

; u

2

) = (�û;�1) to a steering ontrol (u

1

; u

2

) = (�û;+1). The transition

takes plae at (x

1

; x

2

) = (1; 0) whih produes the steering ontrol (�2; 0)

illustrated on Figure 4.6.b. The phase plane of the time-optimal solution is

then illustrated on 4.6..

On this simple example, the diÆulties that will be enountered in the

singular perturbation analysis are already present. When x

1

belongs to (0; 1)

or when x

1

> 1, the analysis of onvergene to the manifold u

2

= �1 or

u

2

= 1, followed by the sliding along this manifold is lear. The diÆulty

arises at x

1

= 1, whih we all a singular point; at that point, no manifold

ju

2

j = 1 is de�ned inside the positive orthant. It orresponds to Figure 4.6.b,

that is a solution that is steered to the origin without swithing (and with
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Figure 4.6: Top: Phase portrait of (4.13) for � ! 0. Bottom: Evolution of

the solution (z

1

(t); z

2

(t)) along the appliation of the algorithm: (a) fx; ug =

f(0:1228; 1:2649)

T

; (�6;�1)

T

g; (b) fx; ug = f(1; 0)

T

; (�2; 0)

T

g () f�x; �ug =

f(3; 1)

T

; (�1; 1)

T

g. Figure (b) represents the singularity, where the origin

is reahed without swithing, and Figure () represents the time-optimal

solution.
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u

1

not satisfying the onstraint). The singular perturbation analysis breaks

down at that point beause the sliding solutions do not have any manifold

inside the domain of de�nition to follow anymore. In higher dimensions, the

problem beomes even more intriate. There an even be a lak of ontinuity

between the two branhes of the manifold. This explains why a lot of e�ort

will be devoted to the de�nition and treatment of singularities, in showing

that solutions go through singularities and jump from one branh of manifold

to the next.

The next setions show that the behavior displayed in the above example

generalizes to higher dimensions.

4.5 Convergene analysis

The hoie of �

1

>> � � � >> �

n

indues a time-sales deomposition. Writing

the system in the time-sale �

i

=

t

i

�

i

results in

8

>

>

>

>

>

>

>

>

>

>

<

>

>

>

>

>

>

>

>

>

>

:

�

1

�

i

_x

1

= sat(ju

1

(x)j � 1)x

1

.

.

.

�

i�1

�

i

_x

i�1

= sat(ju

i�1

(x)j � 1)x

i�1

_x

i

= sat(ju

i

(x)j � 1)x

i

�

i+1

�

i

_x

i+1

= sat(ju

i+1

(x)j � 1)x

i+1

.

.

.

�

n

�

n�1

_x

n

= sat(ju

n

(x)j � 1)x

n

and (x

1

; � � � ; x

i

) are the slow variables while (x

i+1

; � � � ; x

n

) are the fast vari-

ables. The analysis will be done by indution from one time-sale to the

other. Supposing that the equilibrium set of the fast variables (x

i+1

; � � � ; x

n

)

is SGAS when (x

1

; � � � ; x

i

) is �xed, we will show that the equilibrium set of

the variables (x

i

; x

i+1

; � � � ; x

n

) is SGAS when (x

1

; � � � ; x

i�1

) is �xed, this being

the stability requirement for the fast variables in the time-sale �

i�1

=

t

i�1

�

i�1

.

The analysis will therefore onentrate on the subsystem

8

>

>

>

<

>

>

>

:

_x

i

= sat(ju

i

(x)j � 1)x

i

�

i+1

�

i

_x

i+1

= sat(ju

i+1

(x)j � 1)x

i+1

.

.

.

�

n

�

n�1

_x

n

= sat(ju

n

(x)j � 1)x

n

(4.14)

with (x

1

; � � � ; x

i�1

) �xed. We will desribe the equilibrium set of the fast

subsystem for x

i

�xed and assume that it is SGAS. We will then show that,

when the fast variables follow their equilibrium (foring ju

i+1

j; � � � ; ju

n

j = 1),
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the equilibrium of the slow dynamis is GAS-LES. A singular perturbation

analysis then onludes to the semiglobal stability of the whole system.

4.5.1 Fast dynamis equilibria

In the time-sale �

i

=

t

�

i

, the fast dynamis of (4.14) are

8

>

<

>

:

�

i+1

�

i

_x

i+1

= sat(ju

i+1

(x)j � 1)x

i+1

.

.

.

�

n

�

i

_x

n

= sat(ju

n

(x)j � 1)x

n

(4.15)

with (x

1

; � � � ; x

i

) �xed. The slow dynamis of (4.14) then depend on the

equilibria of (4.15). In this setion, we will show that these equilibria are so-

lutions representing the unique solution of the following time-optimal ontrol

problem:

minT

s.t. _z = Az + bv jvj � 1

z(0) 2 �

i

= e

At

i

z

0

+ e

At

i

spanf�

(:;1)

; � � � ;�

(:;i)

g

z(T ) = 0

(P

i

)

with t

j

> t

j�1

for j 2 f1; � � � ; ig. Note that P

i

is the time-optimal ontrol

problem of reahing the origin z = 0 from the aÆne subspae �

i

.

Proposition 4 The solution of Problem P

i

is unique and bang-bang with

at most n � i � 1 swithes. Moreover, any bang-bang strategy with at most

n� i� 1 swithes that satis�es z(0) 2 �

i

and z(T ) = 0 is optimal.

Proof: � Let v

�

(t) be an optimal solution of P

i

. Beause it is maximal, we

an �nd �

�

(t) = e

�A

T

t

�

�

(0) solution of (4.2) suh that

v

�

(t) = sign(�

�

(t)

T

b)

almost everywhere, as well as the transversality ondition

�

�

(0) ? T

z

�

(0)

�

i

whih omes diretly from the maximum priniple applied to the reverse time

system. This transversality ondition results in

�

�

(0)

T

e

At

i

Z

t

j

t

j�1

e

�A�

bd� = 0
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for j 2 f1; � � � ; ig. Beause t

j

> t

j�1

for all j, this fores the existene of a

�

j

inside eah interval (t

j�1

; t

j

) suh that

�

�

(0)

T

e

�A(�

j

�t

i

)

b = 0

and �

�

(0)

T

e

�At

b has i negative roots, whih means that �

�

(t)

T

b = �

�

(0)

T

e

�At

b

an have at most n� i�1 positive roots and v(t) an swith at most n� i�1

times between t = 0 and t = T (see Lemma 3).

� Let v(t) be bang-bang and drive z(t) from � to 0 with at most n� i�1

swithes (at times s

k

). Noting that Theorems 11 and 12 an be extended

to Problem P

i

, we see that a maximal solution v(t) of Problem P

i

is unique

and is the only optimal solution. If we show that v(t) is maximal, it is then

optimal. In order to show maximality, we have to �nd a non trivial �

0

suh

that

�

T

0

e

�As

k

b = 0

and the transversality onditions are satis�ed:

�

T

0

e

At

i

Z

t

j

t

j�1

e

�A�

bd� = 0

Those two sets of inequalities result in a set of n � 1 equations with n un-

knowns (the elements of �

0

). Therefore, there exists a nontrivial solution �

0

of this set of equations suh that v(t) = sign(�

0

e

�At

b). Therefore, v(t) is

maximal and thus optimal. 2

Beause swithing solutions are optimal, and the optimal solution is unique,

there is a unique swithing solution of problem P

i

. Regular solutions (for

generi (x

1

; � � � ; x

i

)) involve n � i � 1 swithes and determine a unique se-

quene of swithing intervals 
(P

i

) = f(x

i+1

; � � � ; x

n

)g (T = x

i+1

+ � � �+x

n

),

with the orresponding ontrol sequene (~u

i+1

; � � � ; ~u

n

) alternating between

+1 and �1 (Grognard et al. 2001b). Singular solutions involve less than

n � i � 1 swithes. In this ase, the sequene of optimal swithing inter-

vals is not determined by a unique (x

i+1

; � � � ; x

n

) of IR

n�i

. For instane,

if n = 2, a singular steering ontrol

��

�x

0

�

;

�

�1

�

�

is equally repre-

sented by

��

�x

1

�x

2

�

;

�

�1

�1

��

provided that �x

1

+�x

2

= �x. The set of vetors

(x

i+1

; � � � ; x

n

)

T

that represent the same singular solution is denoted by 
(P

i

);

i.e.


(P

i

) =

�

(x

i+1

; � � � ; x

n

)

T

2 O

+

n�i

: 9(u

i+1

; � � � ; u

n

)

T

suh that

f(x

i+1

; � � � ; x

n

)

T

; (u

i+1

; � � � ; u

n

)

T

g is solution of P

i

�

(4.16)
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De�nition 7 When 
(P

i

) is a singleton, we all the vetor (x

i+1

; � � � ; x

n

)

T

regular. Otherwise, we all the vetor (x

i+1

; � � � ; x

n

)

T

singular.

We now haraterize singularities more preisely.

Lemma 5 Let (x

1

; � � � ; x

i

) be a singular point.

Then, either �(x

1

; � � � ; x

i

; 0; � � � ; 0)u = �z

0

has a solution, in whih ase, we

all (x

1

; � � � ; x

i

) a singularity of order n� i,

or there exists an integer k, 1 � k < n� i, and a unique (x

0

i+1

; � � � ; x

0

n�k

) > 0

suh that ju

j

j = 1 for j 2 fi + 1; � � � ; n � kg and u

j

u

j+1

= �1 for j 2

fi+ 1; � � � ; n� k � 1g, and

�(x

1

; � � � ; x

i

; x

0

i+1

; � � � ; x

0

n�k

; 0; � � � ; 0)u = �z

0

In the latter ase, we all (x

1

; � � � ; x

i

) a singularity of order k. 2

The proof of Lemma 5 follows from the fat that the optimal solution

of P

i

is bang-bang and unique. All the elements of 
(P

i

) lead to steering

ontrols that are equivalent to the steering ontrol de�ned in Lemma 5.

Proposition 5 Let 
(P

i

) be de�ned by (4.16) for a �xed (x

1

; � � � ; x

i

).

(i) 
(P

i

) haraterizes the equilibrium set of (4.15) in O

+

n�i

.

(ii) Fix (�x

1

; � � � ; �x

i�1

) > 0. Then for eah x

i

, u

i

(x), solution of �(x)u = �z

0

,

is idential for all (x

i+1

; � � � ; x

n

) 2 
(P

i

), i.e.

u

i

(�x

1

; � � � ; �x

i�1

; x

i

; x

i+1

; � � � ; x

n

) = û

i

(x

i

)

(iii) û

i

is ontinuous on (0;+1)

Proof: (i) (x

i+1

; � � � ; x

n

) is an equilibrium of (4.15) in O

+

n�i

if and only if

ju

k

j = 1 for all k 2 fi + 1; � � � ; ng. The resulting steering ontrol swithes

at most n � i � 1 times. By uniqueness of the solution of P

i

, the steering

ontrol is optimal and (x

i+1

; � � � ; x

n

) 2 
(P

i

)

(ii) Beause all points of 
(P

i

) represent the same steering ontrol, the

impat point z

i

in �

i

is idential for all (x

i+1

; � � � ; x

n

) 2 
(P

i

). Beause

(u

1

; � � � ; u

i

) is determined by the steering equation

e

At

i

z

0

+

i

X

j=1

e

At

i

�

(:;i)

u

j

= z

i

(4.17)
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it follows that u

i

(�x

1

; � � � ; �x

i�1

; x

i

; x

i+1

; � � � ; x

n

) is idential for all elements

(x

i+1

; � � � ; x

n

) 2 
(P

i

). De�ne û

i

(x

i

) = u

i

(�x

1

; � � � ; �x

i�1

; x

i

; x

i+1

; � � � ; x

n

) with

(x

i+1

; � � � ; x

n

) 2 
(P

i

).

(iii) The solution (u

1

; � � � ; u

i

) of (4.17) is a ontinuous funtion of z

i

. It is

then a ontinuous funtion of x

i

if z

i

is a ontinuous funtion of x

i

. It is

shown in Lee & Markus (1967) (Se. 2.5, Theorem 22) that the optimal time

and the optimal ontrol are ontinuous with respet to the initial ondition.

The initial set is here ontinuous with respet to x

i

; therefore, the optimal

time and the ontrol law are ontinuous with respet to x

i

. Continuity of the

initial point z

i

with respet to x

i

follows diretly. 2

Point (ii) of Proposition 5 is fundamental in our singular perturbation anal-

ysis. Indeed, when x

i

evolves with ju

i+1

j = � � � = ju

n

j = 1 staying satis�ed,

and reahes a singular point (x

1

; � � � ; x

i�1

; x

s

i

), where (x

i+1

; � � � ; x

n

) in 
(P

i

)

is not unique, the uniity of û

i

(x

s

i

) for all the elements of 
(P

i

) fores the

uniity of _x

i

= sat(ju

i

j � 1)x

i

and x

i

rosses the singularity (see Figure 4.7).

PSfrag replaements

x

s

i

x

i

x

i+1

Figure 4.7: A solution following a manifold where ju

i+1

j = � � � = ju

n

j = 1

until x

s

i

where the manifold is not uniquely de�ned, but is haraterized by

the dashed line; the solution then jumps on to the seond branh of the

manifold.

4.5.2 Slow dynamis analysis

Fast onvergene of the solutions of (4.15) to 
(P

i

) will be proven in Setion

4.5.3. In the time-sale �

i

=

t

�

i

, the slow dynamis of (4.12) then redues to
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the salar equation:

_x

i

= sat(jû

i

(x

i

)j � 1)x

i

(4.18)

with the ontinuous funtion û

i

(x

i

) determined as in Proposition 5. In Corol-

lary 1 and 2 of this setion, we will show that the equilibrium set of (4.18)

is GAS.

Proposition 6 Denote by �

i

the equilibrium set of (4.18) in (0;1).

� If (x

1

; � � � ; x

i�1

) is regular, then �

i

= f�x

i

g where �x

i

is uniquely deter-

mined by the solution of P

i�1

.

� If (x

1

; � � � ; x

i�1

) is singular of order k (1 � k < n � i + 1), then �

i

=

(0; x

0

i

℄, where x

0

i

is determined by Lemma 5.

� If (x

1

; � � � ; x

i�1

) is singular of order n�i+1, then û

i

(x

i

) � 0, and �

i

= ;

(x

i

= 0 is the unique attrator of (4.18) whih redues to _x

i

= �x

i

).

The remainder of the setion is devoted to the stability analysis of �

i

. If

(x

1

; � � � ; x

i�1

) is regular, global attrativity of the equilibrium �x

i

is a onse-

quene of the following result.

Proposition 7 If (x

1

; � � � ; x

i

) is regular, then

dû

i

dx

i

(x

i

)(û

i

(x

i

)� ~u

i+1

) < 0 (4.19)

where the sign of ~u

i+1

= �1 is determined by the optimal solution of P

i

.

Proof: The ontrol (x

i

; û

i

(x

i

)) is the unique steering ontrol from the hy-

perplane �

i�1

to the swithing surfae

S

i+1

= S

+

i+1

[ S

�

i+1

with

S

�

i+1

= fz 2 IR

n

j z = �

P

n

j=i+1

R

s

j

s

j�1

e

�A�

bd�(�1)

j

g

s

j

=

P

j

k=i+1

x

k

. The initial ondition in �

i�1

is

z

i�1

= e

At

i�1

z

0

+

i�1

X

j=1

e

At

i�1

�

(:;j)

u

j

Beause (x

1

; � � � ; x

i

) is regular, the �nal ondition in S

i+1

is

z

i+1

= �

n

X

j=i+1

Z

s

j

s

j�1

e

�A�

bd� ~u

j
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The steering equation an then be rewritten as:

��

(:;i)

(x)û

i

= e

�At

i�1

z

i�1

+ e

�At

i

z

i+1

that is,

��

(:;i)

(x)û

i

2 Q

i

= e

�At

i�1

�

i�1

+ e

�At

i

S

i+1

A small variation of x

i

implies a small variation of û

i

suh that

�d(�

(:;i)

(x)û

i

) 2 e

�At

i�1

T

z

i�1
�

i�1

+ e

�At

i

T

z

i+1
S

i+1

� e

�At

i

Az

i+1

dx

i

(4.20)

where T

x

M denotes the tangent spae to M at x. An expliit alulation

yields:

e

�At

i�1

T

z

i�1
�

i�1

= spanf�

(:;1)

(x); � � � ;�

(:;i�1)

(x)g

e

�At

i

T

z

i+1
S

i+1

= spanfe

�At

i+1

b; � � � ; e

�At

n

bg

e

�At

i

Az

i+1

dx

i

= �

n

X

j=i+1

(e

�At

j

b� e

�At

j�1

b)~u

j

dx

i

whih implies that

e

�At

i

Az

i+1

dx

i

2 e

�At

i

T

z

i+1

S

i+1

+ e

�At

i

b~u

i+1

dx

i

Also

d(�

(:;i)

(x)û

i

) = e

�At

i

bû

i

dx

i

+

Z

t

i

t

i�1

e

�A�

bd�dû

i

so that (4.20) is equivalent to

�e

�At

i

b(û

i

� ~u

i+1

)dx

i

�

R

t

i

t

i�1

e

�A�

bd�dû

i

2 E

i

= spanf�

(:;1)

(x); � � � ;�

(:;i�1)

(x); e

�At

i+1

b; � � � ; e

�At

n

bg

Choosing a nonzero vetor w 2 E

?

i

, we obtain:

w

T

Z

t

i

t

i�1

e

�A�

bd�dû

i

+ w

T

e

�At

i

b(û

i

� ~u

i+1

)dx

i

= 0 (4.21)

De�ne f(t) = w

T

e

�A�

b. Orthogonality of w to E

i

implies w

T

R

t

j

t

j�1

f(�)d� = 0

for j 2 f1; � � � ; i � 1g, whih means that f(t) has i � 1 roots in the open

interval (0; t

i�1

), and also f(t

j

) = 0 for j 2 fi+1; � � � ; ng, whih means that

f(t) has n� i roots in the losed interval [t

i+1

; t

n

℄. Beause f(t) has at most
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n� 1 roots (see Theorem 13), f(t

i

) 6= 0 and

f(t

i

)

R

t

i

t

i�1

f(�)d�

> 0. From (4.21), we

onlude

dû

i

dx

i

= �

f(t

i

)

R

t

i

t

i�1

f(�)d�

(û

i

� ~u

i+1

)

whih proves (4.19). 2

Corollary 1 If (x

1

; � � � ; x

i�1

) is regular, the unique equilibrium �x

i

of (4.18)

is loally exponentially stable and globally attrative in (0;+1).

Proof: Linearization of (4.18) at x

i

= �x

i

yields

Æ _x

i

=

dû

i

dx

i

(�x

i

) sign(û

i

(�x

i

))�x

i

Æx

i

whih is stable if

dû

i

dx

i

sign(û

i

(x

i

)) < 0. Noting that ~u

i

= � sign(û

i

) at the

equilibrium, (4.19) beomes

2

dû

i

dx

i

sign(û

i

(x

i

)) < 0

and loal exponential stability is proven. For a salar system with a single

equilibrium, global attrativity follows from loal stability. 2

In order to prove asymptoti stability of the equilibrium set [0; x

0

i

℄ when

(x

1

; � � � ; x

i�1

) is singular, we need the following proposition

Proposition 8 If (x

1

; � � � ; x

i�1

) is regular (resp. singular of order smaller

than n � i + 1), the values x

i

> 0 (resp. x

i

> x

0

i

) suh that (x

1

; � � � ; x

i

) is

singular are isolated.

Proof: Let (x

1

; � � � ; x

i

) be singular of order k. Then (x

i

; û

i

) is a steer-

ing ontrol from �

i�1

to S

i+1+k

with impat point z

i+1+k

and the steering

equation yields

��

(:;i)

(x)û

i

2 Q

i

= e

�At

i�1

�

i�1

+ e

�At

i

S

i+1+k

If the singularity is not isolated, there exists a variation dx

i

suh that the

transfer ��

(:;i)

(x)û

i

stays in Q

i

:

�d(�

(:;i)

(x)û

i

) 2 e

�At

i�1

T

z

i�1
�

i�1

+ e

�At

i

T

z

i+1+k
S

i+1+k

� e

�At

i

Az

i+1+k

dx

i
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with a alulation similar to the proof of Proposition (7), this is equivalent

to:

�e

�At

i

b(û

i

� 1)dx

i

�

R

t

i

t

i�1

e

�A�

bd�dû

i

2 E

i

spanf�

(:;1)

(x); � � � ;�

(:;i�1)

(x); e

�At

i+1

b; � � � ; e

�At

n�k

b; g

(4.22)

Beause dim(E

i

) < n � 1, there exists a nonzero vetor w orthogonal to

E

i

and to

R

t

i

t

i�1

e

�A�

bd� , but not orthogonal to e

�At

i

b. Equation (4.22) then

yields

w

T

e

�At

i

b(û

i

� 1) = 0

This is a ontradition if ju

i

j 6= 1, whih holds true whenever (x

1

; � � � ; x

i�1

)

is regular or singular of order smaller than n� i+ 1 and x

i

> x

0

i

. 2

Corollary 2 If (x

1

; � � � ; x

i�1

) is singular of order < n�i+1, the equilibrium

set �

i

= (0; x

0

i

℄ is globally asymptotially stable in (0;+1).

Proof: By Proposition 6, jû

i

j = 1 only if x

i

2 [0; x

0

i

℄. By Proposition 8,

there exists �

�

> 0 suh that (x

1

; � � � ; x

i�1

; x

i

+ �) is regular for all 0 < � < �

�

.

For x

i

2 I

�

�

= (x

0

i

; x

0

i

+ �

�

), the optimal ontrol value ~u

i+1

(x

i

) = �1 is

onstant.

We prove that ~u

i+1

(x

i

) = �û

i

(x

0

i

) for x

i

2 I

�

�

. By ontradition, suppose

that ~u

i+1

(x

i

) = û

i

(x

0

i

). If û

i

(x

i

) > ~u

i+1

(x

i

), (4.19) fores

dû

i

dx

i

< 0 in the whole

interval I

�

�

, whih, by ontinuity of û

i

(x

i

), ontradits that û

i

(x

i

) > ~u

i+1

(x

i

).

The same reasoning an be held for û

i

(x

i

) < ~u

i+1

(x

i

) inside the interval. The

only possibility is then that û

i

(x

i

) = û

i

(x

0

i

), whih ontradits Proposition

6.

We onlude that ~u

i+1

(x

i

) = �û

i

(x

0

i

) and that jû

i

(x

i

)j < j~u

i+1

(x

i

)j for

x

i

2 I

�

�

. This implies jû

i

(x

i

)j < 1 for all x

i

> x

0

i

. The set �

i

is then globally

asymptotially stable in (0;1).

2

4.5.3 Global onvergene analysis

This setion ontains the main result of the hapter and its proof. It puts

together the fast and slow dynamis analyses of the previous two setions. It

handles the problems illustrated by x

s

i

in Figure 4.7.
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Theorem 14 Let 1 � i � n and �x (x

1

; � � � ; x

i�1

) > 0 if i > 1

Then the equilibrium set 
(P

i�1

) of

8

>

<

>

:

_x

i

= sat(ju

i

(x)j � 1)x

i

.

.

.

�

n

_x

n

= sat(ju

n

(x)j � 1)x

n

(4.23)

is asymptotially stable. It is exponentially stable if 
(P

i�1

) is a singleton.

Moreover, the region of attration of 
(P

i�1

) in the positive orthant is

enlarged at will by proper separation of the time-sales �

n

=

t

�

n

; � � � ; �

i

=

t

�

i

Proof: The proof goes by indution:

Let i = n If (x

i

; � � � ; x

n�1

) is regular, then u

n

(x) = û

n

(x

n

) and the unique

equilibrium �x

n

of _x

n

= sat(jû

n

(x

n

)j � 1)x

n

is exponentially stable and glob-

ally attrative, see Corollary 1.

If (x

i

; � � � ; x

n�1

) is singular, then �

n�1

ontains the origin z = 0 and

u

n

(x) = û

n

(x

n

) = 0. Then x

n

= 0 is globally exponentially stable.

Indution step Consider (4.23) with 1 � i < n. Denote by �

i

the equilibrium

set of

�

i

_x

i

= sat(jû

i

(x

i

)j � 1)x

i

and by �

i

the subset of IR

+

0

n �

i

suh that x

i

2 �

i

implies that (x

1

; � � � ; x

i

)

is singular.

Assume �rst that �

i

= ;. Then the fast subsystem (x

i+1

; � � � ; x

n

) of

(4.23) has a unique equilibrium for all x

i

2 IR

+

0

n �

i

, and this equilibrium

is exponentially stable with an arbitrarily large region of attration from

the indution hypothesis. As a onsequene, there exists an invariant slow

manifold in the neighborhood of IR

+

0

n �

i

� 
(P

i

). On the other hand, the

equilibrium set �

i

of (4.23) is globally asymptotially stable (see Corollaries

1 and 2).

From standard singular perturbations theory (e.g. Theorem 3.18 in Sepul-

hre et al. (1996)), the equilibrium set �

i

�
(P

i

) of (4.23) is loally asymp-

totially stable and its region of attration an be made arbitrarily large by

making

�

i+1

�

i

small enough.

Next suppose that �

i

6= ;. Denote by �



i

a losed neighborhood of �

i

suh that �



i

\ �

i

= ; and suh that �



i

is made of disjoint losed intervals

I



l

of length  (l � 1). By Proposition 8,  > 0 an be seleted arbitrarily

small. Consider a solution that satisfy x

i

(t) 2 I



l

for all t > 0 and let ~x

i

be

a singularity of maximal order in I



l

. Then (x

i+1

(t); � � � ; x

n

(t)) onverges to

a  neighborhood 




(P

i

)(~x

i

) of 
(P

i

)(~x

i

). Beause j jû

i

(~x

i

)j � 1 j � Æ, for

some Æ > 0 and u

i

(x

i

; � � � ; x

n

) is ontinuous, there exists  small enough suh
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that j ju

i

(~x)j � 1 j �

Æ

2

for all x

i

2 I



l

and (x

i+1

(t); � � � ; x

n

(t)) 2 




(P

i

)(~x

i

).

But then _x

i

is sign de�nite for t large enough and does not onverge to zero,

whih ontradits the fat that x

i

(t) 2 I



l

for all t > 0. The slow dynamis

(4.18) being valid in (IR

+

n �

i

) [�



i

, we onlude that all solutions onverge

to �

i

� 
(P

i

).

2

This theorem ompletes the global onvergene analysis of the ontinuous

ow (4.12). This analysis rested on the time-sale separation of the dynamis

into n salar dynamis, eah one haraterized as the transfer from an hyper-

plane to a swithing surfae. The next setion studies the implementation of

the algorithm.

4.6 Implementation of the algorithm

The onvergene analysis of the previous setions was performed for the

system

8

>

<

>

:

�

1

_x

1

= sat

M

(ju

1

(x)j � 1)x

1

.

.

.

�

n

_x

n

= sat

M

(ju

n

(x)j � 1)x

n

with �

1

>> � � � >> �

n

> 0. Theorem 14 ensures semiglobal onvergene of x

to the optimal solution for x

0

inside O

+

n

with a suÆient separation of the �

i

parameters.

Choie of the disretization algorithm

This ontinuous version an obviously not be implemented as is on a om-

puter. Therefore, it is neessary to disretize the algorithm. Two disretiza-

tions have been onsidered:

� a variable step Runge-Kutta algorithm (e.g. through ode45 of Matlab);

� a �xed step Euler disretization.

Runge Kutta methods are designed to ahieve simulations of ontinuous sys-

tems with a solution that is very lose to the solution of the ontinuous

system (this loseness is measured by an upper bound m on the error that is

given as input to the algorithm). On the other hand, an Euler disretization
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is the most basi disretization: if we �x the disretization step at the value

Æ, the Euler approximation of the ontinuous algorithm is:

8

>

<

>

:

x

1

(k + 1) = x

1

(k) +

Æ

�

1

sat

M

(ju

1

(x(k))j � 1)x

1

(k)

.

.

.

x

n

(k + 1) = x

n

(k) +

Æ

�

n

sat

M

(ju

n

(x(k))j � 1)x

n

(k)

(4.24)

whih, in the partiular ase where Æ = 1 and �

i

= 1, amounts to the algo-

rithm of De Don�a (2000).

Remark 5 Note that, for the Euler disretization, it is advised to take a

disretization step Æ < �

n

. Indeed, this step size ensures invariane of O

+

n

.

Indeed, if we onsider any time-interval x

j

, the algorithm gives

x

j

(k + 1) = x

j

(k) +

Æ

�

j

sat

M

(ju

j

(x(k))j � 1)x

j

(k)

The value of u

j

that fores the largest derease of x

j

(k) is u

j

= 0, whih

means that, for any u

j

, we have

x

j

(k + 1) � x

j

(k)�

Æ

�

j

x

j

(k) = (1�

Æ

�

j

)x

j

(k) > 0

beause 1�

Æ

�

j

> 1�

Æ

�

n

> 0.

The hoie Æ < �

n

does not guarantee stability, but at least, it guarantees

that x stays in O

+

n

.

Let us now onsider an example: the double integrator:

�

_z

1

= z

2

_z

2

= u

with the initial ondition z

0

= (�1 2)

T

as onsidered in Setion 4.4. Semi-

global onvergene of the algorithm is ensured through a suÆient time-sale

separation (Theorem 14). Therefore, we take �

1

= 1 and �

2

= 0:1, whih

results in the ontinuous algorithm

_x

1

= sat

M

(ju

1

(x)j � 1)x

1

0:1 _x

2

= sat

M

(ju

2

(x)j � 1)x

2

In order to ompare the Runge-Kutta algorithm and the Euler disretization

we pik x = f(0:1 0:1)

T

; (0:1 3)

T

; (5 0:1)

T

; (5 3)

T

)g as initial onditions,

suÆiently remote from the equilibrium x = (3 1)

T

, and deide to stop

the algorithm when u is suÆiently lose to a bang-bang strategy (ku �
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�

�1

1

�

k < 10

�3

). We see on Figure 4.6 that the algorithm has to go

through a singularity (in x

1

= 2) before reahing the equilibrium when x

10

=

0:1, whih means that the algorithm has to go through what we identi�ed as

a ritial point of the onvergene.

The question is now posed of the tolerane level m and the time-step Æ. It

is obvious that the smaller we will takem and Æ, the loser the solution will be

to the solution of the ontinuous time system; small m and Æ also obviously

result in slow onvergene. We a priori pik the tolerane level m = 10

�3

,

and the limit time-step given in Remark 5: Æ = 0:1 (simulations have shown

that for larger Æ, the solution exits O

+

2

). The four initial onditions resulted

in the following number of Floating Point Operations (flops in Matlab).

x

0

Runge-Kutta Euler

(0:1 0:1)

T

158224 37432

(0:1 3)

T

145200 37480

(5 0:1)

T

107543 32142

(5 3)

T

108173 31738

The upper hand of the Euler algorithm is obvious in this table. The orre-

sponding (x

1

; x

2

) phase plane is shown in Figure 4.8. We see in this �gure

that, as expeted, the behavior of the Runge-Kutta algorithm (solid line)

results in a solution similar to what was shown on Figure 4.6: the solution

�rst reahes the manifold where u

2

= �1, then gets lose to the singularity

(x = (2 0)

T

) while jumping to the manifold u

2

= +1, and �nally onverges

to the equilibrium solution. This �gure also shows that the Euler disretiza-

tion osillates around the manifold u

2

= �1 beause of the ombination of

the high-gain with the �xed-step, but those osillations are damped, and

the manifold is eventually reahed. A larger �xed-step Æ generates unstable

osillations beause of the fator

Æ

0:1

in (4.24), and the algorithm does not

onverge to the equilibrium. On the other hand, a smaller Æ ensures a loser

following of the ontinuous-time solution, whih fores a slower onvergene.

Redution of the time-sale separation

Though we have shown that the Euler disretization ould result in a faster

onvergene to the equilibrium than the Runge Kutta method, we have no-

tied a dangerous osillating behavior around the manifold. This osillation

omes from the ombination of high gain with a large disretization step.

This behavior an be avoided by diminishing the time-step, but this results

in slower onvergene. We an also diminish the time-sale separation, by
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Figure 4.8: Phase plane evolution of the algorithm: (solid line) Runge-

Kutta's method with a time-sale separation; (dash-dotted) Euler with time-

sale separation; (dashed) Euler without time-sale separation.
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taking �

2

= 1. If we now take the orresponding allowed time step (by

Remark 5), that is Æ = 1, we obtain

�

x

1

(k + 1) = x

1

(k) + sat

M

(ju

1

(x(k))j � 1)x

1

(k)

x

2

(k + 1) = x

2

(k) + sat

M

(ju

2

(x(k))j � 1)x

2

(k)

whih is exatly the algorithm of De Don�a (2000). Considering the double

integrator with the same z

0

and the same initial onditions x

0

, the Euler

disretization presented in the previous setion and the one presented here

ompare as follows:

x

0

Euler 1 Euler 2

(0:1 0:1)

T

37432 2326

(0:1 3)

T

37480 2406

(5 0:1)

T

32142 2066

(5 3)

T

31738 1248

whih shows that a suppression of the time-sale separation results in im-

proved onvergene. Figure 4.8 (dashed line) shows that onvergene takes

plae towards the equilibrium without atual onvergene to the manifold

u

2

= �1 However, Figure 4.9 illustrates the omparison of the phase planes

between the ontinuous algorithm and the Euler algorithmwithout time-sale

separation. Though the manifold ju

2

j = 1 is not invariant in the latter ase,

we see that this onvergene has a pattern similar to the one exhibited in the

ontinuous ase with time-sale separation, whih indiates that, dropping

the time-sale separation is not dangerous for onvergene.

Those results show that the the onvergene of the algorithm an be very

fast, espeially if an Euler disretization with a large time-step is hosen.

However, beause of those two hoies the semiglobal result of Theorem 14

is not valid anymore.

4.7 Appliation of the algorithm to systems

with omplex eigenvalues

The proofs of onvergene of the algorithm have been exposed for the ase

where the eigenvalues of A are real. We will now show that the algorithm an

still be eÆient when those eigenvalues are omplex, as well as the obstales

to onvergene that arise in suh a ase.

Example 7 We will onsider the ontrolled harmoni osillator:

�

_z

1

= z

2

_z

2

= �z

1

+ v jvj � 1
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Figure 4.9: Phase plane evolution of the algorithm: (solid line) Runge-

Kutta's method with a time-sale separation; (dotted line) Euler without

time-sale separation.
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whose swithing urve has been analytially alulated in Setion 4.1.2 and is

illustrated on Figure 4.10: it is the plain line forming suessive half-irles;

above the urve, the ontrol v = �1 is applied, and the ontrol v = +1 is

applied under it. The phase-plane evolution of a solution starting far from

the origin (z

0a

) is shown (dotted line). The ontrol swithes eah time the

solution rosses a swithing urve (in this ase four times). After the last

swith, the solution stays on the last branh of the swithing urve to onverge

to the origin. The hathed zone A is the set of initial onditions whih only

require one swith to reah the origin.

PSfrag replaements
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z
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Figure 4.10: Phase plane of the time-optimal ontrol of the harmoni osil-

lator: (solid line) swithing urve; (dotted line) the time-optimal solution

initiating at z

0a

and going through z

0b

; (dash-dotted line) a bang-bang solu-

tion with two swithes starting at z

0b

If we take z

0

= (1 1)

T

, an initial ondition suh that the time-optimal

solution only presents one swith, the phase plane of the evolution of the

algorithm is as shown on Figure 4.11 (with �

1

= 1 and �

2

= 0:1): four
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equilibria are learly attrative, that is the time-optimal equilibrium x =

(0:9305 1:5709)

T

, and x = (0:9305+2� 1:5709)

T

, x = (0:9305 1:5709+2�)

T

,

and x = (0:9305 + 2� 1:5709 + 2�)

T

(represented by irles on the �gure).

Regions of attration for those points are roughly apparent on the �gure.

Among others, the dotted lines are separatrix of those regions. The lower one

is x

1

+ x

2

= � and is a line of equilibria (orresponding to u

1

= u

2

= +1).

Those equilibria are mostly repulsive, exept in the region where x

1

> 4,

where they are attrative. The upper one is x

1

+ x

2

= 3:5� and is also a line

of equilibria (orresponding to u

1

= u

2

= +1).

0 1 2 3 4 5 6 7 8
0

1

2

3

4

5

6

7

8

PSfrag replaements

x

1

x

2

Figure 4.11: Phase plane of the evolution of the ontinuous algorithm

with z

0

= (1 1)

T

. Four equilibria, inluding the time optimal solution

x = (0:9305 1:5709)

T

, are represented. They are all attrative and their

region of attration is apparent on the �gure

The eÆieny of the algorithm results from the fat that the proofs given

in this hapter do not so muh rely on the fat that the eigenvalues of A are

real as they rely on the number of swithings, whih must be less than n�1.

Beyond that positive result, there are two obstales to semiglobal onver-

gene of the algorithm:
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� Theorem 13 indiates that there is no a priori upper bound on the num-

ber of swithings of the time-optimal solution. Beause the algorithm

an only be applied when there are less than n� 1 swithes, we don't

know a priori if the appliation of the algorithm for a given initial

ondition will onverge to a time-optimal solution.

� Property 2 is not valid anymore: a bang-bang solution is not fored

to be optimal. This an be illustrated on the ontrolled harmoni

osillator:

1. Consider the optimal solution starting at z

0b

for the harmoni

osillator: it swithes twie, that is n times (eah time it rosses

the swithing urve). However, any solution starting with +1 at

least until z belongs to A, and swithing to �1 before z leaves A,

and then bak to +1 one the swithing urve is reahed again (e.g.

the dash-dotted line), is an admissible bang-bang solution that

steers the solution from z

0b

to the origin. Therefore, uniqueness of

the bang-bang ontroller is not ensured. This ontroller is not even

isolated in the x state-spae, whih means that no onvergene

result an be hoped for, for suh an initial ondition. This on�rms

that we should not try to apply the algorithm to time-optimal

solutions with more than n� 1 swithings.

2. Let us now onsider an initial ondition inside A. We have shown

on the example that onvergene to the time-optimal solution o-

urred. However, no global onvergene is ahieved. Indeed, even

in this ase, there is not a unique bang-bang solution: if the strat-

egy f

�

�x

1

�x

2

�

;

�

�u

1

�u

2

�

g is the time-optimal strategy, we see that

the strategies f

�

�x

1

+ 2k

1

�

�x

2

+ 2k

2

�

�

;

�

�u

1

�u

2

�

g with k

1

; k

2

positive inte-

gers, also are bang-bang strategies with the origin as endpoint,

but they ertainly are not time-optimal. This is illustrated on

Figure 4.11, whih represent the phase plane of the ontinuous

time algorithm with z

0

= (1 1)

T

. (with u

1

+ u

2

= 1).

The algorithm is eÆient in the region surrounding the origin, harater-

ized by the number of swithings of the time-optimal solution whih is inferior

to n� 1 (the region A in the ase of the ontrolled harmoni osillator). For

points outside this region, another ontroller must be applied to bring the

solution inside A, for example, one of the sheduled low-gain ontrollers pre-

sented in the previous setion. In the ase of the harmoni osillator, we
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an evidene the interest of ombining a global stabilizing feedbak with a

time-optimal solution one z reahes A. For example, one an use a damping

ontrol law based on the quadrati Lyapunov funtion

V (z

1

; z

2

) =

z

2

1

+ z

2

2

2

dV

dt

= z

2

v

that is

v = � sign(z

2

)

whih generates a derease of V (z

1

; z

2

) until z

2

= 0 and z

1

2 [�1; 1℄, where

hattering equilibria are generated. This hattering is not harmful beause,

by the time z reahes suh points, the algorithm is able to ompute the

time-optimal solution and the damping ontrol is not ative any more.

This is equivalent to a modi�ation of the swithing urve presented in

Athans & Falb (1966) and illustrated on Figure 4.12, whih, for any initial

ondition on the z

1

axis, results in an inrease of the total time inferior to

5% with respet to the optimal time. Therefore, we see that using the exat

time-optimal ontroller far from the origin is not always neessary in the ase

of systems with osillating modes.
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Figure 4.12: Modi�ed swithing urve
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4.8 Conlusion

In this hapter, we presented the results of (Grognard & Sepulhre (2001a))

and (Grognard et al. (2001b)): an algorithm for the synthetis of time-optimal

ontrol laws for linear proesses. We have �rst given the neessary tools for

understanding time-optimal ontrol. We have then shown that the alula-

tion of the time-optimal ontroller in feedbak form is usually not tratable

and hinted that an eÆient algorithm to solve the open-loop time-optimal

ontrol problem ould be useful to be implemented in an MPC sheme, whih

loses the loop. We have then presented two families of methods to ompute

the open-loop ontrol for a given initial ondition. For eah of these methods

we have exposed its qualities and its drawbaks. This has lead us to the

onstrution of a synthesis method whih ensures semiglobal onvergene to

the optimal ontroller, and doing so rapidly (this is shown empirially here

and in Yastrebo� (1969a) and De Don�a (2000)). The implementation of this

method has also been exposed, as well as its utilization for systems with

omplex eigenvalues. In order to validate this method for its use in an MPC

sheme, its loal onvergene properties should be analyzed.
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Conlusion

In this thesis, we have addressed the ontrol of systems presenting on-

straints. Those onstraints result from feedforward interonnetions, whih

are present in many mehanial systems in feedforward form, or from input

onstraints, ommonly enountered in appliations. Both are gain-limiting,

and we have desribed low-gain methods that ould be used to stabilize the

origin of those systems. As illustrated in Chapter 1, existing stabilizing meth-

ods for those systems do not suÆiently take into aount robustness to the

presene of feedbak terms or performane requirements.

In Chapter 2, existing stabilizing designs for strutured nonlinear systems

in feedbak form (bakstepping) and in feedforward form (forwarding) have

been exposed. We have shown that bakstepping was not robust to the pres-

ene of gain-limiting feedforward interonnetions, and that forwarding was

not robust to the presene of gain-demanding feedbak interonnetions. In

Chapter 2, we have presented onditions on the feedbak and feedforward

interonnetions, so that they are ompatible, and global stabilization an

still be ahieved. In essene, this amounts to the feedbak interonnetions

being loal, that is they depend only on the state of the onsidered integra-

tor, bounded, and with bounded derivative, and the feedforward onnetions

being rate-limiting instead of gain-limiting. We have proposed a globally

stabilizing ontroller using saturations for a lass of systems exhibiting both

those types of interonnetions.

In Chapter 3, the main onern was the lak of performane of low-gain

designs for the stabilization of linear systems with inputs onstraints. When

large regions of attration are required, the value of the parameter of the

low-gain design u = �K(�)x is taken very small. This results in slow rate

of onvergene of the losed-loop solutions to the origin. To remedy that

drawbak, we onsider the ase where we have a �xed low-gain stabilizing

ontroller ensuring stability of the losed-loop system in a desired region

of attration, and a loal ontroller, ensuring satisfying loal performane,

but whih does not ahieve a large region of attration while satisfying the

onstraints. We then propose a gain-sheduling between those two ontrollers
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aiming at having the fastest transfer from the stabilizing ontroller to the

loal ontroller. This result in a hybrid sheme, whih is then exposed for

general aÆne onstraints Fx+Gu � H, and is developed, in details, for the

partiular ases of linear systems with input magnitude and rate onstraints.

Finally, in Chapter 4, a Model Preditive Control approah is taken to the

performane requirement for linear systems with input magnitude onstraint.

It is proposed to solve online the time-optimal problem with x(t) as initial

ondition and the origin as end-point. This ontrol law is bang-bang so that

the only information required by the reeding horizon ontroller is the \next"

swithing instant. We have proposed a ontinuous-time algorithm that om-

putes the swithing times as the unique attrator of a system of di�erential

equations. Euler disretization of these ordinary di�erential equations yields

an algorithm with fast onvergene.

Further researh an be pursued in all three diretions that have been

exposed in this thesis:

� The onstrution of ontrol laws for systems presenting both feedbak

and feedforward nonlinearities in general is not solved. Other strutures

than the one introdued in Chapter 2, for whih the stabilization an

be ahieved, should be developed. Also, ontrol laws ahieving better

performane need to be built.

� Existing stabilizing ontrol laws for linear systems with bounded input

are not satisfying, beause they do not generially ahieve good per-

formane. In this thesis, we have proposed a new ontrol law, but a

lot of e�ort an still be dediated to the searh of eÆient and easily

omputable ontrol laws for linear systems with bounded input.

� The algorithm that is presented in Chapter 4 for the omputation of

time-optimal ontrol for linear systems has been proven to be semiglob-

ally onverging when the eigenvalues of A are real. It would be of in-

terest to extend this onvergene result to the ase of matrix A with

omplex eigenvalues. We have shown that a semiglobal result ould

not be hoped for, but a loal stability result and an evaluation of the

region of attration would be of interest.
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A. Proof of Lemma 1 p. 42

Proof: The equation in e oordinates is written as
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where

d sat

�

(x)

dx

at x = �� is de�ned as an arbitrary element of the interval

[0; 1℄.

(a) (By indution) Beause _x

n

= � sat

�

n

(K

n

e

n

) (a) holds for i = n

Suppose now that it is true for j = k+1 � � �n, we show that it is true for

j = k. We know that j _x

j

j < 2�

j

for j > k inside 


k

. We have:
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Using the fat that x is in 
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j
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for j > k, we obtain:
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; � � � ; �
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By (2.16), we onlude that j _x

k

j < 2�

k

up to �-saling (that is, by saling all

the �

i

's with � suÆiently small, O(�

2

m

) beomes negligeable in front of the

other terms and j _x

k

j < 2�

k

follows from (2.16))

To prove (b) and () we onsider the system in the e oordinates (eq.

4.25).
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We show (b) and () by indution.

For k = 1, we have:
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Indution step: Suppose that (b) and () hold for i = k�1. We will show

that (b) and () also hold for i = k.

Consider the e
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equation:
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When x 2 
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, the last term of (4.26)
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By (2.16),
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, so that (4.27) is
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< 0

Using the bound (2.16), we analogously see that the bound

j _e

k

j < 2�

k

is veri�ed.

The indution step proves (b) and () for k 2 f2; � � � ; n� 1g. For k = n,

(2.16) is slightly di�erent. Inequality (4.27) beomes:
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whih follows from (2.16) up to �-saling. This ends the proof. 2
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