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Introduction

A fundamental problem of control theory consists in designing a control func-
tion u(z,t) in order to steer a solution of the system of differential equations

&= f(z,u) (1)

from an initial condition z(0) = x to the origin (z € R™, u € IR, f Lips-
chitz continuous). This problem is central to this thesis, in the sense that we
will concentrate on the design of control functions that achieve this objective
for some classes of systems in the form (1). Classically, it is solved through
open-loop or closed-loop control. In this thesis, we will approach both families
of control methods, as well as an intermediate, or hybrid, control method.

Open-loop control consists in designing a control function u(t) as a func-
tion of time (¢ € [0,T] or t € IR"). This control law is built such that, if
z(0) = z9, the solution of system (1) with u(¢) as input satisfies z(7') = 0
or limy , o z(t) = 0. Such a control function is usually computed as the
solution of an optimal control problem, whose computation can be numeri-
cally demanding, or results from the inversion of the system dynamics, which
requires a special structure for (1) (e.g. trajectory planning for flat systems).
Those control methods can guarantee efficient control towards the origin,
but, in any case, open-loop control can only be efficiently applied when the
model of the system is very accurate and in the absence of disturbances, a
situation rarely encountered in practice. Indeed, no action is taken to mod-
ify the control in case the solution does not follow the planned trajectory, so
that the solution misses the target (the origin).

Closed-loop control consists in building a feedback control law u(z) for
the stabilization of the origin of system (1). This formulation of the control
law expresses the fact that the control value at time ¢ depends on the value
z(t) of the state at time ¢t. Such a feedback law, as opposed to an open-
loop control, guarantees the stabilization of the origin and the convergence is
robust: if the control law asymptotically stabilizes the origin of system (1),
it will also stabilize the origin of this system subject to small perturbations
or model inaccuracies. Indeed, if the solution of the actual control system
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does not exactly follow the solution of (1), the control value is “adapted” so
that the solution still converges to the origin. It is therefore more desirable
to design a feedback control law than an open-loop control law.

Except for linear systems, for which linear feedback laws can be designed
with some guarantee of performance and robustness, the design of stabilizing
control laws is usually based on Lyapunov theory. Such methods guarantee
stability, but may not lead to satisfying performance.

It is therefore desirable to combine the performance advantage of open-
loop control with the stability and robustness property of closed-loop control:
hybrid control and Model Predictive Control (MPC) schemes proposed in this
thesis aim at combining these advantages.

A hybrid controller is a collection of continuous feedback controllers, along
with some map for switching among them; inside this collection of controllers,
some are designed to have stability in large regions and others are designed to
have satisfying performance. The switching map is then designed such that
the hybrid controller ensures stability in a large region without compromising
performance.

Model Predictive Control (MPC) schemes are widely applied to industrial
processes. Every 7 units of time, they require the solution of an optimal
control problem. The solution of this optimal control problem is an open-
loop control law u*(t) (¢ € [0,T]), which is applied to the system for the
interval duration 7. The resulting MPC controller then ensures performance
derived from the optimal control criterion that is solved. The recalculation
of u*(t) every 7 units of time then closes the loop, to recover the robustness
property of feedback control.

We will be interested in solving the problem of steering x(¢) to the origin
for “constrained” systems. The constraints that we consider appear in two
families of systems. They prevent the inversion of the system dynamics,
which makes the control design challenging. On the one hand, we have the
systems in feedforward form, which can be seen as chains of integrators with
feedforward connections. At the input of the integrator whose output is z;,
we have the output of the previous integrator z;,1 and a feedforward term.
In the absence of feedforward term, z;,; is free to steer z;; the presence
of the feedforward term adds a perturbation to this steering. The effect of
this perturbation can be limited if x;,; is small. In that sense, we say that
the feedforward nonlinearities are limiting the amplitude (or the gain of a
linear controller) at the input x;,; of each integrator. On the other hand,
we have affine constraints in the form Fx + Gu < H, that constrain the
stabilization of linear systems (and in particular input magnitude and rate
constraints). Those constraints prevent the inversion of the system, which
would allow for the design of simple control laws, so that we have to use
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specific control methods. Specifically, the input magnitude constraint is also
amplitude limiting, which translates in a gain limitation of linear controllers.
In summary, in this thesis, we consider system with gain-limiting constraints.

In Chapter 2, we exhibit existing stabilizing designs for nonlinear systems,
presenting a lower or upper triangular structure. Those control designs are
globally or semiglobally stabilizing the origin (backstepping for systems in
feedback form and forwarding for systems in feedforward form). However
backstepping designs are not robust to the presence of feedforward terms
and forwarding designs are not robust to the presence of feedback terms. In
Chapter 2, we present a new family of feedforward systems with feedback
interconnections, for which we design a globally stabilizing control law. This
shows that stabilizability of some classes of feedforward systems is robust to
some local feedback interconnections.

When system (1) is linear, but when the input is constrained in amplitude
and/or in rate, simple linear feedback control laws u = Kz do not suffice to
solve the stabilization problem in large regions with satisfying performance.
Proposed solutions to this problem include anti-windup schemes, low-gain
designs, and Model Predictive Control. In this thesis, we expose contribu-
tions to the last two designs. Those contributions are aimed at improving
the performance of existing designs.

Linear low-gain designs are known to allow for large regions of attraction
at the expense of performance. Indeed, with such control laws, the conver-
gence to the origin is slow, and the small control values that they produce are
more likely to be corrupted by input noise than control laws which make bet-
ter use of the available actuation. In Chapter 3, we present a hybrid scheme
aimed at improving performance of existing low-gain schemes. This hybrid
controller includes a stabilizing controller, a local controller, and a scheduling
controller, respectively designed for stability in a large region of attraction,
satisfying local performance, and a fast transfer from the stabilizing con-
troller to the local controller. The scheduling controller is then presented in
the case of linear systems subject to input magnitude and rate constraints
and the case where the linear system is subject to affine constraints.

In order to apply Model Predictive Control, an optimal control problem
must be recomputed every 7 units of time, which imposes a heavy computa-
tion load to the control system. Therefore, if the process is fast and requires 7
to be small, MPC cannot be applied. It is then crucial to develop algorithms
that efficiently solve constrained optimal control problems. In Chapter 4,
we show that the time-optimal control problem can be efficiently solved for
linear systems with bounded input, due to the bang-bang property of the
solution. We then present such an algorithm that solves the time-optimal
control problem when the solution presents less than n — 1 switchings.
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Definitions

Stability

The origin of system
&= f(x) (2)
where x € R™ and f(z) is Lipschitz continuous, is said to be

e stable if, for each € > 0, there exists § > 0 such that
()| <6 = [[z(t)]| <€Vt =0

attractive if there exists § > 0 such that

[2(0)]| < 6 = lim x(t) =0

asymptotically stable (AS) if it is stable and attractive.

globally asymptotically stable (GAS) if it is stable and
Vz(0) € R", lim z(t) =0
t—00

locally exponentially stable (LES) if there exists 4, k, 8 > 0 such that
|lz(0)]| <& = [la(®)|| < kllz(0)|le™

A sufficient condition for the origin of a nonlinear system to be stable is
checked through Lyapunov’s direct method:

Theorem 1 Let x = 0 be an equilibrium of system (2). Let V : R" — R
be a C' positive definite and radially unbounded function V(z) such that

V@)= Ve <o, v e m
then x = 0 is stable, and all solutions of (2) are bounded and converge to
the set where V(xz) = 0. If V(x) is negative definite, the origin is globally
asymptotically stable.

The function V(z) is called a Lyapunov function for system (2).
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Stabilization

Stabilization of the origin of the nonlinear system

= f(z,u) (3)

where z € R", u € IR, f € C' and f(0,0) = 0, is achieved through a static
state feedback control law a(z), where « is a Lipschitz continuous function
defined on the whole state space IR" and « takes values in IR. In this thesis,
we will simply call a a control law.

The control law a(z) is said to be stabilizing if the equilibrium z = 0 of
the controlled system

& = f(z,a(z))

is asymptotically stable with a region of attraction denoted D.
The control law «(x) is globally stabilizing when D = IR", the whole state
space; it means that the controlled system is globally asymptotically stable.
When the dependence of (3) in u is affine, the system can be rewritten
as:

&= f(z) +g(z)u

and a classical control method consists in building a positive definite and
radially unbounded function V'(z) such that we can find a control law a(z)
that renders its derivative

V= %(f(x) + g(z)a(z)) = LiV(z) + L,V (z)a(z)
strictly negative, which ensures global asymptotic stability of the closed loop
system. Such a function is called a Control Lyapunov Function (CLF) for
system (3):

Definition 1 (Sontag (1983)) A smooth, positive definite, and radially
unbounded function V() is called a control Lyapunov function for the system

(8) if, for all x # 0,
LyV(z)=0= L;V(z) <0

The construction of control Lyapunov functions is inherent to most nonlinear
control designs; for example, it underlines most recursive control methods for
systems in feedback or in feedforward form.

The more recent concept of semiglobal stabilization often allows for sim-
pler control designs:
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Definition 2 (Sussmann & Kokotovié (1991)) A system X is semiglob-
ally stabilizable to the origin by the mean of a class F of feedback control laws
if, for every bounded subset Q2 of the state space, there exists a control law
belonging to F that makes the origin an asymptotically stable equilibrium of
the corresponding closed loop system, with a region of attraction containing

Q.

Saturation

Several control methods described in this thesis use saturation functions:

Definition 3 Given two constants a < 0 < b, witha < b, a function satp) :
IR — IR 1is said to be a saturation function when it satisfies, for s € IR:

o saty(s) =a when s < a
o satgy(s)=s whena <s<b
o saty(s) =0 when s > b

Particular cases of this saturation function are
o sat(s) = satpcq(s), fore>0

o sat(s) = sat(s)

Terminology

In Chapter 2, we will use functions which are at least quadratic near the
origin. When using this terminology, we mean:

Definition 4 A C' function h(z) : R™ — IRP is said to be at least quadratic
near the origin if h(0) = 0 and Dh(0) = 0.
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Chapter 1

Control design for systems with
gain-limiting constraints

This chapter briefly introduces the families of systems which will be handled
in this thesis and exposes the point of view that we have taken to design
control laws for those systems. These families of systems are, on the one
hand, nonlinear systems in feedforward form, and on the other hand, linear
systems subject to input constraints. These two classes of systems impose
a similar type of constraint on the design of control laws. Essentially, this
constraint is a gain limitation, which is not active when the magnitude of
the control input is small. Therefore, both classes of systems are classically
stabilized through control laws that are termed low-gain:

Definition 5 A control law u = a(x,€) with o : R" x IR — IR is said to be
low-gain if, for all x € IR":

1133 a(z,e) =0

This chapter briefly describes feedforward systems and linear systems with
input constraint, as well as the low-gain control designs that have been pro-
posed in the literature and some of their limitations.

1.1 Systems in feedforward form

The systems in feedforward form are structured nonlinear systems, for which
recursive methods for the construction of stabilizing feedback laws are known.
Numerous mechanical systems fit in this structure, including the celebrated
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cart-pendulum system. The recursive control methods take advantage of the
triangular structure of these systems:

( T = Tot+ gi(ma, T3, , Ty, u)
To = z3+ goxs, -, Ty, u)
(1.1)
x.n—l = Ipt+ gn—l(xnau)
L xn — u+ gn(u)a

where x;, © € IR, the g; nonlinearities are smooth, and the Jacobian lin-
earization is controllable at the origin. System (1.1) is a chain of integrators
with feedforward interconnections: g; is called a feedforward nonlinearity be-
cause it depends only on the control law and the states which are “lower”
in the system. A classical approach for the stabilization of the origin of
such systems consists in first designing u = a,(x,) that stabilizes the ori-
gin of the &, = u + g,(u) subsystem; the next step of the procedure builds
Qp_1(Tp_1,T,) such that the control law u = ap(zy,) + ap_1(Tp_1, T,) stabi-
lizes the origin of the (z, 1, z,) subsystem. This procedure can be continued
until a control law u = «a(z) is built for the stabilization of the whole system.

Several methods are known for the design of these recursive control laws.
They can essentially be classified into two families: the Lyapunov forwarding
procedures of Mazenc & Praly (1996) and Sepulchre et al. (1996), on the one
hand, and the small gain designs of Teel (1992b), Teel (1996) and Grognard
et al. (1998) on the other. We will be interested in the second family, which
treats the feedforward nonlinearities as gain-limiting constraints at the in-
put of each of the integrators. We will now illustrate this approach on two
examples.

The following systems are in the feedforward form (1.1):

{“”?1 = T2t aj {“:71 = mw (1.2)
To = U o = U
A preliminary feedback as(xs) = —xzo stabilizes the origin of the z5 subsys-
tems and systems (1.2) become:

T = Ty+ 13 1 = To+ (v— 135)?

Tyg = —X9+0 To = —X9+v

where v is a new control variable. The procedure of Teel (1992b) then uses
the change of coordinates (yi1,y2) = (z1 + x2, x2) to transform systems (1.2)
into

{?Jl = v+y3 {yl = v+(v—y2)2
Y2 = —Ya2+v Y2 = —Ya+v
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so that the control v = ay(zy, z2) = — sat.y; globally stabilizes the origin of

the complete systems. Therefore, the original systems are globally stabilized
by

uw(z) = —x9 — sat(zy + T2) (1.3)

with e small enough (see Teel (1992b)). This low-gain control method does
not make any difference between the two feedforward nonlinearities z2 and
u?: it ensures that both become small perturbations after a finite time. The
parameter € is forced to be small by the presence of the feedforward non-
linearities. Indeed, the control law (1.3) ensures that |v(z)| < e and that
Ty = yo is O(e) after a finite time, so that, for both systems of (1.2), the y;
differential equations become

i1 = —eyr + O(€?)

which ensures convergence of y; to the origin if € is small enough. From this
example, we see that the gain € at the input v of the y; subsystem is limited
by the feedforward nonlinearities 3 or u?. The feedforward structure of
systems (1.2) ensures that the stabilization of the complete systems is possible
because this amplitude limitation is not an obstacle to the stabilization of
the x; subsystem.

Adding a feedback term in those systems (1.2) has two possible conse-
quences:

Possible loss of global stabilizability Systems presenting feedback and
feedforward terms are not guaranteed to be globally stabilizable so that, if
we wish to present a control law for systems in feedforward form presenting
feedback connections, we will first have to define a class of feedforward and
feedback connections, which are compatible with each other, that is which
never prevent stabilizability. Let us examine a bounded feedback nonlinear-

ity: 5 i;% The first system becomes:

SAINEA (1.4)
o = U

If the 7, term is seen as the control that steers the #; subsystem, x3 is seen
as a perturbation, and x, will have to be small, so that it dominates the
perturbation. On the other hand, if z, is small, it cannot compensate for the
feedback term, so that x; does not converge to the origin. This approach can
therefore not yield a globally stabilizing control law. The whole expression

Ty + 72 must then be used to compensate for 11;%. However, z5 + 23 > —1,
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so that if z1(0) > 1, then x1(¢) > 1 for all ¢ > 0. Indeed, when z4(¢) = 1,
we have 7; = % + xy + 22. Therefore, ; > i for any choice of x5, and, if
z1(0) > 1, we have z1(¢t) > 1 for all £ > 0. The global stabilizability of the
first system of (1.2) is not robust to this feedback nonlinearity because the
gain limiting feedforward nonlinearity z3 prevents the compensation of 13:—;%,
which necessitates a higher gain for stabilization.

Possible failure of low-gain designs Low-gain designs are not a valid
choice to globally stabilize the origin of systems in feedforward form pre-
senting feedback connections. In some cases, they can be efficient, but we
will show on a counter-example, that it does not always work, so that the
introduction of a new control law is necessary.

If we now consider the same bounded feedback nonlinearity in the second
system of (1.2), we have:

{ B o= izt ot (1.5)

.’]'SQZU

and the construction that we have used for the systems (1.2), applied to this
system, yields:

Yo = —Ya2+v

A saturated control at the input v again yields y» = O(e) in finite time, and
the y; subsystem becomes:

n
1+y?

= +v+0(e?), v=0(e)

The parameter ¢ must be small enough to dominate the O(e?) term. On
the other hand, ¢ has to be large so that the saturated control law v =

O(e) can compensate for the feedback term e (which can be as large as
1

3). Those conflicting requirements on the value of € result in an obstacle
to the stabilization of system (1.5) through a classical low-gain approach.
However, we show, in Chapter 2, that a control law can be designed to
stabilize the origin of systems like (1.5): systems in feedforward form with
bounded feedback nonlinearities and feedforward nonlinearities that do not
yield strong gain limitations at the input of the integrators like in (1.4), but

rather a limitation on the rate of the input of the integrators like in (1.5).
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1.2 Linear systems with input constraints

The second class of problems that we consider in this thesis is the stabilization
of the origin of linear systems with input magnitude limitation, that is

t=Ar+bu |ul <1 (1.6)

Through the years, a lot of attention has been dedicated to the stabi-
lization of such systems, because the input saturation is the most commonly
encountered nonlinearity in applications, either because of physical limita-
tion of the available actuation, or because of security considerations, which
require the input to operate in a given safety region. If it is not accounted
for in the control design, input saturation can lead to deterioration of the
performance of the control system or even cause instability.

Two approaches are basically available for handling this input magnitude
constraint: either the constraint is accounted for a posteriori or a priori.

Anti-windup The “a posteriori” approach consists in first designing a con-
troller for the unconstrained system. In a second design phase, a supplemen-
tary control scheme is added to compensate for the destabilizing and perfor-
mance degrading effects of saturation without modifying the local behavior
of the control system. This method is called the anti-windup compensation.
It usually leads to improved performance, but a rigorous stability and ro-
bustness analysis of the control scheme is rarely available. The conditioning
technique as anti-windup is introduced in Hanus et al. (1987), and a general
framework for the design and analysis of anti-windup schemes as well as ref-
erences to the founding papers on anti-windup can be found in Kothare et al.
(1994). Nonlinear stability analysis of anti-windup schemes can be found in
Kapoor et al. (1996) and Teel (1999). Beyond the cited references, which pro-
pose systematic anti-windup schemes, the actual application of anti-windup
is often ad-hoc, which complicates the stability analysis (see e.g. Grognard
et al. (2001c) for an ad-hoc small gain analysis of anti-windup for semiglobal
stabilization of a nonlinear cement mill model).

A canonical structure for anti-windup is illustrated on Figure 1.1 (see Teel
(1998a)). The control system without anti-windup consists in the feedback
loop containing the controller C', the nonlinearity “sat”, and the plant P. In
order to counter the adverse effects of saturation, the anti-windup scheme
compares the computed control law u,. and the saturated control law u, and
feeds the result back to the controller C' through a compensator . Note that,
whenever the saturation is not active, u = u, is satisfied, so that the output
of the anti-windup scheme is zero and the resulting control system behaves
exactly as the original control system. If the saturation becomes active,
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classical anti-windup schemes prevents u. from escaping to large values and
attempts to keep u. close to u.
d

e C | Ue sat 4 P %y»
]
¥

Figure 1.1: Canonical form of anti-windup schemes

The “a priori” approach consists in directly designing a controller taking
the constraint into account. Low-gain designs and Model Predictive Control
belong to this approach and are now described.

Low-gain designs Like for feedforward systems, low-gain designs can be
applied to globally stabilizable linear systems with bounded input (which
requires (A, b) to be stabilizable and the eigenvalues of A to be in the closed
left half plane). Indeed those classes of systems are related because they are
both subject to gain-limiting constraints. In Teel (1996), linear systems with
bounded input are stabilized through the same nested saturation method as
the systems in feedforward form: linear systems with a saturation nonlin-
earity at the input can be transformed into feedforward systems by putting
them in Jordan form:

T = A+ gi(ze)
Ty = Ayry+ go(zs)
Tnot = An_1Tp_1 + gn-1(zs)
where the g1, - -, g, functions are linear in z; and in sat(u). The A; ma-

trices are Jordan blocks with eigenvalues in the closed left half plane. This
structure is in feedforward form, except for the A;r; terms. Because those
terms are not exponentially destabilizing, the classical stabilization methods
for feedforward systems can be applied.

Low-gain control laws guaranteeing stabilization in “large” regions of at-
traction have recently been proposed for (1.6) (Sontag & Sussmann 1990, Teel
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1992a, Lin & Saberi 1993, Megretski 1996). Several of the proposed control
laws rely on a one-parameter family of linear control laws u = —K(e)z. As
the parameter € — 0, the norm || K (e€)|| decreases, so that the magnitude
constraint |u| < 1 is satisfied in a large domain and semiglobal stabilization
is achieved if A has no eigenvalue with strictly positive real part.

Let us now consider the double integrator:

T = Xy
(22 0
with |u| < 1. A Riccati based design (see Teel (1995) and Lin et al. (1996))
generates a classical low-gain control law for such a system (see Section 3.6
for the details of the calculations):

U = —62.’]31 — \/§6x2
With this control law the poles of the closed loop systems are:

—V3+i
= ———¢€

P1,2 5

which means that the smaller € is, the slower the rate of convergence to the
origin is.

We only consider linear systems where A has no eigenvalue with strictly
positive real part; a subclass of those systems is composed of the systems
whose eigenvalues have strictly negative real part, that is asymptotically sta-
ble systems. For such systems, the application of a control law whose ampli-
tude is O(e) hardly modifies the behavior of the solutions with respect to the
solution of & = Ax; this poses the question of the pertinence of applying such
a control law for stable systems. Moreover, if there is a disturbance at the
input, a control law which takes small control values is much more degraded
than a control law which does a better use of the available actuation.

Classically, when stabilizing the origin of a system, two objectives are
pursued: ensuring that a given xy belongs to the region of attraction, and
ensuring satisfying performance. On this example, we have illustrated the
conflict between those two requirements: on the one hand, we need € to be
small enough for stability, and on the other hand, ¢ has to be large enough
for performance (convergence rate, robustness).

In Chapter 3, we design a family of low-gain control laws u = —K(€)z,
parameterized with a parameter ¢ € (0, 1] such that, when ¢ — 0, the region
of attraction of the controller extends towards the whole state-space, and
when € = 1, the regulator u = —K(1)z ensures satisfying local performance.
For zy outside the region of attraction 7 (1) of the regulator v = —K(1)z,
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we design a scheduling of the parameter that ensures that z(¢) enters 7(1)
as fast as possible, which ensures improved performance.

This method is then extended to the control of linear systems with am-
plitude and rate limited inputs. This problem is not trivial: the combination
of input magnitude with rate constraints has been identified as the main
contributing factor to the crashes of YF-22 (Dornheim (1992)) and Gripen
prototypes (Lenorowitz (1990)); the rate limit introduces what can be seen
as a delay in the system. And this delay can have a destabilizing effect in
itself, or can lead to oscillations due to the destabilizing actions of the pilot.
The problem is then absolutely relevant and requires a solution taking the
rate saturation into account.

Low-gain control laws solving that problem are directly derived from the
ones solving the problem without rate saturation. It suffices to take the gain
e small enough to force both the amplitude and the rate of the control law
u = —K(e)z to be small (see Lin (1997) and Stoorvogel & Saberi (1999).
Like in the case of magnitude constraints, large regions of attraction require
€ to be small, which results in poor performance.

Finally, our scheduling is exposed for linear systems subject to constraints
that are more general than constraints on the input: affine constraints Fx +
Gu < H.

Model Predictive Control The solution of an optimal control problem
often produces better performance than low-gain designs. This optimal con-
trol problem consists in designing a control law that minimizes a prespecified
performance index:

min V(z, u)

s.t.  @(t) = Az(t) + Bu(t)
u(t)] <1 ()
z(0) = zg
where V' (z,u) is often taken to be a quadratic cost:
1 [+
V(z,u) = 5/ 27 (5)Qz(s) + u” (s)Ru(s)ds
0

with @, R > 0. However, the problem of computing the closed-loop controller
u*(z) that ensures the minimization of this index for any initial condition is
usually untractable, and only open-loop solutions u*(¢) of this problem for
given initial conditions can be computed numerically. The cost is therefore
approximated by a finite-horizon cost in the form

V(z,u) = %/0 27 (5)Qx(s) + u”(s)Ru(s)ds (1.9)
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We have seen that open-loop control lacked robustness. Embedding this
open-loop control in a MPC scheme will then guarantee robustness by closing
the loop. MPC schemes act as follows: every 7 units of time, a finite-horizon
optimal control law u*(¢) is numerically computed online with the current
z(kT) as initial condition, and this control law is applied during 7 units of
time; at time (k + 1)7, the same control problem is recomputed,... In order
to guarantee stability of the resulting MPC scheme, the cost (1.9) is usually
not sufficient (Mayne et al. (2000)) unless a suitable terminal cost penalty
z(T)" Pz(T) is added to the cost (1.9). This approach yields stability and
optimality results (Mayne et al. (2000)) and an explicit formulation of the
controller resulting from a discretized MPC scheme is given in Bemporad
et al. (2001) and De Dond (2000). Another solution to the stability prob-
lem consists in imposing the terminal constraint z(7') = 0 in the problem
formulation (1.8) (see Mayne & Michalska (1990)).

However, when the resulting controller cannot be explicitly computed off-
line, the online computation burden associated with this method prevents its
application to systems with fast dynamics. It is therefore important to design
algorithms that can rapidly solve online the finite-horizon optimal control
problem that is posed every 7 units of time. In Chapter 4, instead of the
quadratic cost (1.9), we choose the total transfer time from z = x4 to x = 0
as performance index to be minimized, and we propose an algorithm that
efficiently computes the time-optimal control u*(t) for any given z(0) when
this solution presents at most n — 1 switchings.
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1.3 Summary

In this chapter, we have exposed two families of nonlinearities for which we
have given the following information

Feedforward nonlinearities | Bounds on the input

j?l = l’2+u2 j?l = X2
{j:2:u {j:2:u lu| <1
Property Property
Gain limiting Gain limiting
Control methods Control methods
Low-gain designs Low-gain designs

Forwarding MPC
Anti-windup
Drawbacks of low-gain Drawbacks of low-gain
Poor performance Poor performance

Lack of robustness to
feedback connections

From this table, the link between the families of systems presenting those
nonlinearities is evident: both systems in feedforward form and linear systems
with a constrained input present gain-limiting nonlinearities, so that their
stabilization can be achieved through low-gain designs, which have, as main
drawback, that they yield a slow behavior of the solutions. In the case of
feedforward systems, we will not consider the performance aspect, which is
largely addressed by forwarding, but we will rather address the problem of
lack of robustness of the existing designs to the presence of destabilizing
feedback terms. As for the systems with bounded input, we will consider the
problem of performance, by introducing a scheduling of low-gain designs and
giving an algorithm producing open-loop time-optimal controls that can be
used in an MPC scheme.



Chapter 2

Stabilization of nonlinear
systems with feedback and
feedforward interconnections

The global stabilization of nonlinear systems has been the subject of an
important literature over the last decade and significant progresses have been
made towards the development of systematic design methods and a better
understanding of structural limitations to large regions of attractions (see
Freeman & Kokotovi¢ (1996), Isidori (1995), Krstié et al. (1995), Sepulchre
et al. (1996), Sepulchre (2000), Sussmann & Kokotovié (1991), Coron et al.
(1995) and references therein). It is fair to say that most existing results have
been obtained by exploiting certain triangularity properties of the differential
equations of the considered system.

These structural properties can be classified in two categories and it is
sufficient for our purpose to illustrate them on the system

( Ty = fi(z) +xo+  g1(x2, T3, , Ty, 1)
T = folz1,22) +x3+  go(xs, -, Tp, u)
(2.1)
:t'nfl — fnfl(xla RS xnfl) +xp+ gnfl(xna u)
T = fa(zy,...,2,) +ut  gn(u),

\

where z = (z1,...2,) € R" and u € IR, with f; and g; smooth functions
on IR* and R™ "™ such that f;(0,---,0) = g;(0,---,0) = 0. We view (2.1)
as a chain of integrators perturbed by feedback connections (f; functions)
and feedforward connections (g; functions). The two possible forms of trian-
gularity are obtained by setting to zero either the feedforward terms or the
feedback terms:
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Setting g; = 0 yields a lower triangular structure to the system, which
is termed in “strict feedback form”. This structure ensures that a recursive
approach can be employed to globally stabilize the origin of the system: the
control law is “backstepped” from the first equation to the last one, so that
this method is called backstepping. In principle it acts as follows: the first
equation is:

&1 = fi(z1) + 22 (2.2)

and a globally stabilizing virtual control law 25 = x§(z) can be built. Indeed,
there is no constraint on x2 so that the control law z§ always has enough
power to compensate the possibly destabilizing f;(x1) term. Considering the
equation

&y = folz1, 22) + 23

a virtual control law z§(z1, ) can then be designed so that z, follows z§(x1).
This procedure is repeated until the last equation, where u is designed so that
x, follows the virtual control law z¢(xq,- - -, 2z, 1). This results in globally or
semiglobally stabilizing control laws, even in the presence of strongly desta-
bilizing nonlinearities, which can be compensated for with sufficiently high
gain feedback (see Freeman & Kokotovi¢ (1996), Isidori (1995), Krsti¢ et al.
(1995), Saberi et al (1990), Sepulchre et al. (1996)). This design is possible
because of the absence of constraints on the virtual controls. Indeed, in the
presence of an explicit state constraint in the form z, < C, the origin of
equation (2.2) would not be globally stabilizable if, for some z;, there was
fi(z1) > C. In some cases, the presence of a feedforward term g;(z3) can also
act as a constraint and prevent global stabilization (e.g., if z;(0) > —0.25
and #; = z; + T2 + T2, no virtual control can be built in order to steer z; to
the origin because of the presence of the z3 feedforward term).

Setting f; = 0 yields a system in “strict feedforward form”, with an up-
per triangular structure. In this case, the absence of feedback connections
limits the instability of the open-loop system (in particular the Jacobian lin-
earization cannot be exponentially unstable). Thanks to this property, if the
Jacobian linearization at the origin is controllable, a low gain at the input
of each integrator is sufficient to stabilize the system, and systems in strict
feedforward form are globally stabilizable without further restrictions of the
feedforward connections. Globally and semiglobally stabilizing recursive con-
trol laws are known (see Jankovic et al. (1996),Mazenc & Praly (1996),Teel
(1992b)); they start by stabilizing the last equation, and progressively sta-
bilize the whole system going from the bottom up. Even if the feedforward
nonlinearities impose severe limitations on the available gain, stabilization is
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achieved with sufficiently low gain feedback. This is particularly well studied
in the case where the feedforward terms are at least quadratic near the origin.
The last equation becomes

in = u+ O(u?)

and the feedforward term O(u?) is dominated by u if the amplitude of the
control law is sufficiently small. Therefore, low-gain and saturation designs
have been very successful for the stabilization of such feedforward systems.
However, the presence of a feedback term f,(x,) that would need to be com-
pensated for can ruin the stabilization; the O(u?) term limits the amplitude
of the input while f,(z,) might require much control power for its compen-
sation.

When feedback and feedforward terms are present at the same time, clas-
sical control methods for systems in strict feedback or feedforward forms can
be inefficient to achieve global asymptotic stability. Therefore, the present
chapter aims at presenting a control law that stabilizes the origin of a class of
feedforward systems and allows for the presence of (destabilizing) feedback
connections. As seen in Chapter 1, the simultaneous presence of feedback
and feedforward terms can prevent global stabilizability so that we have to
specify a class of such systems which is still globally stabilizable (see Section
2.1.4: the feedback connections are bounded, with bounded derivatives, and
the feedforward connections are not gain-limiting, but only rate-limiting).
Also, we have shown that low-gain was not always sufficient to achieve sta-
bility so that we introduce a new control law.

The main contributions of this chapter are the introduction of a globally
stabilizable class of feedforward systems presenting feedback connections,
the construction of a control law and the proof that it globally stabilizes the
system.

This chapter is structured as follows: classical recursive control methods
for systems in feedforward form are presented in Section 2.1, as well as the
conflict between the gain limitations induced at the input of each integrator
by the feedforward nonlinearities, and the necessity of having a large available
gain for compensation of feedback terms. Section 2.2 contains the main result
of this chapter: the control law that ensures the stability of a certain class of
feedforward systems. Examples of application of this control law are given
in Section 2.3. The limitations of its application are then exposed in Section
2.4, while its use for robust global stabilization of some class of feedforward
systems is given in Section 2.5, before some conclusions in Section 2.6.
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2.1 Systems in feedforward form

In this chapter, we consider the design of a control law for systems in feed-
forward form perturbed by local feedback connections, so that we will start
by introducing classical control methods for systems in feedforward form,
and show that they can be inefficient for the stabilization of systems present-
ing feedback connections. In (2.1), they are characterized by f; = 0, which
results in the lower triangular structure:

(

j:l = 2o+ gl(x2ax3a"'axnau)
Ty = x3t+ go(ws, -+, T, u)
: (2.3)
x.n—l = Tp+ gn—l(xnau)
| & = ut o),

with z;,u € IR, g; continuous and the Jacobian linearization controllable
at the origin. This is a chain of integrators perturbed by feedforward inter-
connections. Since the introduction of this form, several control laws have
been presented to stabilize such systems, most notably forwarding (Mazenc &
Praly (1996) and Sepulchre et al. (1996)) and the low-gain saturated control
(Teel (1992b) and Teel (1996)), which all lead to globally stabilizing control
laws. Forwarding generates a CLF for the complete feedforward system, while
the original formulation of saturated control considered the feedforward non-
linearities as higher order perturbations that constrained the available gain
at the input.

2.1.1 Saturated controls

Nested saturation methods for global stabilization of feedforward systems
can be found in Teel (1992b) and Teel (1996). The latter is more general
and is based on the nonlinear small gain theorem, but the first version more
directly exemplifies the fact that the feedforward connections impose gain
restrictions.

The feedforward systems considered in Teel (1992b) are in the form (2.3)
where the g; functions are continuous and are required to be at least quadratic
in (z,u).

Theorem 2 (Teel (1992b)) There exist linear functions T; : R" — IR for
i € {1,---,n} and scalar saturation bounds €, > €, 1 > --- > € such that
the control

u = — sat,, (Tn(:v) + sat.,  (Th1(z)+---+ sat, (Ti(x))-- ))
globally asymptotically stabilizes the origin of (2.3).
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The proof that can be found in Teel (1992b) is constructive. A transformation
y = Tz is exhibited, so that the system becomes

’

yl = y2++y1’l+ Uu +¢1(y27y37“'7yn7u)
U2 = ys+- Ayt u +o2(ys, o, Yn,u)

: (2.4)
yn—l = Ynt u +¢n—1(yna U)

\

where the ¢; functions are quadratic in (y,u). The analysis goes from the
bottom up. A quadratic Lyapunov function V,, = 32 is first considered for
the last equation and its derivative is

Vn = —2yn[ sate, (Yn + sate, (--)) — dn(u)]

We have |u| < €, and, since ¢, is at least quadratic, there exists C,, such
that |¢,(u)| < Cne2. If we take ¢, small enough such that

s 0 (2.5)

o1 < — (2.6)
we can see that V}, < 0 for all |y, | > 3ex which forces |y,| < 2 to be achieved
in finite time, and to stay satisfied afterwards. Moreover, the saturation
sat,, is not active once |y,| < 2%, so that the saturation sat,, stops being
active in finite and never becomes active afterwards. The y,_; equation then
becomes:

ynfl = - Saten_1(ynfl + Saten_g(' : )) + ¢n71(yna U)

which is in the appropriate form to use the same argument as for y,, so
that the same argument can be used up to y;. Therefore, in finite time,
the solution y(t) reaches the region where none of the nested saturations is
active. Local stability of the closed-loop system in that region completes the
proof.

This proof again illustrates that the feedforward connections are consid-
ered as a limitation of the available gain. Indeed, the bound (2.5) forces the
amplitude of the control law to be small; this bound comes from the feedfor-
ward nonlinearity ¢, (u) = gn(u). The next step imposes y, to be small while
stabilizing the y, 1 equation. The bound (2.6) shows that the available gain
is reduced at the input of each integrator from the bottom up.
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Example 1 The following system is in feedforward form:

il = .T2+$% (27)
.’]'32 = U '

The change of variables (y1,ys) = (x1 + T2, x2) puts the system in the form

(2.4):

o= Yt u +yi
Yo = u

and the control law is:
u = — sate, (ro + sate, (x1 + 3))

The absence of ¢y term keeps e free, while (2.5) forces

1
€1<§

which shows that the x3 term imposes a bound on the available amplitude at
the input of the y; subsystem.

2.1.2 Semiglobal forwarding

A semiglobally stabilizing linear controller is available for systems satisfying
the structure (2.3), with g; affine in u. For readability’s sake, we will write
Ty + gi(Tiv1, , Tp,u) = Rhi(Tiy1, -+, Tn) + Yi(2ig1, -+, 4)u, and system
(2.3) rewrites as:

( T = hi(zg, -, 2n) + Y1(22, -+, Tp)u

x.2 = h2(x37“'7xn)+¢2(x37“'7xn)u

: (2.8)
x.n—l = hn—l(wn) + ¢n—1(xn)u
T = u

\

with the Jacobian linearization at the origin controllable, h;(0) = 0, and h;
and v; are C! functions on JR"~*. The philosophy of this linear forwarding is
low-gain and recursive starting from the last equation. Before step ¢ + 1 of
the design, a control law u(2p_;41,-* -, Z,) + u™ ¢ has been built to stabilize
the subsystem composed of the last i — 1 equations of (2.8). At step i + 1,
u™* is used to stabilize the z,_; equation. Defining ¢ = 2, ; and z =
(Tp_iv1, -, Tn), a forwarding step works on system

£ = h(z)+9()u
P o= f(2) + 9o (29)
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where the control u(z,_ii1, -, T,) is integrated into f(z) and h(z), and u™*

is renamed u. Because of u(z, i1, --,2,), the system Z = f(z) is GAS.
The linear change of coordinates

y=¢&+4q"z ¢" = -Dh(0)Df(0)"
transforms the first equation of (2.9) into

v = (¥(0) + ¢"g(0))u + h.o.t.

where h.o.t. denotes higher-order terms. If the Jacobian linearization of (2.9)
is stabilizable, then 1(0) + ¢”g(0) # 0. Up to the multiplication of y by a
constant, we assume without loss of generality that 1/(0)+¢7 g(0) = 1. System
(2.9) becomes

J = R+ 1+
2= 1)+ g(2)u (2.10)

and 3 3
b(2) 1= p(2) = ¥(0) + ¢" (9(2) — g(0)) %(0) =0
Then we have the following result.

Theorem 3 (Grognard et al. (1998)) Let Q@ = Q¢ x Q, C R x IR' be
any compact set. Then there exists € > 0 such that, for all 0 < € < §,
the equilibrium (€, z) = (0,0) of (2.9) is locally exponentially stable with the
control law uw = —ey and the region of attraction includes €.

which allows for a recursive semiglobal stabilization of system (2.8).

This control law ensures that, if € is small enough, z converges to an e
neighborhood of the origin, for initial conditions (£, z) in a large region of
the state-space. The first equation of (2.10) then becomes

= —ey+ O(e)

which forces convergence to the origin.

It directly appears that such a method could not work with a destabilizing
feedback term k(¢) in the first equation of (2.9). Indeed, after the convergence
of z to an e-neighborhood of the origin, the first equation of (2.10) becomes

v~ k(y) +u+ O(e?)

and u has to be taken small, so that z = O(¢) stays valid in order to keep the
feedforward term h(z) + ¥ (z)u negligeable. This prevents the compensation
of k(y). Those feedforward terms are therefore gain-limiting.
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Example 2 The previous example (2.7), with the preliminary feedback u =
—xo, results in the form (2.11), which is suitable for the application of the
semiglobally stabilizing linear control law. Indeed, the change of variable
Y1 = X1 + xo results in

o= T34
$.2 = —$2+’U

and the original system is semiglobally stabilized by
u=—xs — €(x1 + 3)

which, when (z1,xs) belongs to the region of attraction of the origin, first
forces x5 to be O(€) and then

U1 = —€y; + (9(62)

which leads to slow convergence of x1 to the origin.

2.1.3 Global forwarding

Forwarding, as exposed in Sepulchre et al. (1996), can handle feedforward
systems in the form (2.3) with g; affine in u, which results in the form (2.8).
This is not the only structure to which forwarding can be applied: note, for
example, that local feedback terms f;(z;) are tolerated at each integrator as
long as the origin of system #; = f;(z;) is stable, but we restricted to (2.8)
for simplicity.

We now briefly illustrate forwarding, a recursive procedure to globally
stabilize (2.8). Therefore, like for semiglobal forwarding, we consider the
building block (2.9) of system (2.8):

£ = h(z)+9(2)u
= f2)+g(2)u

where £ = z;, z = (241, -+, Tp, 2), the core system Z = f(z) is globally
asymptotically stable, h(0) = 0 and the Jacobian linearization at the origin
stabilizable. Global stabilization of system (2.9) allows for the global stabi-
lization of the whole system (2.8) through a recursive use of this procedure.
It works as follows:

We first have to find a Lyapunov function corresponding to the £ system
with u = 0 and z = 0. This system is f = 0 and we can then take the
quadratic function:

52

WiE) =
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The necessity of building such a Lyapunov functions prevents the presence
of destabilizing feedback terms in the £ equation.

We can then find a locally quadratic and radially unbounded Lyapunov
function U(z) for the 2 = f(z) subsystem; classically, this Lyapunov function
is given by the previous step of forwarding. We define an output of the z
system:

Yo = LgU(z)

In order to build a control law for system (2.9), a control Lyapunov func-
tion for the whole system, based on U and W, is generated:

V(€ 2) =W(&)+¥(¢2)+U(2)

where W is called a cross-term: it is designed to cancel non negative definite
terms in TW. We must use this cross-term in order to render the derivative of
V' non positive (when u = —y,). Forwarding builds this cross term through
an integration:

W@@zyfﬁgﬁmwwm—wmmwm
_ A”a@w@@»—¢@@»mws

where, at time s, (£(s), 2(s)) = (£(s; (€, 2)), 2(s; 2)), the states of the system
controlled by u = —y, and with initial conditions (£(0), 2(0)) = (£, z). This
integral is well-defined (see Theorem 5.8 of Sepulchre et al. (1996)).

We see that ¥ can be evaluated differently:

U(¢,2) = lim 52§8) = %2

because the argument of the integral is the time derivative of @

We define a new output, which is the term multiplying u in the derivative
of the new Lyapunov function V (¢, z):

ov ov
h = eV + 50(2)

Theorem 4 (Sepulchre et al. (1996)) The origin of the system (2.9) is
globally stabilized by the control law:

U= -4

and has V (&, z) as Lyapunov function.
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Forwarding produces a control law and a Lyapunov function to be used at
the next step of the recursion. When the procedure is complete for the whole
system, it produces a globally stabilizing control law and a global Lyapunov
function.

We can better see its application on a simple example:

Example 3 In (2.7), x1 is taken as the £ variable and x5 as the z variable of

the general form (2.9). This system is not exactly in the form of (2.9) because

the z subsystem is not GAS; therefore, we apply a preliminary feedback u =

—Xo, which transforms the system into
{ il = T2 +$%

By = —Ty+v (2.10)

The Lyapunov functions corresponding to the first and second equations are,

respectively, W(xy) = %% and U(zy) = %g We are left with the construction

of the cross-term W(xq, x3), which is:

= (o)2 2
¥(z1,72) = lim fis) o
s—oo 2 2

with v = —L,U(Z2) = —Z2(s) as input, and (Z1(0),Z2(0)) = (21, x2). This
results in
{ To(s) = mpe™%

1(s) = 1 +(1— e’zs)%2 +(1—e )2

*’;Lom

and the cross-term is

2
(L'_|_ﬂ_|_ﬁ2 2
‘I’(»’Uh%):(l 22 ) _%

which results in the Lyapunov function

(0 + 5 +%)° o

V = —=

(.’131,2172) B + 5

whose derivative with the control u = —xo — LyU(xs) + w = —2x2 + w is
. T, w2 14z
V:(x1+32+z2) 5 2w — 222 + zow = —222 + yrw

and the globally asymptotically stabilizing control law is

2
Ty x5 1429
u Ty — U T (a:1+2—|——4) 5

Like in (1.4), we have zy+x3 > —i. In this case, this does not prevent global
stabilization because no feedback term meeds to be compensated.
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2.1.4 Gain and rate limitations

The previous subsections have shown that general gain-limiting feedforward
connections are not compatible with destabilizing feedback connections. The
objective of this chapter being the introduction of some feedback connections
inside the structure of feedforward systems, the considered feedforward and
feedback connections will have to be compatible with each other.

Our result is best illustrated with the help of the simple benchmark sys-
tem

1 = fi(z1) + x2 + g1(22, x3)
.'i?g = I3 (212)
.'i73 = Uu

As shown earlier, existing control methods for feedforward systems require
the feedback connection f;(z;) to be missing or “stabilizing”, that is fi(s)s <
0; at least in the linear forwarding and saturated control methods, conver-
gence is first enforced towards a manifold where 25 = O(e) and z3 = O(e)
(so that g; is negligeable), before steering z; to 0 (which is impossible with
zy = O(e) in the presence of a destabilizing feedback term).

On the other hand, existing methods for strict feedback systems require
g1(z2,23) = 0 because backstepping forces x5 to —fi(z1) — k(z1) (where
sk(s) < 0 when s # 0), which renders the perturbation coming from z, in
the feedforward connection large. We will show in this chapter that we will
be able to tolerate x5 terms in the feedforward connections.

Our result will show that a bounded destabilizing nonlinearity fi(z;)
can be tolerated provided that the feedforward term gy (z2,z3) is not “gain
limiting” but only “rate limiting”, that is, g1 (22, x3) = g1(23) = g2(Z2), and is
at least quadratic near the origin. Our design will enforce the convergence of
solutions towards a region of the state space where @5(t) is kept small enough,
but not necessarily xs(t), thereby guaranteeing enough gain to compensate
for the destabilizing connection fi(x1). This control law can be viewed as a
slow control design in contrast to the low-gain schemes previously considered
for feedforward systems.

Expanding on this idea, we achieve global stabilization of systems which
can be written in the form

’

Ty = fi(x) + 22 + g1(&2, &3, -, Ty)
T2 = fa(z2) + 5 + go(&3,- - -, &)
: (2.13)

-7.7n—1 — fn—l(xn—l) +x, + gn—l(in)
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with x € IR", u € IR. Substituting z; by its expression in the g; nonlinear-
ity, we see that this system can directly be put in the classical state-space
form (2.1), and that this representation is a chain of integrators with feed-
forward and local feedback nonlinearities:

e Feedback connections f;(x;) which are depending only on the local in-
tegrator state. They are bounded with bounded derivatives for all
x; € IR,

e Rate limiting feedforward connections g; with an upper triangular struc-
ture. These functions are at least quadratic near the origin.

Our design will enforce convergence of the solutions towards a sequence of
nested manifolds where an increasing number of state derivatives x; are kept
small (hence we term our control “slow control”). Near-invariance of these
manifolds will be guaranteed despite of the destabilizing feedback connections
by allowing for enough gain in a restricted neighborhood of the manifolds.

2.2 Global stabilization of rate limited feed-
forward systems

The next theorem is the main result of this chapter. We present a recur-
sive design to achieve global asymptotic and local exponential stability of
the origin of system (2.13) using saturation functions. It successively force
Tp, Tn_1,* "+, To to small values so that the feedforward terms are negligeable.
As opposed to the step by step construction of control laws through recursive
methods for systems in feedback or feedforward form, we have to analyze the
whole system at once because the feedback terms force an approach starting
from the first equation and the feedforward terms from the last equation.

Theorem 5 Consider the C' system:

e

T = fi(z1) + 22+ g1(22, &3, -, &)
Ty = fo(wy) + 23 + go(ds, -, Ty)
x.n—l — fn—l(xn—l) +x, + gn—l(x.n)

with x;, u € IR. Suppose that the feedback interconnections are bounded, with
bounded derivatives, i.e. 3 M;, D; > 0V x; : |fi(zi)| < M;, |fi(x;)| < D; and
the g; functions are at least quadratic near the origin.
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Then there exists positive constants €; > 0 (sufficiently small) and K; > 0
(sufficiently large) such that the origin of the system is globally asymptotically
and locally exponentially stabilized by

u=—fu(z,) — sat, (Kpey,) (2.14)

where

€1 = 1
e; = i+ fi1(wiq)+ sate, (K; 1e;1) forie{2,---,n}

for a suitable choice of €; and K;. One such choice is:

eIl K 3ellj—n K; (2.15)
2i—1 2 9i—1

€1 =€ <€ <

Proof The control law (2.14) cannot generate finite escape time. Indeed,
the z; equation is:

T; = fi(ws) + Tig1 + gi(Tiga, -+, )
which can be rewritten as
T; = fi(xi) + Tig1 + hi(Tiga, - -, 2, — sate, (Kpen))

Finite escape time can only arise through a z; term in the right-hand side of
this equation. Those x; terms are in f;(z;) and in sat, (Kye,), which both
are bounded functions, and cannot generate finite escape time.

Consider the nested sequence of subsets 2, C --- C €, C IR™ defined by

Qi = {Zl? € Rn|K]'|6j| S Ej,j Z Z}

whose choice is suggested by the form of the control law:
We will show that the choice (2.15) for the parameters K; and ¢; ensures
the following properties:

(i) each €; is invariant

(ii) each solution in IR™ reaches 2, in finite time, and each solution in ;.
reaches (; in finite time, so that each solution reaches {2 = €2; in finite
time

(iii) each solution in Q converges exponentially to the equilibrium z = 0
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We first show that the Jacobian linearization of the closed-loop system is
Hurwitz when the parameters K; are chosen accordingly to (2.15), with K
large enough. The Jacobian linearization of the system in x coordinates is:

( il = Fl.Tl + T
r; = Fzi+aina
L T, = — ZZ:l (H?:kﬂ Kj) (Fy, + Ki)wp

where we define F; = f/(0) (with F,, = 0 because f,(x) is compensated by

u). Introducing the change of coordinates y; = %5 and the new time scale

s = Kt, the matrix of this system can be decomposed into two parts:

0 1 0 0 0
0 0 1 0 0
A= s
0 0 0 0 1
—Qp —Qp-1 —Ap—2 —Qz —aq
x 0 0 0 0
0 x 0 0 0
+] : : =T+U

0 0 O x 0
X X X x 0

where a; = limg o0 % The choice (2.15) ensures that the matrix T’
is Hurwitz and that the matrix U converges to 0 as K tends to co. Therefore,
the matrix A is Hurwitz for K large enough. We have thus fixed the gains
K; such that our controller ensures local exponential stability of the system.
The original system controlled without saturation has a region of attraction
A (independent of €). The rest of the proof will show that any solution of
the controlled system reaches the set {2 and that we can design this set to be
included inside A by taking € small enough.

To this end, we use the following lemma, proven in Appendix, showing
crucial properties that are verified when the parameters satisfy inequalities
that are verified by the choice of parameters (2.15)
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Lemma 1 Suppose that we have parameters such that:

€& > ;(—22
€ > ;(ll—t_ll + 2(D2;1 + Kifl)fz',l 1€ {2, N S 1} (216)
€p > 2(l)n—l + Kn—l)en—l

then (2.16) is still satisfied after a p — scaling of the €; parameters, that is if
we replace €; by ue;, and, for 4 small enough, we have: Ve € €);:

a |$z| < 2¢;
b |€Z|:;(—::>62€Z<O
C |€Z| < 2¢;

It is an easy calculation to verify that (2.16) is satisfied with the choice
(2.15) and that a p-scaling is achieved by taking e small enough.

Part (i) of the proof of Theorem 1 is a consequence of Lemma 1 (b).
When a solution is on 9€;, it satisfies |e;| = ;{—’J for some j > i. Due to the
fact that Q; C Q; for j > i, Lemma 1 (b) implies e;é; < 0. Therefore, the
solution stays inside 2;.

In order to prove (ii), we will now show that any solution starting in
IR"™\ Q,, reaches Q,, in finite time and that any solution in €2;, reaches €; in
finite time. By the invariance property of €2;, this means that any solution
reaches ; = Q in finite time.

Let us define

¢i(zi, e;) = fi(w;) + sate, (Kie;)
Let 2(0) € R™\ ,. As long as z(t) ¢ Q,, the solution satisfies:

;ijn = —€, Sigﬂ(il?n + ¢n71($n71a 6n,1))

which means that z, converges towards —¢,_1(z,_1,€e,_1). Because ¢, is
bounded, z,(t) eventually enters an interval where the saturation is no longer
active. This happens when |z, + ¢n—1(Zn-1,€n-1)| = |en| = £ the solution
enters (2, in finite time.

Next, we show that any solution in €2;,; reaches €2; in finite time. The
solution satisfies

&; = ejp1 — sate, (Ki(xi + di1(wi1,ei-1))) + 9i(Tiva, - -+, 2n)  (2.17)

and as long as z;(t) € Q11 \ 4, (2.17) can be rewritten using Lemma 1 (b)
as:

T = €41 — € Sign(ﬂ«“i + ¢i71($i71, 62'71)) + O(€$+1a ) 672,)
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Because |e;11] < 16(1—111 < ¢, the second term dominates the others while
z;i(t) € Qv \ Q. Hence z;(t) converges towards ¢; 1 until the saturation
stops being active, i.e. the solution has reached ;.

Repeating the argument for each i, the solution reaches €2 in finite time.
Observe that a prescaling of the parameters ¢; can be used to include €2 in an
arbitrarily small compact set containing the origin (this means that practical
stability is achieved for any choice of the K; satisfying (2.16)).

Part (iii) of the proof is direct from the fact that A is Hurwitz. It is
sufficient to take 2 to be included inside A, the region of attraction of the
controlled system without saturation (because € is an invariant set for the
system controlled without saturation). In order to do so, we take e small
enough.

d

The proof of the previous theorem shows why we may use the term slow
control: the derivatives of the variables are successively brought to small
values in order to be able to neglect the values of the g; functions.

When n = 2, condition (2.15) on the parameters reduces to Ky > 16(K;+
D) (in this case, it could be weakened to Ky > 2(K; + D;)). We observe
that the latter condition is stronger than the condition imposed for the local
asymptotic stability, which only requires K5 > D;. This shows that the K;
constants must be chosen large enough not only to ensure local asymptotic
stability, but also to render the designed manifolds near-invariant.

2.3 Examples

Example 4 We will now illustrate our control design on the second example
of (1.2), which contains the bounded feedback term of our running examples
and a rate-limiting feedforward nonlinearity:

{ B1o= izt ot (2.18)

$.2 = U
This system is in the form (2.18) because u®> = 73, so that we can calculate
a globally stabilizing controller. We first calculate the e coordinates:

€1 =T, €y= + xy + sat., (K1)

1—|—:l?1

and the control law is:

u = — sat,, <1 e 5 + T2+ satel(K1x1)>
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with Ky, K, €1, €3 satisfying the constraint (2.15). Noting that M; = 1 and
Dy =1, we take

ee=¢€¢ e=10(K +1)e

The phase plane of the evolution of the resulting control system is illustrated
on Figure 2.1 for the particular choice K1 = K =1, K3 = 32, ¢, = ¢ = 0.05
and e = 1. The solution is simulated for two different initial conditions:
zo = (=5 1)T and zo = (5 0)T. Both those solutions first enter an interval
around the manifold xs+ pf—;% = 0. In that interval, ey is small, which means
that w is small and the u® term does not perturb the z; equation. In fact,
we have ey ~ 0, which means that &1 ~ — sat.,(K1x1). As long as x; is far
from 0, this result in &1 = —e; sign(z1) and x; slowly converges to the origin.
Therefore, the convergence of the complete solution along the manifold is very
slow. Finally, when both x1 and x5 are close to the origin, the convergence

18 exponential.

Example 5 The calculation of the parameters is now illustrated on the bench-
mark system (2.12) with f a bounded function such that ||f'(z1)||ec < D and

g1(wa, x3) = 23 = 13-

Zi?l = fl(ZlTl) +.’L"2+Zl?§
.'i?g = I3 (219)
.'i73 = Uu

The set of constraints (2.16) is:

€6 > Ie(_zz
€y > 16(_33 —+ 2(D1 —+ Kl)El (220)
€s > 2Kse9

which could easily be solved for such a low-order system but becomes more in-
tricate for larger dimensions. Therefore, we rather use the explicit parameter
values that we gave in Theorem 5.

Let us take e, = € small enough and K, = K large enough. We choose
the parameters according to (2.15) with K;y1 = 16(D; + K;) and €; in the
middle of the intervals:

K=K K,=16(D+K) K,=256(D+K)
66 =€ € =10¢(D+K) e =1280¢e(D + K)?

With such parameters, the control law is:

u = - Satlggoe(D+K)2[256(D + K) (.’)33 + sathE(D+K)[16(D + K)(ZUQ
+f1(£l?1) + satE[Kasl])])]
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Figure 2.1: Phase plane of the slow control of example (2.18) with z, =
(=5 1)T and zp = (5 0)T as initial conditions (solid line). The manifold

Ty + 11 = 0 is illustrated (dotted line), as well as the invariant interval
1

around it (between the dash-dotted lines)

We see that both K; and €; parameters are increasing. Such a controller
can be designed to satisfy any rate constraint on the control and on the states.
K must be taken sufficiently large in order to get asymptotic stability. € must
be sufficiently small to be able to neglect the €5 term that will arise because
of the =2 = % term.

We can justify on this example the boundedness condition of Theorem 5
imposed on the f; functions. Indeed, when f; : IR — IR is a C! function such
that lim, , o f(s) = 400 and Je > 0 : Vs € IR : f{(s) > ¢, system (2.19)
cannot be globally controlled to the origin. This follows from the calculation:

L(fu(z1) + z2) fi(z)(fi(@y) + z2) + fi(z1)23 + 3
fitz1)(fi(z1) +z9) = C
e(fi(z1) +x2) — C when fi(21) + 25 >0

where we have used the fact that f|(x;)z2 + z3 is bounded from below by
a negative constant —C'. If the initial condition of the system is such that

VIVl
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€(f1(z10) + x9) > C, the quantity fi(z1) + xa diverges to +oo regardless of
the control law. It means that such initial conditions (z19, ) cannot be
driven to the origin, even if f; is a simple linear function.

2.4 Limitations of slow control

The slow control design proposed in this chapter applies to a restricted class
of nonlinear systems which simultaneously present destabilizing feedback con-
nections and “rate limiting” feedforward connections. The restrictions on the
feedforward connections (to be “rate limiting” rather than “gain limiting” )
and the boundedness of the f; functions (and of their derivatives) have been
justified by means of elementary (that is, scalar) controllability requirements.

A subtler limitation of slow control is the fact that the f;’s cannot de-
pend on the states zq,...,z;_1: the feedback connections are restricted to
be “local” connections around each integrator. Thus our design can yield a
slow control for the second order system

{i71 = fi(z1) + 22
Ty = folw,22) +u

but this does not mean that this slow control law can be “backstepped” to
yield a slow control law for the augmented system

& = fi(z) + 2o
Zi?z = fz(il?l,.’lfg) + 3 (221)
Zi?g = Uu

even if boundedness is assumed for f, and its derivatives. Indeed, the xz;
dependency of f, implies that

es = &3 + fa(x1, x2) + sat,,(Kae)

depends on z;. Our control scheme ensures that, once es is small, it stays
small, and z3 and é3 are small. However, in this case, if e3 is small with
es large, e3 cannot be kept small because a large ©; term appears in the
expression of é3: when f, depends on x;, we cannot guarantee that é3 is
small and near invariance of the manifold es is lost.

This is in contrast with recent bounded backstepping results (Freeman
& Praly 1998, Tsinias 1997) which show that a bounded control law with
bounded rate can be backstepped to yield a new bounded control law with
bounded rate (when all the nonlinearities are bounded with bounded deriva-
tives). The difference with our result is that the bound on the control magni-
tude (or rate) is not a free design parameter in Freeman & Praly (1998) and
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Tsinias (1997). In the present chapter, this flexibility is needed to account
for the feedforward nonlinearities. For this reason, it seems plausible that
the boundedness assumptions of the present chapter do not suffice to achieve
global stabilization of a system as simple as

1 = filz1) +22+g(u), g(0)=0
.’1'32 = fg(.’)fl) + 3 (222)
.’]'33 = U

which violates the structure covered by the present chapter only because f,
depends on x; rather than xz,.

2.5 Robust stabilization of feedforward sys-
tems

Apart from allowing for the stabilization of feedforward systems with expo-
nentially unstable Jacobian linearization, the control law (2.14) also allows
for the robust global stabilization of feedforward systems in a form similar
to (2.13) (see Marconi & Isidori (2000)). The class of systems

( j:l - M1332+91($2,3'33,"',5i3mﬂ)

Ty = foT3+ go(T3,r, Tp, )
: (2.23)

Tpo1 = Hn—1Tpn + 9n—1(i’m M)

Ty = HnU

\

where y; is an uncertain, positive, time-varying parameter (0 < puf < y; <
pd, with uF and pY positive constants), and the feedforward nonlinearities
are locally Lipschitz. The designed control law then has to be essentially
robust to uncertainties on the gain at the input of each integrator. The
control law

u(z) = — sate, (Knen)

where

€1 = I1
e, = x;+ sat, (K; 1e; 1) forie{2,--- ,n}

with a suitable choice of ¢; and K, globally stabilizes the uncertain feedfor-
ward system (2.23). This choice of ¢; and K is similar to the one given in
Lemma 1, and a p-scaling of the ¢; parameters then ensures global stability.
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The proof relies on the small-gain theorem of Teel (1996): considering the
closed-loop system

;

Ty = WT2 + 0
Ty = W23 + V2
Tp1 = Mn—1Tn + Un—1
| T = pau(T)
it is shown that the gain between the inputs v; and the outputs g;(&j41,- - -, &n)
can be arbitrarily decreased by taking ¢ small enough. Therefore, once the
outputs g;(Zj11,- -, ,) are fed back into v;, global asymptotic stability is

ensured by taking ¢ small enough.

2.6 Conclusion

We have considered the stabilization of structured systems: systems in feed-
back and feedforward form, and shown that the combination of both types of
interconnections could lead to obstacles to stabilizability because the gain-
limitation introduced at each integrator by the feedforward interconnections
can be incompatible with the gain requirement of the feedback interconnec-
tions. Our result, which was published in Grognard et al. (1999), introduces
a design that could be applied to a class of systems which simultaneously
present “destabilizing” feedback connections and “rate limiting” feedforward
connections. Under the restriction that the feedback connections are “local”
connections around each integrator, a slow control design has been proposed
which enforces a slow convergence towards a nested sequence of manifolds,
the last of which is a stable manifold of the closed-loop system. Near invari-
ance of the successive manifolds is achieved by allowing for enough gain in
their neighborhood, yet keeping the control slow in the entire state space.
The solution slowly evolve in the state-space; this control law only pursues
stability without performance considerations. We have made a first step to-
wards a solution of the problem of robustness of control laws for feedforward
systems to the presence of feedback terms.
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Chapter 3

Improving the performance of
low-gain designs for bounded
control of linear systems

The design of feedback control laws for linear systems subject to magnitude
constraints on the control variable,

&= Az + bu v e R, |lu<1 (3.1)

has long been recognized as a significant nonlinear control problem, and has
given rise to the control methods exposed in Chapter 1. Notably, low-gain
control laws have been designed to stabilize the origin with large regions of
attractions. In Teel (1995) and Lin et al. (1996), such control laws have been
developed from the algebraic Riccati equation, so that they have the form
u = —bT P(¢)z; in this chapter, we will work on control laws based on that
form. In such designs, the tuning of the low-gain parameter € involves two
conflicting objectives: on the one hand, large regions of attraction require
small values of € > 0 so that the input bound is never attained along the
solutions. Obviously, this leads to cautious designs, resulting in slow conver-
gence. In contrast, local performance dictates a larger value of €, resulting
in a reduced guaranteed region of attraction. Two approaches have been
taken in the literature to obtain more aggressive designs: gain-scheduling
and low-and-high gain techniques.

Based on the rationale that a small value €; is needed far from the origin
for stability and that a larger value e¢; (= 1 without loss of generality) is
needed close to the origin for performance, a scheduling of the parameter
was first introduced in Megretski (1996): for each value of € € (0, 1], a level
set of a Lyapunov function is used as estimate of the guaranteed region of
attraction. The scheduling consists then in a choice of ¢(z) such that, at
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every point, x lies on the boundary of the guaranteed region of attraction for
the system steered by the controller u = —bT P(e)z with € fixed. However, in
most cases, such a design never makes full use of the available actuation.

The high-and-low gain method of Saberi et al. (1996), which explic-
itly uses the infinite gain margin of Riccati based linear control laws u =
—bT P(¢)x, consists in multiplying this control law by a large constant k& > 1
in order to achieve a better use of the available actuation without modifying
the guaranteed region of attraction. This control law, u = — sat(kb” P(¢)z),
results in a fast convergence of b7 P(€)x to 0 (with u = +1), followed by
near invariance of the manifold b” P(e)z = 0. The rate of convergence then
strongly depends on the behavior of the system on this manifold. We will
show, on an example, that this rate can be slow.

The observation of the shortcomings of those methods and that time-
optimal control can be much faster motivates the introduction of the new
gain-scheduling of Grognard et al. (2000a). Choosing an initial controller
that ensures a sufficiently large region of attraction and a final controller
that ensures good local performance, our objective is to design a schedul-
ing ensuring the fastest possible transition between these two extreme con-
trollers along the closed-loop solutions, while ensuring the satisfaction of the
constraint. This is achieved by a constrained pointwise maximization of €;
Megretski (1996) enforces such a maximization with the form of the controller
fixed to u = — sat(kbT P(e)x). We will present a different form of transition
that ensures such a maximization with an invariant other than the form of
the control law.

The choice of this invariant results from the observation that the high-
and-low gain philosophy enforces bT P(¢)x ~ 0 after some time, while € is
chosen small enough such that [bTP(e)x| < 1 in the guaranteed region of
attraction. The mismatch between what eventually occurs (b” P(e)z ~ 0) and
what is checked (|b” P(e)z| < 1) indicates that the choice of € is conservative,
and that improvement can be brought by changing criterion. Our criterion
checks that z lies in a region of the state space where invariance of the
manifold b7 P(e)x = 0 can be forced with |u| < 1. Through that criterion,
that is more relevant to the actual behavior of the system, a larger ¢ can
be used in a larger region of the state-space, and é can be chosen to be
larger so that € = 1 is reached earlier. The invariant of our scheduling is
then b P(€)z = 0. An analytical example and simulations suggest that these
heuristics lead to accelerated convergence of the closed-loop solutions.

This chapter is organized as follows. In Section 3.1, we expose conditions
for the global stabilizability of linear systems with bounded input. Low-gain
designs are then exposed in Section 3.2. The general algorithm is presented
in Section 3.3, while the design of the scheduling controller is detailed in Sec-
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tion 3.4. Closed-loop convergence and performance considerations are given
in Section 3.5. The algorithm is then illustrated on the double and triple
integrators in Section 3.6 and 3.7, with a comparison with the earlier scheme
proposed in Megretski (1996) and the time-optimal solution. In Section 3.8
and 3.9, we extend this result to linear systems with amplitude and rate
limited input and to linear systems with affine constraints. Finally, we give
some conclusions.

3.1 Global and semiglobal stabilizability

A simple example shows that all linear systems are not globally stabilizable
when u is bounded. Let us consider the first order system

T=z+u (3.2)

with the constraint |u| < 1. If |2(0)| > 1, the solution obviously diverges to-
wards 00, for any choice of bounded control u(¢). Only the initial conditions
inside the open interval (—1, 1) can be driven to the origin with bounded con-
trols. The system is therefore not globally controllable to the origin, which
means that it is certainly not globally stabilizable.

This notion leads to the following definition

Definition 6 The domain of null-controllability N'C is the set of initial con-
ditions x(0) for which there exists a control law u(t) (defined fort € [0,T])
such that |u(t)| <1 for allt and x(T) = 0.

In the example, the domain of null controllability is the interval (—1,1).
In this chapter, we will focus on systems whose domain of controllability
is the whole state-space; those systems are said to be asymptotically null-
controllable. A characterization of asymptotically null-controllable systems
is given in Schmittendorf & Barmish (1980).

Theorem 6 (Schmittendorf & Barmish (1980)) System (3.1) is asymp-
totically null-controllable iff

1. the pair (A,b) is stabilizable
2. all eigenvalues of A have non positive real part.

The origin of such systems is then globally stabilizable with saturated
smooth feedback:

Theorem 7 (Sontag & Sussmann (1990)) For system (3.1), the follow-
g two conditions are equivalent:
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1. there is a smooth feedback k : R" — IR, k(0) = 0, so that zero is a
globally asymptotically stable equilibrium for the closed-loop system

&= Az + b sat(k(z))

2. system (8.1) is asymptotically null controllable.

Those two theorems ensure the existence of a saturated smooth, globally
stabilizing, feedback when the conditions of Theorem 6 are satisfied. In
general, this feedback control law cannot simply be a saturated linear control
law (Fuller 1969), and, in particular, this negative result is already valid for
as simple a system as the third order chain of integrators. Therefore, globally
stabilizing control laws need to be nonlinear (e.g. Teel (1992a)). In contrast,
Lin & Saberi (1993) have shown that semiglobal stabilization by linear state
feedback can be achieved through pole-placement under the conditions of
Theorem 6.

Assumption 1 In the remainder of this chapter, we will only consider asymp-
totically null controllable linear systems with bounded input.

3.2 Explicit low-gain designs and tuning of
the parameter

This section is devoted to the study of saturated linear low-gain control laws,
which are in the form

u = — sat (b" P(e)z) (3.3)
based on the quadratic Control Lyapunov Functions
V(z,€) = 2" P(e)x

The control law is given as an explicit function of z, so that such a low-gain
design is said to be explicit.

The e-family of control laws (3.3) can be generated in various ways; one
method (see Teel (1995) and Lin et al. (1996)) uses the Riccati equation

P(e)A+ ATP(e) — P(e)bb" P(e) = —Q(e), € € (0,00) (3.4)

with Q(e) > 0 (positive definite), continuous, such that lim. .o Q(e) = 0
and %ﬁe) > 0. The Riccati matrix P(€) generated from this equation then
satisfies
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Lemma 2 [Lin (1998)] If (A, b) is asymptotically null controllable then

1. For all e € (0, 1], equation (3.4) has a unique solution P(e) > 0, which
is such that A — bbT P(¢) is Hurwitz;

2. lim,_,o P(e) = 0;

dP (e
3. 20

> 0 and is solution of the Lyapunov equation

dP(e)
de

(A= BT P(e)) + (A - bbTP(e))TdZ EE) _ _d?zie)

The choice of Q(¢) that will ensure the best behavior of the closed-loop system
is an inherent part of the design problem; it is not generically solved in the
literature, and it is not tackled here. Therefore, unless the structure of the
system suggests a particular choice that would ensure an easy calculation of

P(e) (like in the example below), there is no reason to make another choice
than Q(e) = el.

Remark 1 Megretski (1996) suggests a simplified construction of P(€) based
on the Riccati inequality:

P(e)A + ATP(e) + P(e)W2P(¢) — P(e)bb" P(e) < 0 (3.5)

with W > 0 a symmetric matriz. The advantage of (3.5) is that, if the region
of attraction is only required to contain a given compact set 2, one does not
need to explicitly solve the Riccati inequality for every e: one can calculate a
solution Py of (3.5) such that u = — sat (bTPO:v) ensures §) to be contained in
the region of attraction, as well as Py (> Py) such that u = —b" Pz ensures
satisfying local performance. Then the matriz:

Ple)=[1—e) P +eP Y™ ec0,1] (3.6)

is solution of (8.5), with A — bb" P(e) Hurwitz for all ¢ > 0, and dl;ge) > 0.
This construction leads to a control law that quarantees semiglobal stabiliza-
tion only inside 2. It is useful for practical implementation, because it does
not require the online solution of the algebraic Riccati equation (3.4). The
resulting function P(€) is an interpolation between Py, which is chosen for
stabilization, and Py, which is chosen for performance. Despite the imple-

mentation advantage of such a choice, we use (3.4) in the remainder of this
chapter to build P(e).
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For a fixed ¢ > 0, the maximal level set inside which |oT P(e)z| < 1 pro-
vides a guaranteed region of attraction for z = 0. The choice of applying the
control law only inside this level set V' (x,¢) < V(€) is the main source of con-
servatism of the Lyapunov methods because the actual region of attraction
is usually much larger. This level is the solution of the optimization problem

V() = mingegn 2TP(e)x

s.t. V'P(e)r =1 (3.7)

(with the absolute value superfluous because of symmetry), which yields:

b
~ bTP(e)b

Te
and [T P(€)z| < 1 within the set

n| T 1
T(e) ={x € R"|z" P(e)x < bTT(e)b}

Finding €(xy) then amounts to look for the largest e such that zg lies within
the set 7 (e), that is:

¢(x0) = max{n € (0,1] : (5 P(n)zo)(b" P(n)b) < 1} (3.8)

With the choices (3.4), we have dzge) > 0, and large regions of attraction
require small values of the parameter ¢ > 0. As a consequence, the resulting
design is “cautious”, that is, it uses little actuation near the origin and makes

the convergence slow.

High-and-low gain A first improvement of the above low-gain design is
the “high-low” gain modification based on the observation that the control
laws (3.3) have infinite gain margin. As a consequence, the region of attrac-
tion achieved with the control law u = — sat(kbT P(¢)z) still includes the set
T (¢) with any gain k£ > 1. The limiting case for k& — oo results in the sliding
mode control

u = — sign(b” P(e)x) (3.9)

In this situation, full actuation is used throughout. However, the motion
along the sliding surface b P(€)x = 0 induces chattering and can be very
slow when e is small. This will be illustrated on the following example.
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Example 6 The high-and-low gain philosophy is now illustrated on the dou-
ble integrator:

Ty = X
{ Ty = wu lu| <1
The simplicity of this second order system allows for analytical calculations:
if we consider that the behavior obtained with the pole placement in #
(which is achieved with Q = I) is satisfying, we can solve the Riccati equation
(8.4) with:

Qle) = < Eg ’ ) (3.10)

(where we do not use Q(€) = €l in order to obtain simpler expressions). This
results in the Lyapunov matriz:

and the family of low-gain controls is then:
u=—bTPle)x = —®x; — v/3ex, e>0

which is a typical low-gain control for second order systems in Brunovski
form.

When the high-and-low gain control law (3.9) is applied, b” P(e)x con-
verges to zero, and the solution slides along

€
To = —%xl

while u chatters between +1 and —1. The equivalent control (Utkin (1992))

to the chattering inducing the sliding is then

ET2
U= ——==

V3

which places the poles of the closed-loop system in 0 and —%. The pole

corresponding to the convergence to the origin is —%. If € is small because

z(0) is large, the system then evolves slowly once b" P(e)x ~ 0 (even when
k = +o00). In this chapter, we will introduce an alternative to the choice (3.7)
of V(€) so that the region of attraction corresponding to € is enlarged. This
i turn indicates that larger values of € can be used for identical quaranteed
regions of attraction. We will illustrate this for e = 0.5 of Figure 3.1. For
€ fized, the guaranteed region of attraction of the high-and-low gain control
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law is T(e) = 2TP(e)x < ﬁ (dashed ellipse) inside which solutions are
forced to bT P(€)x = 0 (solid line) where convergence takes place to the origin.
The level of T (€) is determined by the fact that |b" P(e)x| = 1 at the stars
on its boundary. If, instead, invariance of the manifold is considered to
determine the level set, we will show that the guaranteed region of attraction
is 2T P(e)x < 67‘/5 (dotted ellipse) and bT P(e)x = 0. The level of this region
15 fized by the control that guarantees invariance of the manifold, which is
equal to 1 at the +. Instead a criterion on the whole two dimensional state-
space, we check a criterion in one dimension, the dimension of the manifold
b"P(e)x = 0. The problem of reaching this manifold is treated in the next
section.

Figure 3.1: The manifold " P(0.5)z = 0 is drawn (solid line). Both the high-
and-low-gain method and the invariance checking method force the solution
to follow this manifold. This can be achieved in the dashed level set for
the high-and-low gain method because [bT P(0.5)z| = 1 at the stars. On the
other hand the control that ensures invariance of b7 P(0.5)x = 0 reaches 1 at
the 4, and define the admissible level set for the invariance checking method
(dotted ellipse). The rate of convergence corresponding to € = 0.5 can be
achieved in a much large region

Scheduling The idea that € should be small far from the origin (for sta-
bility) and larger near the origin (for performance) suggests that the per-
formance of low-gain designs will improve with an on-line adaptation of e.
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Megretski (1996) proposes the choice
e(z) = max{n € (0,1] : (2" P(n)z)(b" P(n)b) < 1} (3.11)

which corresponds to an online adaptation of the rule (3.8). It is shown in
Megretski (1996) that V(z,e(z)) then decreases along the solutions in the
region of attraction, which is the entire state space.

If the initial condition is far from the origin, the parameter e(z) will
be initially small. However, it will increase as the solution approaches the
origin. This gain scheduling can be stopped once € has reached a value judged
acceptable for local performance (e = 1).

The design flexibility of multiplying the control law by any gain £ > 1 can
be combined with online adaptation of €, a gain k proportional to % being
suggested by Lin (see e.g. Lin (1998)).

In the next section, we will develop a scheduling inspired by the observa-
tions made on the high-and-low gain design and forcing the fastest possible
transition from the stabilizing controller (v = — sat(kb” P(ep)z)) to the per-
forming controller (u = —bT P(1)x).

3.3 Implicit low-gain design

The online adaptation of € presented in this section is different from (3.11).
It is based on the following observation, made in Example 6: multiplying
the low-gain control law by a large gain, in order to better use the available
actuation, enforces the near-invariance of the subspace ker b’ P(e), at least
in a neighborhood of the origin. In this region, making this subspace truly
invariant will be less conservative and more relevant than ensuring V <0in
the entire set 7(e). As a consequence, € will be allowed to increase faster
along the solutions. This suggests the following procedure in three phases:

e Controller 1: Reach the subspace ker b” P(¢) for some € > 0 in a region
such that the invariance condition b7 P(€)x = 0 can be ensured for all
future times with |u| < 1 (this can simply be achieved using low-and-
high gain);

e Controller 2: Increase ¢ as fast as possible while maintaining b” P(¢)z =
0 and at the same time ensuring that, if the adaptation of € is stopped,
the control invariance of b P(e)x = 0 can be achieved with |u| < 1;

e Controller 3: Once x reaches T (1), apply u = — sat(kb” P(1)x), which
ensures asymptotic stability of the origin in 7 (1) and the desired local
performance.
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The scheduling, which is the main contribution of this chapter, consists
in Controller 2. It requires to be preceded by Controller 1 because it is not
always possible to find € such that 8" P(e)z = 0 is satisfied and can be made
control invariant with |u| < 1. Controller 1 steers z(¢) in such a region (that
we will denote Q).

Controller 2 is termed implicit because the control law does not explicitly
appear in the defining equation b P(e)z = 0. It is important to observe
that, when Controller 2 is applied, the function V'(z, €) is no longer ensured to
decrease along the solutions. This feature justifies the need for the limit value
€ = 1, which ensures that ¢ cannot drift away to +o0o without convergence of
x to the origin. It also appears to be crucial for enabling a faster adaptation
of e.

A key point in this procedure is to characterize a reasonable set of ini-
tial conditions that can be steered to the origin under the two constraints
bTP(e)z = 0 and |u(t)] < 1. For a fixed € > 0, invariance of b P(¢)x = 0
is sufficient to have convergence to the origin because ker b P(e) is a stable
manifold (Anderson & Moore (1971)). Indeed,

V = 2" P(e)Ax + 2" ATP(e)z + 22T P(e)bu = —27Q(e)z < 0
because 22T P(e)bu = —xT PbbT Px = 0.
The following proposition identifies the set inside which b P(¢)x = 0 can
be kept invariant, for € fixed, based on the quadratic Lyapunov estimate of
the region of interest:

Proposition 1 Let € > 0, the set

Qc = kerbP(e) N {x | a(r, ) < g(e)}
= kerbTP(e)N{z | V(z,e) < V(e)} (3.12)

with
q(z,€) = (" PAP* AT Pb)(b" Pb) — (b" PAb)*) (2" Px)
g(e) = (b" Pb)’

(b"P(e)b)?
(b7 P(e) AP ()~ AT P(€)b) (b7 P(e)b) — (b7 P(e) Ab)?

V(e) =

can be made controlled-invariant with |u| <1
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Proof: Invariance of the subspace ker bT P(e) is achieved under the condi-
tion:

% (b7 P(e)z) = b7 P(e) Az + b" P(e)bu = 0

This imposes the control

_ b'P(e)Ax
~ BTP(e)b

When ker b7 P(¢) is A-invariant, the whole subspace ker b P(¢) can be made

controlled invariant with u = 0 (< 1). Also, A-invariance implies b” P(e) =

ab” P(e)A for some a # 0. Then g(z,¢) = 0 and 2, = ker b" P(e).
Otherwise, we look for the maximum level V() of the Lyapunov function,

such that, when V(z,€) < V(e) and b7 P(e)x = 0, we have |%((3’:m| < 1

This amounts to find the minimal level set where the bound |%((3’:x =1
is attained when b7 P(e)z = 0, that is:
V(e) = mingepn 27 P(e)x
s.t. b P(e)Az = bT P(e)b (3.13)
bVI'P(e)z =0

Note that the absolute value in the first equality constraint is superfluous
because of symmetry. The Linear Quadratic problem (3.13) has a unique
solution, given by

2(e) = (b7 P(e)b)2P(e) ' AT P(€)b — (b7 P(e)b) (BT P(e) Ab)b
(b7 P(€) Ab)* — bT P(€)b(b P(e) AP (€) " AT P(e)b)

where (b7 PAb)? — bTPo(bT PAP *ATPb) < 0 when ker b” P(e) is not A-

invariant. This results in

V() = ()" P(e)x(e)

which concludes the proof. O

Remark 2 The property that

(bT P(e)AP(e) L AT P(€)b) (bT P(€)b) — (b P(e) Ab)* > 0
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if and only if ker bT P(¢) is not A-invariant can be deduced from the Cauchy-
Schwartz inequality. Indeed, defining the scalar product < .,. >p-1 on IR"
as

<y, Y2 >p1=y; Py,

the Cauchy-Schwartz inequality gives

<y1,y2 > < |yillp-all9ellp-
with the equality being satisfied if and only if y1 and yo are collinear. If we
particularize this inequality with y; = bT P(€)A and yo = bT P(e), this yields:
(b" P(€)Ab)> < (b P(e)AP(e) " A" P(e)b)(b" P(e)b)
and the equality is only valid if y, = b" P(e)A and y> = b P(€) are collinear,

that is if ' P(e)x = 0 < bTP(e)Az = 0, which is equivalent to ker bT P is
A-invariant.

Presumably, the additional constraint of

V(e) = mingegn TP (e)x
s.t. bT P(e) Ax
b'P(e)x =

= bTP(e)b
0
compared to

V(e) = mingegn xTP(e)x
s.t. VIP(e)r =1

ensures a larger value of the level V(¢) for the invariance criterion compared
to the bound on the control law, so that similar performance can be obtained
inside a larger level set.

In the following, we denote € = Uc(9,11€2. This is the set inside which
we will check invariance of b7 P(e)z = 0 while maximizing é¢. We will now
define this set more precisely:

Q={r € R"|Fe € (0,1]: " P(e)xz = 0 and V(z,¢) < V(e)}

The first phase of the algorithm consists in bringing z inside the region €.
We then define a second controller inside (2. Because {2 does not need to
be an open set, there can be a problem of definition of the solutions on the
boundary of 2. We will now characterize the elements of the state-space that
can be on that boundary. From the definition of €2, it directly appears that,
when € = 1:

{z € R"|p"P(1)z =0 and V(z,1) < V(1)}
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or V(x,e) = V(e):

{z € R"|3e € (0,1] : ' P(e)z = 0 and V' (z,¢) = V(e)}
the corresponding x can be on the boundary of 2. However, those are not the
only possible candidates: when b P(¢)z = 0 and V(z,€) < V(e), to a small
variation of x must correspond a small variation of € such that b" P(e)z = 0

stays satisfied: if it is not the case, x can be on the boundary of 2. These
small variations result in:

bT(il—vade +b" P(e)dz =0
€

If bT‘fi—I:a: # 0, any small variation of x can be compensated. Otherwise x can
be a candidate to be on the boundary. In summary, if z is on the boundary
of 2, we have:

— dP
e=1 or V(z,e)=V(e) or de—a: =0
€

The proposed algorithm can be more precisely expressed as:
e Controller 1 (stabilizing controller): Steer zq to the interior of Q with
the static state feedback:
U = — sat(kngP(eo)x) ko >>1 O<e <1 (314)

This controller has a guaranteed basin of attraction T () that can be
made arbitrarily large by selecting €, small enough.

e Controller 2 (scheduling controller): for z €  and ¢ € (0, 1], design a
Lipschitz continuous dynamic feedback control law:

u = a(ze)
which maximizes € while making ) invariant, under the constraints
V'P(e)xr=0, |ul<1, €e<1

The construction of controller (3.15) is detailed in Section 3.4. Upon
initialization with z in the interior of  and e such that b P(e)z = 0,
we prove convergence of z(t) to the origin.

e Controller 3 (local controller): For z € T(1) = {z|zT P(1)z < m},
apply the stabilizing feedback u = — sat(b” P(1)x). This controller has
T (1) as guaranteed basin of attraction.

Along a closed loop solution, the control law undergoes at most two dis-
continuities, determined by the switching times between Controller 1 and
Controller 2, then between Controller 2 and Controller 3.
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Initialization of Controller 1 Controller 1 can be initialized for any
x € IR™. Tt suffices to take ¢y small enough. Controller 1 is applied until z
enters () where the scheduling can be implemented.

Initialization of Controller 2 To make sure that Controller 2 is initial-
ized in the interior of €2, it is advisable to check the constraint

Viz,e) < (1—=8)V(e
(S0 o

for e € (0,1) and for some small parameter 6 > 0. With such a choice, x
can only be on the boundary of Q if bT‘“;—EE)x = 0.

Online checking that € €2 is not an obvious task because it requires to
solve the nonlinear equation b” P(n)z = 0. One way to initialize Controller 2
properly is to fix some € > 0 a priori and to wait until z(7T') € Q¢ to initialize
Controller 2 with ¢(7') = €. In fact, T' is guaranteed to be finite if € = ¢y and
u = — sign(b? P(e)x), which is the limit of Controller 1 for kg — oo.

This strategy is feasible, but does not take advantage of the fact that
z(t) will usually enter the set Q before it reaches €.,, which means that this
strategy is too conservative. In order to check if some x belongs to 2, we
first need to find some 7 such that

This nonlinear equation is not easy to solve online; therefore, a first practical
recommendation is to check the condition z(t) € Q,, for a few ¢; in the
interval (0, 1].

Another possible solution to avoid the conservatism consists in still ap-
plying the closed-loop control

u = — sat(kob” P(e(z0))z)

and, given the initial condition zg, solve off-line the nonlinear equation (3.17).
If a positive solution n(zy) exists, keep track of the solution of (3.17) while
Controller 1 is applied, by using the adaptation law:

dv"P(n)x
@I
dt
which gives:
b"P(n)Az — (b P(n)b) sat(keb” P(e(zo))z) + deLWmﬁ =0 (3.18)

dn
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Extracting 7 from (3.18), dictates the evolution of 7. It is then sufficient to
check online whether the additional constraint ¢(z,n) < (1 —§)g(n) becomes
satisfied for 7, at a given time,in which case Controller 2 of the algorithm
can be initialized with € = 7 instead of waiting for b” P(e(xq))r = 0 to be
satisfied. The solution of (3.17) may not exist for z = z, or may cease to
exist along the closed-loop solution z(t), in which case n(t) escapes to infinity
in finite time. In such situations, one will adopt the conservative solution of
checking = € Q. for € = ¢(z¢) and a finite number of € = ¢;.

Initialization of Controller 3 Controller 3 is initialized once x(t) enters
T (1), which is a neighborhood of the origin. In the next section, we will
show that Controller 2 forces z to converge to the origin, which ensures
initialization of Controller 3.

3.4 The scheduling controller

Following the observations made in the previous sections, the scheduling
controller (3.15) that should be implemented is the solution of the following
optimization problem:

max € s.t.

d, r .
%(b P(e)x) =0

uf <1

However, with this choice, ¢ may be unbounded, which may result in un-
wanted discontinuities of the control law. Therefore, an upper bound is
imposed on € < €,,45-

Also, we wish to avoid the boundaries of 2 if z(¢) belongs to the interior
of €2, so that no problem of definition of solutions arises. In order to prevent
¢ from reaching 1, we impose

. émafv
€ < 8ab[0,¢m00] < 5 (1-— €)>

Through that choice, when ¢ > 1 — 4, € cannot increase faster than expo-
nentially towards 1. Finally, when V(z,¢) = V/(€), we impose é = 0, so that

V(z,e) < 0 and the vector fields points towards the interior of Q. This is
imposed by taking:

. émax V -V
R (1 —e€) | satp,uy 57
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We can however not prevent x from reaching the boundary where bT‘fl—’:a: = 0.
The actual scheduling then is:

max € s.t. (3.19)
d 7
—(b" P(e)z) =0 (3.20)
dt
¢ < L(€, émaz) M(V, V) (3.21)
lu| <1 (3.22)
where

L(E) Emaqj) — Sat[o,fmaz] <€’n§ax (]- - €)>

i V-V
M(V,V) = sat —_—
( ; ) Sa [0,1] ( 5V )
The parameters €,,,, >> 1 and 0 < § << 1 ensure the Lipschitz continuity
of the feedback controller inside €2.
For any choice of é, the control law always comes from (3.20), which
results in
bT P(e) Az + deZ—Ee)a:é
bTP(e)b

u =

and one of the constraints has to be active:

e If constraint (3.21) is active, we have
€ = L(€, émaz) M(V, V)

e If constraint (3.22) is active, (3.20) can be rewritten as:

b7 P(e) Az + b7 P(e)bu
¢ = — g
Tde
and the control that maximizes € is u = — sign(bT%)’ which results
in
i P (e)Az — b"P(e)b sign (b7 )

T,
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As opposed to the scheduling (3.11) of Megretski (1996), this scheduling
does not ensure the decrease of V(z,¢€) along the whole solution. However,
we show in the following theorem that V'(z, €) eventually decreases, and that
x(t) converges to the origin. The fact that we allow an increase of V(z,€)
along the solution is probably crucial in the performance improvement that
is observed.

Theorem 8 The solution of the optimization problem (3.19)-(3.22) is

_ b'PAx — bTPb sign(bT 42
¢ = min (L(e,émax)M(V,V),— ! deP“g”( dfx)) (3.23)
——T

de

_0TP(e)Az + deI;—EE):Ué

P (o) (3:24)

u =

When €(0) is such that bT P(e(0))z(0) = 0, the controller (3.23)-(8.24) ren-

ders the origin x = 0 attractive with the interior of (1 as basin of attraction.

Proof: The control law (3.24) is determined by (3.20). In (3.23), € is se-
lected as the minimum value that renders one of the constraints (3.21)-(3.22)
active.

Invariance of Q is direct from (3.20)-(3.21). Indeed, those ensure that
bTP(e)z = 0 and V(x,¢) < V(e) stay satisfied.

A problem of definition of solutions could arise on the boundary of €2
because the vector field is not defined outside 2. Because this vector field
is continuous inside €2, its definition can formally be extended to the whole
state-space through Tietze’s theorem, so that solutions are well defined in
the classical sense on the boundary of Q (invariance of 2 ensures that the
exact knowledge of this extension is not necessary because x(t) never quits

Next, we prove that a solution z(¢) is bounded. The derivative of the
Lyapunov function is

rdP(€)

Viz,e) = —2TQ(e)z + Txé

dP(e€)
de
r < aV(z,€), which implies

Continuity of > 0 on [e, € implies that one can find @ > 0 such that
2T 4P(e)
de

V(e e) < aéV(z,e)
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and
V(z(t), e(t)) < V(zo, €)eho 2

One deduces the upperbound V(z(t),e(t)) < V(z, €9)e*E) for all t > 0,
which guarantees boundedness of z(t) along the solutions.

Next we prove that €(t) is not decreasing along the closed-loop solutions.
Indeed, € = 0 is always admissible. The control law ensuring (3.20) is then

u = %8;“3, which satisfies (3.22) because V (z,¢) < V(e). This guarantees
that €, solution of (3.19)-(3.22), is non negative.

Because €(t) is an increasing function with an upper bound, there exists
€ < 1 such that €(t) converges to € < 1 as t — co.

Invariance of () implies that x(t) converges to the set Q. Bounded-
ness of z(¢) implies that the limit set of z(¢) is compact and invariant, and
that it is contained in the largest invariant set of €2, which is the origin. This

completes the proof. O

Remark 3 The proposed Controller 2 steers every initial condition to the
origin. This steering property is not robust to errors on €(0), since (3.24)
enforces bT P(e(t)x(t) = bTP(e(0))x(0) along the closed loop solution. A
remedy to this lack of robustness is to replace the constraint (3.20) by

d
(" P(e)z) = =(b" P(e)2)
where v > 0 is a damping parameter. It must also be noted that, in the
proposed algorithm, the controller is only required to steer initial conditions
in Q to the set T(1). This property is robust to small errors on €(0), even
with the original constraint (3.20).

3.5 Closed-loop convergence and performance
evaluation

We summarize the convergence properties of the proposed algorithm as fol-
lows:

e With any of the Controllers 1, 2, and 3, the equilibrium x = 0 is an
attractor of the closed-loop system with basin of attraction 7 (ep), €,
and 7 (1), respectively.
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e = = 0 is locally exponentially stable, and for any xy € IR", there exists
€o such that g € T(ep), so that z(t) converges to the origin if the
following switching algorithm is used: apply Controller 1 with €, until
x(t) is in the interior of 2; switch to Controller 2 with €(0) such that
(3.16) is satisfied and apply Controller 2 until z € T(1); then switch
to Controller 3 which guarantees local exponential stability.

Performance evaluation The proposed algorithm is designed to have the
fastest possible scheduling from the “stabilizing controller” to the “local con-
troller”. The heuristics behind this performance criterion are that controllers
u = — sat(kb? P(e)z) are less cautious with large values of ¢ and perform
“better” in that sense. Our algorithm is designed to speed up the transfer
of € from €y to 1 (inside the set Q). As it will be illustrated in Section 3.6,
the set Q extends well beyond 7 (1) and is not confined to a local neighbor-
hood of the origin, which suggests an improvement of the behavior in a large
domain of the state-space. .

Comparing (3.11) and (3.12), the algorithm proposed in the present paper
will accelerate the adaptation of € whenever

1 (b7 P(e)b)?
(TP(e)b) ~ (TP (e)AP(e)LATP(e)b)(bT P(e)b) — (bT P(e)Ab)?

(3.25)

because € will then reach the neighborhood of 1 faster with our algorithm,
which ensures a satisfying behavior earlier. This will be illustrated on two
examples in Sections 3.6 and 3.7.

3.6 The double integrator

The algorithm is now illustrated on the double integrator:

.'i?l = T2
Ty = u lul <1

Like in Example 6, the family of low-gain controls is:

u=—bTPle)x = —®x; — v/3ex, e>0
which is a typical low-gain control for second order systems in Brunovski
form. We consider that the behavior of the closed-loop system is satisfying
when € = 1. The set €2, is characterized by:

6v/3

2y + L — 0 and 2T Pe)x = V3 x? + 262w 20 + V/3ex2 < —= (3.26)
€

V3
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or, equivalently
T2 + o 0 and €l

V3 V3

The boundary of the region € is therefore characterized by

<1

V(z,e) =V(e) : 1+ z2]za] =0 and |zy] > V3
1 T+ £ =0 and |z5] < V3
0 x99 =0

M M

This results in the region €2, which is shaded on Figure 3.2.
For the first controller, implemented only for initial condition outside €2,
we follow (3.14) and use

€(zo)zy
Ve )

u = — sat(ko(z2 +

with

€(zg) = max{n € (0,1] : \/§773:c31 + 2% xo1 202 + \/gms(zm <

1
5!

Figure 3.2: The regions Q (shaded) and 7 (1) for the double integrator in
the (z1, ) state-space. The corner in the boundary at (—3,/3) in the
boundary of the €2 region is due to the transition from the boundary defined

by V(z,€) = V(e) to the boundary defined by e =1
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Depending on the initial condition, Controller 1 terminates when the
solution reaches the axis xs = 0 or the manifold z; + z3|z3| = 0.

For Controller 2, in order to expose the geometry of the solution, we
consider the limit case €,,,, = +00 and 0 = 0. We use the maximum ¢, while
verifying

d €x 3
%(x2+—1):05—+u+—

e When V(z,¢) < V(e) and € < 1:

é = mln{+oo — _\/g Sign(.’lil)—l—eazg } - _ —\/§ Sign(.’l:1)+61:2
_ €xatT1é ’ o i . Z1 (327)
o= TR = — sign(z)

e When V(z,e) = V(e) and € < 1 (that is 71 + za|7s| = 0):

6' — min{o’ _—\/§ Slg::]l'(xl)"‘fva} — O (328)
u = _%\/5:016 = — Sigl’l(l’z)
e When V(z,e) < V(e) and € = 1 (that is z, + 2 =0):
. . —V3 Si N(z1)+z2
{ é = mln{O,.— gxl( I+ } =0 (3.29)
T2+T1€ — T2 )
v VB R

When § = 0, the closed-loop vector field becomes discontinuous on 02
and solutions chatter between (3.27) and (3.28) on 99 (as long as €(t) < 1).
This forces the solution to slide along the manifold z; +23|z2| = 0 and results
in the equivalent control (see Utkin (1992))

. €2
€ = 2v/3
— 1 o
{ u = —3 sign(zz)

The equivalent control is thus the control u = i% that keeps the manifold
T1 + xa|z2| = 0 invariant (this equivalent control is what is used to draw
Figure 3.3). The chattering phenomenon disappears when ¢ > 0.

If no upper bound is chosen for ¢, such that it can diverge towards +oo, a
finite escape time is observed for €, which corresponds to finite time conver-
gence of the solutions to the origin. The resulting control law is reminiscent
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of the time-optimal solution. The control law is bang-bang and the switching
surface is the one of the time-optimal control for a constraint |u| < 1.
If the adaptation of €(t) is stopped once € reaches 1, controller (3.29) is

used, which forces invariance of 22 + % = 0, and convergence of z(t) towards

T(1).

Our implicit control algorithm and the explicit control algorithm pro-
posed in Megretski (1996) can be compared based on the time taken by both
schemes to reach the set 7(1), that is:

V322 + 2zy29 + V325 = (3.30)

1
V3
Indeed, once the solutions are inside this set, their behaviors are identical.
The level set (3.30) is shown on Figure 3.2 and 3.3. The faster convergence of
the present algorithm can be explained by a faster adaptation of € (see Figure
3.3): for a solution to reach the level set (3.30) from the initial condition
(—10,0), the stars indicate that it takes 6.79 for our control algorithm versus
10.25 for the explicit algorithm, to be compared with 5.64 for the time optimal
solution. This results from (3.25), which is satisfied, so that, for a fixed z,
the constraint (3.11) on e, i.e.

TP(e)x = V33 2? + 26125 + V/3exk <
\/_e

is tighter than (3.26) which leads to better performance.

3.7 Simulations

Figure 3.4 shows a simulation of the algorithm applied with €,,,, = +00 and
0 = 0 to the triple integrator:

T = Xy
.’]'32 = I3
T3 = u lu| <1

for the initial condition (1,1,1). The family of low-gain control laws is gen-
erated by the Riccati equation (3.4), with the classical choice Q(e) = eI. An
analytical solution cannot be found as easily as in the previous case, and
the Riccati equation is therefore numerically solved online. Note that for
higher dimensions, this calculation is expensive and justifies the use of (3.6),
as suggested in Megretski (1996).

Figure 3.4 shows a comparison of the implicit algorithm presented in this
chapter with two other control schemes: the time optimal solution (whose
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(21, 22)

Figure 3.3: Phase plane and time evolutions for the double integrator with
initial condition (z19,22) = (—10,0): time optimal method (dotted), ex-
plicit controller of Megretski (1996) with k = £ (dash-dotted) and proposed
implicit controller (solid). Stars indicate the time instants or the points in
state-space at which the solutions reach 7 (1).
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computation is still tractable for this example) and the explicit online adap-
tation from Megretski (1996) discussed in Section 3.2. The online adaptation
is implemented with a large gain (k = %) because it yields superior perfor-
mance in this example. The difference between the three control schemes can
best be seen in the evolution of x;. The convergence of 1 with our method is
intermediate between the time-optimal solution and the explicit solution of
Megretski (1996). As in the previous example, the upper hand of the present
algorithm is also illustrated by the time that it takes for solutions to reach
T (1), the level set

1

T
z P(l)x = P()b

The faster adaptation of €, shown in Figure 3.4 allows for a faster conver-
gence to this level set (7.56, to be compared with 9.83 for the algorithm of
Megretski (1996) and 6.58 for the time-optimal solution, for the initial con-
dition (1,1,1)). This can be explained by inequality (3.25), which is again
satisfied for all € > 0. Finally, observe also that V' does not decrease when
Controller 2 is applied.

Figure 3.4: Control of the third order integrator: time optimal method (dot-
ted), Lin-Megretski’s method with & = % (dash-dotted) and our method

(solid) ((z10, %20, 230) = (1,1, 1))
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3.8 Input magnitude and rate constraints

Adding the rate constraint
|u| S umax

to the input constraint considered in the previous section results in a relevant
problem for which low-gain solutions have been presented in Lin (1997) and
Stoorvogel & Saberi (1999). Both references produce a Riccati based family
of Lyapunov functions. We choose to follow Lin (1997), who naturally takes
into account the integral relation between % and w. The construction of the
one-parameter family of Lyapunov functions uses the extended state-space
model

{ z = Az +bu

U = v

(3.31)

for which the constraints are now simply affine state and input constraints.
The construction of the Lyapunov function relies on the construction of
the Riccati matrix presented in Section 3.2: the Lyapunov function is the
“backstepping” augmentation of the original Lyapunov function (Sepulchre
et al. 1996)

V((z,u),€) = 2" P(e)z + (u + b P(e)z)?
A family of controllers must be constructed such that the time derivative

V = zTPAz + 2T ATPz + 227 Pbu
+2 (u + b"Pz) (v + " PAz + b" Pbu)
= —27Qx — 27 Pbb" Px
+2 (u+ bTPz) (v + bT P Az + bT Pbu + bT Px)

is rendered negative. This is accomplished with the explicit backstepping
controller

- xo(;)

= —(b"PAz + b"PBu+b" Pz + k(u + b" Px)) (3.32)
with £ > 0 or through the implicit specification

K(e) < z ) —u+b"P(e)z =0 (3.33)

which is the limit of (3.32) for k — oo. Like in the previous sections, the
first controller is termed explicit because the control law v is explicitly given
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as a function of the states  and u. The second expression does not contain
v, which will be calculated to force the invariance of this relation. In both
case, the objective is to bring € to 1.

In both cases, estimates of the guaranteed region of attraction must be
computed based on the Lyapunov function V ((x,u),€). The minimal level
set inside which both the amplitude and the rate constraint are satisfied must
be computed. In the explicit case, this results in

7*(e) = min (V' (), V5 (e))

with V¢ corresponding to the minimal level set inside which the magnitude
constraint is satisfied, and Vi’ corresponding to the minimal level set inside
which the rate constraint is satisfied:

VE(e) = minV ((2, Umaz), €)

x

VE(e) = minV ((z,u), €)

(z,u)

s.t. K (e) ( Z ) = Umas

In the implicit case, for € > 0 fixed, invariance of the manifold u = —b” P(€)x
then imposes
v = —bTP(e)Ax — bT P(e)bu

= —b"P(e)(A—bb"P(e))z = GT(e)x
so that V and V7 are now replaced by
Vi(e) = minz” P(e)z + (u + b" P(e)x)?

(z,u)

T _
ot { u+b"Ple)x=0

U = Umaz

which reduces to

Vi(e) = minz” P(e)z

s.t. BT P(€)T = Umao

and, similarly

Vi(e) = minz” P(e)x
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s.t. GT(€)r = Umaz

whose solutions are V{(e) = % and Vy(e) = %‘

The explicit adaptation rule is then in the same form as (3.11). At each
(x,u), the maximal available € is chosen:

e(z(t), u(t)) = max{n € (0,1]: V((z,u),n) < V(n)}

On the other hand, the implicit gain-scheduling consists in maximizing é
under constraints similar to (3.20)-(3.22).

The implicit gain-scheduling (3.33) requires no ‘“reaching phase”, like
Controller 1 of the bounded input case, if one assumes that the initial control
variable u can be freely initialized at the value —b” P(€)z.

The control v and the adaptation rule € are then obtained from a pointwise
optimization similar to (3.19)-(3.22), which results in

max € s.t. (3.34)

d T .
%(u +b" Ple)r) =0

¢ < L(€, émaz) M(V, V)
] < Umaz V] < Umaz

where

L(€7 Gmaav) - Sat[o,emaz} <€n:5am (1 - 6))

i v-v
M(V’, V) = S&t[o,l] <T>

Remark 4 The application of our implicit control algorithm to the extended
system (3.31) results in a control scheme which is exactly equivalent to the
application of an explicit control scheme to the original system by taking both
the amplitude and rate constraints into account. Indeed, the explicit control
law applied on the original system s

u = —b"P(e)x

which, for a given €, can be applied inside a level set of the original Lyapunov
function such that neither the magnitude nor the rate constraint is violated.
This is achieved by taking the minimum of both level sets:

Vi(e) = minz” P(e)z
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s.t. T P(€)T = Umagr

and, noting that

%(bTP(e)a:) = b P(e)Az — bT P(e)bb” P(e)z = G ()

we have:

Va(€) = min 2" P(e)x

xr
s.t. GT(€)r = Umaz

Therefore, the control law v = —bT P(e)x is applied inside the level set
V(z,e) < min(Vi(e),Va(e)), which is ezactly what we obtained with our
control scheme. The implicit algorithm can then be seen as a dynamical
controller:

u = —bTP(e)x
é solution of (3.34)

The application of these adaptation schemes are now illustrated on a
simple example.

3.8.1 Example

On Figure 3.6, we compare the efficiency of different algorithms for the con-
trol of the double integrator with control rate and amplitude constraints:

r1T = T2
Ty = u lul <1, o] <1

with the extension @ = v. Solving the Riccati equation (3.4) with Q(e) as in
(3.10) again results in the Lyapunov matrix:

\/§63 €2
P =
a-(VE
and we arbitrarily consider that the target behavior of the closed-loop system

is for e = 1.
In this case, the explicit controller (3.32) (with J =1 and k =1) is

v = —€(zy 4+ 2x1) — V3e(u + 225) — u
and the implicit controller specification (J = 0 and k = +o00) yields

u+ ez + \/§6x2 =0
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V(e) is calculated and drawn on Figure 3.5 for both the explicit and the
implicit case. We see that, for all ¢ between 0 and 1, V is larger for the
implicit scheduling. This explains why we expect faster convergence with
the implicit gain-scheduling. Our implicit controller never saturates so that
it is clear that there is much room from improvement. We could force u to
saturate by changing the invariance criterion to u + sat(kb? P(€)z) = 0 with
k large. Though this will not influence V;(€), the level Vi(e) will be reduced,
so that € will be smaller; what is gained with £ is lost with e.

Figure 3.5: Evolution of V(e) for the explicit (dash-dotted line) and the
implicit schedulings (solid line)

This expectation is confirmed by the simulations; three controllers are
compared in Figure 3.6:

(i) a fixed low-gain explicit controller (dotted line curves);

(ii) an explicit gain scheduling (dash-dotted line curves);

(iii) an implicit gain-scheduling with 6 = 0 and é,., = +00 (solid line
curves).

The parameter § = 0 results in a discontinuous control law for the im-

plicit scheme. For the initial condition zy = (—10,0), we choose uy =

—b"P(eg)zg = 0.57 (with €, the initial value of € for the implicit algo-
rithm) which ensures that the implicit scheduling is initialized on the man-
ifold u + b P(e)z = 0. As expected, we see that the initial € is larger for
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the implicit gain-scheduling, and that it increases faster. During the whole
simulation, V = V, in the explicit scheduling, which means that the rate
constraint is the limiting value. In the implicit scheduling, V = V; until
e = 0.81, and V = Vj afterwards, that is Ume, is first the limiting value,
and then t,,,,; this transition is especially visible in the change of slope at
€ = 0.81 on Figure 3.5 and in the first discontinuity in the v graph in Figure
3.6. The second discontinuity is due to the interruption of the adaptation
which eliminates the bT%—fxé term in the expression of v. Figure 3.6 shows
that the implicit scheduling allows for a higher peak for x5, which accelerates
the convergence of x; to the origin.

-5 4

0 10

(tu)

20 30

20 30

0.5 2

20 30

(tx,)

05t/

-0.1

10
(t, V(z,¢))

20 30

10

20 30

Figure 3.6: Solution of the controlled double integrator with amplitude and
rate constraint on the control variable (w;e, = 1 and vy, = 1). The ap-
plication of a low-gain control law without gain-scheduling (dotted line) is
compared to a control law with explicit (dash-dotted line) and implicit gain-
scheduling (solid line)
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3.9 Scheduling of parameterized control laws
in the presence of affine constraints

In this section, we will formally generalize the control schemes of the previous
sections to the case of linear systems

&= Az + bu r € R u€eR (3.35)
subject to p affine constraints
Fr+Gu<H (3.36)

with I € RP*", G € IRP, H € IRP.

The input constraints treated in the previous sections are particular cases
of such systems for which the Lyapunov approach can be efficient. The
approach can be generalized to (3.35)-(3.36). In the case of actual state
constraints, a quadratic Lyapunov functions approach can result in very con-
servative results. However, such a generalization can lead to the extension
of our method to meaningful problem in the class (3.35)-(3.36).

The realistic assumption that we adopt as a starting point is that the con-
straints (3.36) are not active locally, so that any smooth stabilizing feedback
satisfies the constraints in a neighborhood of the origin z = 0:

Assumption 2 The origin x = 0 is in the interior of the set defined by
Fxz < H, and u = 0 is in the interior of the set defined by Gu < H.

In order to apply the scheduling presented in the previous sections, we
need to have a one-parameter family of linear controllers of the explicit or
the implicit type available. We will also assume that this family contains an
“initial” controller that ensures a large region of attraction for the closed-
loop system and a “final” controller that ensures satisfying local performance.
The control definitions

u=—-K(\)z or KANz=0 (3.37)
ensure, for each A € (0, 1], the decrease of a quadratic Lyapunov function
V(z,A) = 2" P(\)x (3.38)

along the solutions of (3.35) in the absence of the constraints (3.36) (with
K(X) and P(X) > 0 continuously differentiable). Our design will ensure a
scheduling between the initial and the final controller.

We replace € of the previous sections by A because the family of controllers
does not need to be of the low-gain type, that is K'(\) does not need to satisfy
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limy_,oK (X)) = 0 (which is psychologically implied when using the parameter
€). A procedure to generate families of Lyapunov functions has been exposed
in Section 3.2 for the input magnitude constraints, and in Section 3.8 for the
input magnitude and rate constraints.

As a convention, the value A = 1 will correspond to the target controller
that yields good local performance. However, we will be interested in dealing
with initial conditions z( that initially force a smaller value of A in order to
satisfy the constraints (3.36). Our gain-scheduling design will show how to
adapt the parameter A along the closed-loop solutions such as to guarantee
the fastest possible transition to the target controller while satisfying the
constraints and ensuring convergence to the origin.

3.9.1 Controller gain

We have illustrated, on the bounded input case, that the forms (3.37)

are a valid starting point for schedulings achieving improved performance,
whether the explicit approach v = —K(\)x is chosen, like in Megretski
(1996), or the implicit approach K (A)z = 0, like in Grognard et al. (2000a).
We will now explain in the general case (3.35)-(3.36) the reason why this
distinction is rather important for the proposed gain-scheduling.

By assumption, any fixed controller (3.37) will satisfy the constraints
(3.36) in a neighborhood of the origin. A Lyapunov estimate of this region is
given by the minimum level set V'(\) where one of the constraints becomes
active.

The online requirement V' (z, ) < V() will guarantee closed-loop conver-
gence to the origin, but it is the main source of conservatism in the adaptation
of \.

In the explicit case, V()) is computed as

V(A) = mingegn 2T P(A\)z

In the implicit case, we assume the relative degree one condition K ()b #
0, which was always satisfied in the input saturation case. Therefore, when
A is fixed, the invariance condition K (A)z = 0 is ensured by the control law

K(\) Az
K(\)b
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V(A) is then computed as
V(A) = minge gn 2T P(\)z
Ji - (F, — Gigag)e = H; (3.39)

1.
") KWz =0

In both the explicit and implicit cases, V' ()) results from the minimization
of the quadratic function under affine constraints. Presumably, the addi-
tional equality constraint in (3.39) will result in a larger value V'()), thereby
reducing the conservatism of the Lyapunov estimate.

The specification of the controller through the implicit relation K (A)z =0
may of course pose a problem for the initialization of the control scheme. If
no Ag exists such that K (A\g)zp = 0, an initial phase of the control algorithm
is necessary to bring the solution in an admissible region of the state-space
(see Controller 1 in Section 3.3). This part of the algorithm is somewhat
decoupled from the gain-scheduling problem and will not be discussed any
further in the general case. The local controller (Controller 3) will not be
treated in detail either. In the explicit case, it obviously is v = —K(1)z.
In the implicit case, it has to be a stabilizing controller v = — Kz, which
ensures satisfying local performance.

3.9.2 Gain-scheduling

In this section, we will consider scheduling controllers (like Controller 2 of
Section 3.3) in the more general framework of stabilization of the origin of
linear system (3.35) under the affine constraints (3.36).

Consider the feasibility region 2 determined by

Q={z € R"3\u:z"P(\)z < V(A) and (3.37) is satisfied }

By definition of 2, for any zy € €2 there exists A¢ such that the fixed parame-
ter controller (3.37) yields a decrease of V'(z, \g) and closed-loop convergence
without constraint violation. Our gain-scheduling algorithm will determine
an adaptation rule A > 0 and the accompanying control law such as to max-
imize A along the closed-loop solutions and satisfy the constraints (3.36),
while ensuring the closed-loop invariance of {2 and the satisfaction of

u = —K\)z
T P(A)z < V()) and or (3.40)
0 = KMz

along the solution. Invariance of 2 and the satisfaction of (3.40) along the
solution implies that the adaptation of A can be stopped at any time, the
convergence of z(t) to the origin being then guaranteed by the preceding
argument.
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Explicit controller In the explicit case u = —K(\)z, Q reduces to
Q={z € R"3X:2"P(N\)z <V(\)}

because the additional constraint u = —K (A)z can always be satisfied. In-
variance of the feasible region (2 guarantees that the constraints are satisfied
along the closed-loop solutions because the definition of V' ()\) implies that
Fr — GK(A)z < H when (z,)) € Q.

Invariance of {2 and satisfaction of the constraints is then guaranteed by
the feedback rule, inspired by (3.11):

Mz(t)) = max{n € (0,1] : V(z,n) < V(n)} (3.41)
or through the adaptation rule
max A s.t.

4V (2,A) — V(N), <0if V(z,A)=V())

(3.42)

Rewriting the differential constraint of (3.42) as

0_Vx' + A g A<0

Oz [3)) or),) ~
we see that, for an initial condition (g, Ag) satisfying V' (xq, Ag) = V(Xo), the
adaptation rule is uniquely determined as

: v  [OV LoV .
A= (22 (22 i
N ox),) oz

under the monotonicity assumption

Wéi’ A _ <02§A)>+ >0 (3.43)

Assumption (3.43) was satisfied for the explicit controller in the input mag-
nitude constraint case, and it guarantees a continuous evolution of A(¢), in
which case the feedback rule (3.41) is just the integral form of the adaptation
rule (3.42).

In absence of the monotonicity assumption, the feedback rule (3.41) still
guarantees a monotonic evolution of A(t). This is because, if V(zq, Ag) <

V(Xo), this inequality stays satisfied along the solution, which means that

A(t) can only increase: A = 0 is a feasible solution of (3.42) at any point of
V(zN) (aV(A)
N ax

nuities, and thus a discontinuous control law u = —K(\)x is applied. This

2. In case ) goes through zero, A(t) can present disconti-
+
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discontinuity can be eliminated in the adaptation rule (3.42) by adding a
bound on A and replacing the rule by

(V(z,\) — V(\)y <0if V(z,2) =V(\) (3.44)

which guarantees that u(t) is continuous. The adaptation rule (3.44) will be
used for comparison with the implicit gain-scheduling developed below.

Implicit controller In this case, the feasibility region can be defined as
in Section 3.3: we first define

Qy = ker K(\) N {z]z" P(\)z < V()\)}

and then Q = Uy ¢(o,11.

The adaptation rule (3.41) and (3.44) are no longer valid in the case of an
implicit gain-scheduling. The control law enforcing the invariance condition
K(X)z = 0 is given by

1 0K .
= —— | -KW\Az — ——z) 3.45
" K(A)b( (N Az aﬁ) (3.45)
Because of the additional term %—Ifx}\ in (3.45), the constraints are no longer

guaranteed to be satisfied when z € Q and K(A)z = 0 (which guarantees
that u = —Klé?))\’;x allows for the constraints to be satisfied).

To ensure closed-loop invariance of €2 and satisfaction of the constraints,
the adaptation rule A must now be determined as the solution of the pointwise

maximization

max)\ s.t.
d(K(\z) =0 )
A < LA Aoz ) M(V (2, M), V(X))
Fr+Gu<H

(3.46)

where

\ )'\max
L()\, )\max) - Sa;t[o’)\maz} ( 5 (]_ - )\))

] 7oV
M(‘/, V) = Sat[g’l] <T>
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which is directly derived from (3.19)-(3.22). It must again be emphasized
that the solution A = 0 is feasible at any point of €2, which ensures that
the solution of (3.46) is non negative. The bound Apa(> 0) is arbitrary,
but prevents jumps in the evolution of A(t) and guarantees that the control
(3.45) is Lipschitz continuous. Like in the bounded input case, the implicit
gain-scheduling is designed to allow for the parameter A to converge towards
1 as fast as possible, while maintaining invariance of €2.

The next theorem guarantees closed-loop convergence of z(t) to the origin
for both the explicit and implicit gain schedulings, which is a direct adapta-
tion of Theorem 8.

Theorem 9 Consider a family of Lyapunov functions
V(z,\)=2z"P(\)x X € (0,1] P(\) >0

whose time derivative, with X fized, along the solutions of the linear sys-
tem © = Az + bu is rendered negative definite by the explicit control law
u = —K(AN)x or through the invariance condition K(A)xz = 0. Then, the
adaptation rule (3.44) with

u=—-K(\)x (3.47)

guarantees convergence of x(t) to the origin fgr any solution with initial con-
dition zg € Q and Ay satisfying V (zo, Ao) < V(Xo). Likewise, the adaptation
rule (8.46) with

w= ﬁ <—K(A)Am _ %M) (3.48)

guarantees convergence to the origin of x(t) for any initial condition o € Q

and N\g satisfying V(x¢, o) < V(o) and K()\g)zo = 0.

Proof: In the explicit case, (3.44) ensures that the feedback control law
u = —K()\)z is Lipschitz continuous in time and that V' < V stays satisfied,
so that ) is invariant.

In the implicit case, the choice (3.46) guarantees that K(A)z = 0 and
V(z,\) < V() stay satisfied, so that Q is invariant.

Let us suppose that A(t) does not reach the target value Ay = 1 in finite
time (for both the implicit or explicit algorithm). A(¢) is then an increasing
function with an upper bound; therefore, there exists A < 1 such that ()
converges to A < 1 as t — oo. The derivative of the Lyapunov function
V(z, A) is:

dP())

N A

Ve, \) = 2T P\ Az + 2TATP(N)a + 22T P(\)bu + 2T
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with u satisfying (3.47) or (3.48). In both cases, one has
Vi(z,\) = —zTR(\)z + T S(\)zA (3.49)

with R(\) > 0. Continuity of S(\) on [Ag, A] implies that one can find a > 0
such that 2T7S(\)z < aV(x, ), which results in

Vi(z,\) < aAV(z, \)
and
V(z(t), A(t)) < V(zg, Ag)eho @A

One deduces the upperbound V (z(t), A()) < V(zg, Ag)e®? ) for all t >
0, which guarantees boundedness of z(t) along the solutions. Let us now
suppose that x(t) does not converge to x = 0 as t — co. Integrating (3.49)
yields

V(z(t), A(t)) = —/0 :z:(T)TR()\(T)):z:(r)alr+/0 z(T)TSN(T))z(T)A(T)dT

Taking the limit for ¢ — oo, the first term diverges to —oco and the second
term is finite (because 27S(A\)z < aV(zp, Ao)e®® ) and [ A(r)dr =
A — Xo). This is in contradiction with the positiveness of V. We conclude
that z(¢) converges to the origin, even when A(¢) does not reach 1 in finite
time.

In the implicit case, A(t) is designed such as not to reach 1 in finite time,
so that x(t) always converges to the origin.

In the explicit case, either A(t) does not reach 1 in finite time, and we have
shown that z(t) — 0 or A(t) reaches 1, and v = —K(1)z ensures asymptotic
stability of the origin. a

3.10 Conclusion

In this chapter, we have introduced a new control algorithm aimed at im-
proving the control performance of linear systems with bounded input. Start-
ing from existing explicit low-gain designs u = —b” P(€)z with infinite gain
margin, it takes advantage of the fact that, with high gain, the condition
bT P(e)z =~ 0 holds after a finite time. We explicitly use this observation in
the adaptation rule €, which leads to less conservative designs. Our design
can be seen as a sliding mode design for which the sliding surface is calcu-
lated online. This result is presented in Grognard et al. (2000a). We then



88 CHAPTER 3. BOUNDED CONTROL OF LINEAR SYSTEMS

have extended this implicit scheduling to the computation of an efficient con-
trol law for the stabilization of linear systems with input amplitude and rate
limitation. Finally, we have generalized the scheduling methods of Megretski
(1996) and Grognard et al. (2000a) to linear systems with affine constraints
(see Grognard et al. (2000Db)) .

For a given family of Lyapunov functions, two schedulings have been com-
pared: an explicit gain-scheduling based on the control law u = —K (\)z and
an implicit gain scheduling based on the invariance condition K (A)z = 0.
They allow for the satisfaction of both stability and performance specifi-
cations for the control of linear systems subject to affine constraints. The
Lyapunov-based scheduling provides online interpolation between an initial
controller chosen from stability specifications and a target controller, chosen
for local performance.



Chapter 4

Dynamical systems that
compute time-optimal
switchings

In this chapter, like in Chapter 3, we will consider the problem of steering
a solution from an initial condition 2z to the origin for single-input linear
systems

z2=Az+bv (4.1)
subject to the input constraint
ol <1

We have shown, in the previous chapter, that feedback control laws v(z)
could be designed to efficiently stabilize the origin of system (4.1). Moreover,
the utilization of closed-loop control ensures robustness of this convergence.
However, it has also appeared on examples, that the resulting solutions con-
verge to the origin much slower than the solutions obtained with open-loop
time-optimal control.

Also, we have shown in Chapter 1 that performance of open-loop optimal
control and robustness of closed-loop control can be achieved by nesting the
optimal control problem into an MPC scheme. This requires the possibility
of efficiently computing the open-loop optimal control law online for any
given initial condition zy. We will focus on that problem in the special case
of time-optimal control.

The switchings of the time-optimal controller occur on so called “switch-
ing curves” in the state space. The computation of those curves is equivalent
to computing a feedback control law v*(z). For second and third order sys-
tems, this synthesis can easily be achieved through the analytic calculation
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of those switching curves. For larger dimensions, this calculation quickly
becomes untractable, and the calculation of the time-optimal controller has
to rely on numerical algorithms. This justifies the use of an MPC scheme
instead of directly tackling the design of feedback time-optimal controllers.

Time-optimal control is especially well-suited for MPC implementation.
Indeed, if v*(¢) (t € [s,T7]) is the solution of the time-optimal control prob-
lem with z(s) as initial condition, then v*(¢) (t € [s+ 7,T*]) is the solution
of the time-optimal control problem with z(s + 7) as initial condition in the
absence of disturbances and inaccuracies. On the other hand, if disturbances
are present, v*(t) (¢t € [s+ 7,T*]) will be a good initial guess for any algo-
rithm that attempts to compute the time-optimal solution with z(s + 7) as
initial condition.

The challenge then consists in designing efficient iterative schemes to com-
pute the time-optimal control law v*(¢) for any given z,. Several gradient-
based iterative methods have been proposed since the starting point of the
time-optimal control problem itself (Bellman et al. 1956, Desoer 1959). These
gradient methods are exposed in Section 4.2; they typically iterate on the
adjoint initial or final state together with the time of response (see for in-
stance Neustadt (1960), Ho (1962), Fadden & Gilbert (1964), Gilbert (1964)
and, for a summary of those methods, Plant (1968)). It is known that these
methods are, in general, sensitive to the starting condition (initial guess) and
have poor convergence properties.

In contrast, the algorithms discussed in the present chapter are based on
particular heuristics, to be explained in Section 4.3. They do not require the
computation of the gradient and good convergence properties have been ex-
posed in Yastreboff (1969a), Yastreboff (1969b), and De Dond (2000). They
are based on the following observations concerning time-optimal control.

When the pair (A, b) is controllable, it is well-known from the maximum
principle that the optimal control law v(¢) that steers an initial state z(0) = 2
to a final state 2(7T) = z; in minimum time is bang-bang, i.e. it switches
between the extreme values v = +1 and v = —1.

We see the computation of the time-optimal control as the computation
of the optimal sequence of switchings times 0 =ty < t1,--- < ty = T (where
N — 1 is the number of switchings) or, equivalently, the optimal sequence
of time intervals Z; = t; — tg, Ty = to — t1,...,Zxy = ty — ty_1. In this
chapter, we construct continuous time-systems & = f(x) which ‘produce’ the
optimal sequence Z = (Z1,...,Zn)7, in the sense that they possess a unique
equilibrium at * = 7 and that this equilibrium is asymptotically stable.
These systems are positive, i.e. they are only defined in the open positive
orthant Oy = {z|z; > 0,i=1,---, N} and the dynamics leave this open set
invariant. The main result shows that, when the eigenvalues of A are real,
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and under proper time-scale decomposition, the convergence of solutions to
the desired equilibrium xz = Z can be enforced in a rather transparent way,
through a sequence of nested invariant manifolds. This manifold structure
connects the convergence properties of the algorithm to the geometry of
the time-optimal control problem and supports the excellent convergence
properties that are observed in simulations, even when the time scales are no
longer enforced.

Discrete-time versions of the algorithms investigated in this chapter in-
clude two algorithms previously proposed in Yastreboff (1969a)-Yastreboff
(1969b) and, more recently, in De Dond (2000). No convergence analysis is
proposed in those references but simulations suggest strong (and, in fact,
global) convergence properties. The continuous-time algorithm proposed
here is more amenable to a time-scale decomposition analysis but the ge-
ometry displayed in the present chapter is roughly retained in discrete-time
versions as well.

The main contribution of this chapter consists in the introduction of a con-
tinuous version of the algorithms of Yastreboff (1969a)-Yastreboff (1969b)-De
Dond (2000), the introduction of the particular choice of f; (linear) and the
semiglobal singular perturbation convergence analysis.

This chapter is organized as follows: in Section 4.1, we expose the time-
optimal problem, as well as basic results of optimal control theory that are
necessary for the understanding of this chapter. Section 4.2 is devoted to
exposing some of the existing synthesis methods for our time-optimal control
problem. The heuristics, upon which our synthesis algorithm is based, are
exposed in Section 4.3. In Section 4.4, the main features of the algorithm and
some of its convergence issues are illustrated with an example. In Sections
4.5, the time-scale separation and the convergence of the fast and slow sub-
system of a particular continuous-time version of the algorithm are analyzed,
before putting those analyses together to obtain a semiglobal convergence re-
sult. Implementation issues are discussed in Section 4.6. The application of
the algorithm to systems with complex eigenvalues is then exposed in Section
4.7. Conclusions are given in Section 4.8.
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4.1 Time-optimal control

The time-optimal problem that is treated in this chapter is the following:
given A € R""™ b € IR",zy € IR" with (A,b) controllable, solve

T =minT
s.t. t=Az+bv
2(0) = 29 (TO)
2(T)=0
() <1

4.1.1 Open-loop control

The major breakthroughs in optimal control theory date back to the 1950’s
and 60’s with the definition of Dynamic Programming (Bellman 1957) and
the Maximum Principle (Pontryagin et al. 1962), which still are the basis
of most optimal control designs today. The maximum principle provides
necessary conditions that must be satisfied when a control law is optimal.
Using the definition of the Hamiltonian function

H(n,z,v) =0+ nT Az + n"bv

and the adjoint system

-0 — 0
{720, (42)

which is independent of x, the maximum principle for the time-optimal con-
trol problem 70 then is:

Theorem 10 (The Maximum Principle) Ifv*(t) is a time-optimal solu-
tion of TO with response z*(t) (such that z*(0) = zy and z*(T*) = 0), then
it is maximal, that is, there erists a non trivial adjoint response (n°*, n*(t))
of system (4.2) such that

H(n*(t), 2*(t), v*(t)) = max 5 + n*" Az + " (t) " Bu =0 (4.3)

u €

almost everywhere and n° < 0.
Any optimal control law satisfies the maximum principle; any control law

that satisfies the maximum principle is said to be maximal (not necessarily
optimal).
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Observation of equation (4.3) then indicates that the optimal control
satisfies

) = sl (67 = sien(r O A8 0T E0
_ it ()Th =0 (44
which is independent of the evolution of z because (4.2) is independent of
z. The form of (4.4) indicates that, if n*(0)Te 4! # 0 almost always, v*(t)
is piecewise constant, and it only takes the extreme values of the control
interval (almost always), that is, the controller is bang-bang (it is the case
when the pair (A, b) is controllable). Moreover, all the information about the
controller v*(¢) lies in the choice of n*(0) (and T*). In particular, the number
of switchings depends on the number of roots of 7*(0)7e~4"tb lying between
t=0andt="T"
Two fundamental uniqueness theorems are given in Athans & Falb (1966):

Theorem 11 (Athans & Falb (1966)) If the pair (A,b) is controllable
then the time-optimal control solution of TO is unique (if it exists).

We know from the maximum principle that this controller is maximal. The
next theorem indicates that it is the only maximal controller

Theorem 12 (Athans & Falb (1966)) If the pair (A,b) is controllable
and if a time-optimal controller v*(t) solution of TO exists, there is a unique
mazximal controller (the time-optimal controller).

These theorems show that maximality and optimality are equivalent in the
case of problem 7O. These theorems, coupled with the following theorem,
will prove crucial in our synthesis scheme.

Theorem 13 (Lee & Markus (1967)) Suppose that the pair (A, b) is con-
trollable and that there exists an optimal controller v*(t), solution of TO.

1. If all the eigenvalues of A are real, this controller is bang-bang and
switches at most n — 1 times (from +1 to —1 or from —1 to +1)

2. If all the eigenvalues of A have a nonzero imaginary part, the number
of switches is unbounded in the sense that, for any specified number
of switches N, there exists zy such that the corresponding time-optimal
controller presents at least N switches.
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Idea of the proof of 1: This proof relies on the form (4.4) of the control
law:

v (t) = sign(n*(0)Te *'D)
and it uses the following result:

Lemma 3 [Lee & Markus (1967)] Let P;(t) be a real polynomial of degree
<n; —1andlet Ay <--- <A, be distinct real numbers, then

n(t) = Pi(t)eM + - - + Po(t)eM! (4.5)
has at most ny; + -+ n, — 1 roots. O

The function 7*(0)Te 4" is in the form of (4.5), with ny + - 4+ n, = n,
which means that it has at most n—1 roots, and the control law v*(¢) presents
at most n — 1 switchings. O

This theorem is at the basis of the synthesis algorithms of Yastreboff
(1969a), Yastreboff (1969b), De Dond (2000), and Grognard et al. (2001b).
It results in the following property, which is the main result that allows for
the development of those algorithms.

Proposition 2 If (A,b) is controllable, with all the eigenvalues of A real,
any bang-bang control law that steers z(t) from zy to the origin of system

Z=Az +bv

with n — 1 switchings or less is solution of TO.

Proof: Let v(t) (t €,[0,T]) be a bang-bang control law that steers z(t)
from zy to the origin with less than n — 1 switchings. Let t = ¢; (j =
1,---,N < n —1) be the switching times. Then, one can find a non triv-
ial initial condition for the adjoint system (4.2) such that n(0)Te 4tb = 0
and n(0)Te 4% + 0 for all other ¢t € [0,7]. The control v(t) then satisfies
the maximum principle, which is sufficient for optimality (see Theorem 12) O

In the real eigenvalues case, we look for the optimal controller by simply
looking for a controller that switches at most n — 1 times. The second part
of Theorem 13 indicates why the approach is not as simple in the complex
eigenvalues case (see Section 4.7).
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4.1.2 Closed-loop control

The most appealing formulation of the solution of the time-optimal con-
trol is the expression of the “switching surfaces”, that is the surfaces in the
state-space where the control switches from +1 to —1 or from —1 to +1.
Indeed, those surfaces divide the state-space in regions where the control
v = —1 or v = +1 is applied, which means that obtaining those switching
surfaces results in obtaining the solution of the optimal control problem in
feedback form v*(z). In Athans & Falb (1966), the switching surfaces of nu-
merous time-optimal control problems of small dimension are given (second
order linear integrator, oscillator, damped oscillator and system with two
time-scales, first order nonlinear systems, third order integrator, - --). This
is achieved by backward integration, a technique which quickly become un-
tractable when the dimension of the system is large, and which we illustrate
on two examples.

Example 1: the double integrator

An example of the time-optimal problem is a mass which moves horizontally
along a frictionless track (e.g. a train), with an initial position y, and an
initial speed 9,. Suppose that we want to stop this mass at a specified
position y = 0 (e.g. the next station) in minimum time. The force that can
be applied to the train is obviously limited (|F'| < Fyaz), and the simplified
dynamics can be expressed from Newton's law:

my=F |F|< Fras
Through the definition:

m my
(21722) = < Y ) Y )
Fmaw Fma:c
F
Fmaa:’

Z1 = 2o
{ Zy = W v <1
and the control problem is now to find the control law that minimizes the
time of the transfer from zo = (72, ;:n?"’lom) to zy = (0,0).
In this example, a control law v(t) can easily be derived for any initial
condition in the form zo = (210, 290), but the simplicity of the system allows
to go further: the calculation of the switching curves through the method of

backward integration of both the original system and the adjoint system:

dzy _
{ th - ,
(125 R—
dr

and v = the equations of motion are:

—v
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. —
{& -
.

The solution of the adjoint system is ny(7) = m and n2(7) = T + M2y,
which means that the control law

v(r) = sign(n(r)"b) = sign(msr + 12y)

can switch at most one time (which confirms Theorem 13). Because 7;; and
1n2f are free parameters, this switch can take place at any time, and from
+1 to —1 or from —1 to +1. Independently of the actual control switching
sequence, the final portion of a minimum-time trajectory for this example
must coincide with either the v = +1 or the v = —1 trajectory that reaches
the origin. These two terminal trajectories can be determined by integrating
the differential equations backward from the origin with ¥ = +1 constant,
which yields the solution

zZ1T = 5
2y = —0T

Eliminating 7 from those equations, we see that the terminal portion of the
forward time solutions that reaches the origin under a constant control is
given by

23 — 2021 = 0
which, because ¥ = 1, can be rewritten as
22|22| —+ 221 =0

that is, the two branches of parabolas illustrated on Figure 4.1 (A+ corre-
sponds to ¥ = +1 and A— to ¥ = —1). This is the switching surface and
results in the control law

22|Z2|

5 )

v*(2) = sign(z; +

Under the curve A* U A~, the control law v = +1 is applied, and above
the curve, the control v = —1 is applied, which results in the phase plane
illustrated on Figure 4.1.
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Figure 4.1: Phase plane of the time-optimal control of the double integrator

Example 2: the harmonic oscillator

Backward integration is very easy to implement for small order systems with
real eigenvalues. The backward integration of the adjoint system yields more
complex solutions when considering systems with complex eigenvalues. In
the case of the controlled harmonic oscillator.

Z1 = 29
2y = —2z14w lv| <1

The backward system is then given by

dz
-
The solution of the backward adjoint system

{%:—772
@ = m
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is:

m(T) = psin(r +¢)  m(1) = pcos(T + ¢)

where p and ¢ are fixed constants depending on the final condition of the
adjoint system. We have seen that the optimal control law had to be in the
form:

v(1) = sign(n'b) = sign(pcos(T + ¢))

which means that the control switches every m time instants. As stated in the
case of the integrator, the final portion of a minimum-time trajectory for this
example must coincide with either the ¥ = +1 or the ¥ = —1 trajectory that
reaches the origin (for a duration of at most 7). These two terminal trajec-
tories can be determined by integrating the differential equations backward
from the origin with v = +1 constant:

z1(1) = (1 —cos(1))
23(T) = —vsin(7)

and we see that the terminal portion of the forward time solutions that
reaches the origin under a constant control is given by

B4 (n—0)’=0"=1

with, when o = —1, 29 > 0 (because ¢ < 7 and z3 = —¥sin(¢)), and when
¥ = 41, z5 < 0. The switching curve is then defined by two half circles. This
curve is the switching curve that defines the last switch. Because we know
that the previous switch took place 7 units of time earlier, we can now build
the surface defining the previous switch. This leads to the switching curve
that is exposed in Figure 4.2.

When the dimension of the system increases, the method of backward in-
tegration quickly becomes untractable, which justifies the search for efficient
iterative methods.

We will now expose some of the existing synthesis methods for open-loop
time-optimal control laws.

4.2 Existing synthesis methods

Several synthesis methods for optimal controllers for problem 7O have been
derived since the first formulation of the (time-)optimal control problem.
Those iterative methods, produce the time-optimal control v*(¢) for any given
initial condition z;. Those synthesis methods were an important topic of
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22

+1

Figure 4.2: Switching curve for the harmonic oscillator (solid line) and time-
optimal solution for the initial condition 2z (dotted line), which presents 4
switches

research in the 1960’s and a clear summary can be found in Plant (1968).
Essentially, most methods are based on the special form (4.4) of the control
law:

v*(t) = sign(n(0)e”4b)

This control law is entirely defined by 1(0) and the duration of its application
T. The resulting end-point of the solution of system (4.1) with 2z as initial
condition and v(t) as input is:

T
zp = ez +/ e~ A=Dp sign(n(0)e~4tb)dr
0

Because the desired-end point is the origin, the objective is to find 7(0) and
T such that

T
0=eT2 +/ e 4Dy sign(n(0)e 4*b)dr = F(n(0),T) (4.6)
0

Theorems 11 and 12 ensure that a choice of 7(0) and T, which forces (4.6)
to be satisfied, define the time-optimal controller. The computation of the
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time-optimal controller then resumes to the computation of the roots of the
nonlinear equation (4.6).

The two following methods take different approaches to the search of
roots of (4.6).

4.2.1 Gradient and Newton’s method

Equation (4.6) is a set of n scalar equations with n + 1 unknowns (the n
elements of 7(0) and T'). It does not have an isolated root because, if a given
(n(0), T') is solution of (4.6), then (an(0),T) is solution of (4.6) for any a > 0.
This can be eliminated by adding a constraint on 7(0):

In(0)]] =1 (4.7)

Equations (4.6) and (4.7) then constitutes a set of n+ 1 equations with n+1
unknowns to which a classical gradient or Newton’s methods can directly be
applied.

When the optimal control law contains exactly n — 1 switchings, the
equations (4.6)-(4.7) have a single root, and this root corresponds to the
time-optimal solution. The application of a gradient or Newton’s method
then ensures local convergence of (1(0),T) to the time-optimal equilibrium.
Newton’s method can lead to very fast convergence, but global or semiglobal
convergence cannot be guaranteed.

4.2.2 TIteration on the adjoint initial state

This method was developed in Neustadt (1960), Neustadt (1961), and Plant
(1968) and relies on the properties of the set C(T') of points that can be
steered to the origin in time T with the control satisfying |v(t)| < 1:

Proposition 3 (Plant (1968)) 1. C(T) is convex and compact
3. C(T) grows continuously with T

The boundary of the set C(T) is the set of points whose time-optimal control
brings them to the origin in time 7. This boundary is a minimum cost
surface.

Neustadt’s method starts from a given 7(0). It also uses the fact that, for
each T', there exists Z(T) belonging to the boundary of C(T') such that the
optimal controller that steers z(¢) to the origin from 2(T") uses n(0) as initial
condition. The estimate T' of T is then the value such that z; belongs to the
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tangent subspace of C(T') at z(T'). If n(0) = n*(0), this result in the choice
T = T*; otherwise, this results in an estimate of the optimal time 7" < T*
because the convexity of C(T") implies that the tangent space (and thus zj)
is outside C(T"). n(0) is then updated in order to increase T, which forces
convergence of T" to T™*.

First note that n*(0) is an inward orthogonal to the tangent hyperplane
to C(T*) at zp. Convexity then implies that n*(0)Tzy < 0. The algorithm
then reads as:

1. Choose 7(0) such that
n(0)T 2 < 0

2. Calculate the function
t

2(t,n(0)) = —/ e b sign(n(0)Te 4*b)ds
0

which is an element of the boundary of C(¢). For any given ¢, 2 is
a state whose time-optimal controller is v(s) = sign(n(0)Te 44b) (for
s €0,t]). Let us now consider the function

g(t,n(0)) = n(0)"2(t, n(0))

This function is strictly decreasing with ¢. Indeed, we have:

g(t,m(0)) = —n(tO)TfJe*ASb sign(n(0)Te 4%b)ds
— [y [n(0)Te 4]

which results in 2g(¢,7(0)) < 0 almost always. Therefore, there is a
unique T'(n(0)) such that

n(0)"2(T(n(0)),n(0)) = n(0)" 2 (4.8)

Note that this means that there is a unique 7' such that z, belongs
to the hyperplane II tangent to C(7T") at 2(T'(n(0)),n(0)) (this plane is
defined by the normal vector 7(0)). This T'(n(0)) is smaller than T*
because the convexity of C(T') implies that IT is outside C(T') (see Figure
4.3 for geometric interpretation). This time T'(n(0)) is then taken as
the estimate of the minimum time.
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3. Improve 7n(0):

1(0)**" = n(0)* + ar(2(T(n(0)*), n(0)*) — 20)
The update law aims at the increase of the function

F(n(0)) = n(0)" (2(T(n(0)*), n(0)) — z0)

with T'(n(0)*) fixed. Indeed, the gradient of F(n) is 2(T(n(0)*),n(0)) — 2.
The update law then enforces a steepest ascent strategy on F'(n(0)). If oy is
small enough, we then have (n(0)**1)T(2(T(n(0)*),n(0)¥+1) — 2,) > 0, and
equation (4.8) is satisfied with T'(n(0)**!) > T'(n(0)*) because g(T,n(0)**1)
is a decreasing function.

We have seen that the update law forces the increase of T'(n). It was shown
in Eaton (1962) that, for a; small enough, the sequence 1(0)* converges to
n*(0). Because ay is required to be small, the convergence is slow. Moreover
T(n(0)) is very flat, which indicates that, when 7' is close to T*, 7 can still
be very far from the optimal one.

Figure 4.3: Description of one step of Neustadt’s algorithm

4.3 Iterative computation of switching times
for bang-bang controllers
The algorithms described in the previous section as well as other existing

algorithms (Ho 1962) do not achieve fast convergence to the optimal solu-
tion, or do not ensure global or semiglobal convergence. Therefore we have
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tackled the problem of analyzing the convergence properties of a new family
of algorithms.

Our algorithm does not fit in any of the previously described methods.
It does not calculate the switching curve and it does not directly rely on
the maximum principle as the methods of Section 4.2; it relies on heuristics,
which prove successful when the problem 7O is defined with the pair (A4, b)
controllable and the eigenvalues of A real. We assume that zy is in the null-
controllable set, i.e. the time-optimal problem has a solution. Proposition
2 then indicates that any bang-bang policy v(t) that steers zg to the origin
with at most n — 1 switchings is solution of 7O.

As a consequence of this property, the search for the optimal control can
be restricted to the steering controls that are defined by a sequence of n time
intervals z; = t; — t,_; and the corresponding sequence of constant control
values u;. This class of piecewise constant controls (Figure 4.4) is character-
ized by a pair of vectors (x,u), where = denotes the vector of time intervals
and u denotes the vector of control values. The time-optimal solution is then
defined by (z, @), with |a;| = 1.

v(t)
Uy
1 5
9
0 to = 0 tl t2 1 2 tn—l tn t
U2
-1 5 %
Up

Figure 4.4: Control sequence

From the solution of the linear system for t >ty = 0

2(t) = et <z(0) + /0 t e_ATbv(T)dT> ,

it is seen that a control defined by the pair (z,u) will steer zp to z = 0 if it
satisfies the ‘steering equation’

P(z)u=—z (4.9)
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where the i-th column of the matrix ® is

t; 22:1 Ty
P.i(z) = / e~ AThdr = / _ e~ AThdr
ti—1 Sih T
The equation ®(x) @ = —z is the nonlinear equation to be solved to deter-

mine the optimal control. In contrast, (4.9) is linear in u and is easily solved
for a given x:

Lemma 4 When the pair (A, b) is controllable, and when all the eigenvalues
of A are real, the matrix ®(z) is of full rank when z is inside the positive
orthant.

Proof: Let z > 0. Let us suppose that ®(z) is not of full rank. Then, there
exists w € IR{ such that

w'®(z) = (00 --- 00)

Separating the columns, we obtain n equations in the form:

t;
wT/ e Ahdr = 0
tz 1

and Rolle’s Theorem implies that there exists s; € (¢;_1,%;) such that:
wle 4%p =0

wTe 4t is then an exponential polynomial with n distinct roots, which is
not possible because the eigenvalues of A are real. Therefore, ®(z) is of full
rank. O

Lemma 4 implies that a unique solution u(z) of (4.9) exists for any z in
the open positive orthant. A natural class of iterative methods thus consists
in updating the time intervals vector = such as to enforce convergence of
the corresponding control vector u(z) to a bang-bang sequence of magnitude
A first possible approach is gradient based: scalar costs can be built such

as to be minimal only at the optimal solution:

n

Vi(e) =) (uf(w) - 1)

i=1

or

n

Va(z) = ) (us(e) + uia (2))”

i=1
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where we fix u,,1(z) = +1 or u,,1(z) = —1 (only one of the two will yield
a result, the one such that @, = —u,.1(z)) . Those functions are suited to
apply a gradient algorithm, which leads z to the optimal solution. However,
the existence of local minima for those scalar functions cannot be excluded,
and a gradient method requires the computation of a gradient at each step.
Instead, we decided to consider the following heuristics.

The heuristics considered in Yastreboff (1969a)—Yastreboff (1969b) and
more recently in De Dond (2000) are the “decentralized” adaptation of the
vector z: if |u;(x)| is larger than one, increase the length of the corresponding
time interval z;; if |u;(x)| is smaller than one, decrease the length of the
corresponding time interval x;.

In continuous-time, these heuristics yield the decentralized adaptation

where f; should be a (smooth) scalar function with its image in the first and
third quadrant and should only vanish at zero. x; multiplies f; in order to
guarantee the positive invariance of the open positive orthant. If 2z, is not
on a switching surface of the time-optimal control, the unique equilibrium of
(4.10) in O, is &, the vector of optimal time intervals.

In Yastreboff (1969a)-Yastreboff (1969b)-De Dona (2000), the same heuris-
tics were considered in discrete-time, yielding the decentralized adaptation

zilk +1) = zi(k) + fi(jui(e (k)] — Dai(k), i =1,...,n (4.11)

which is the Euler discretization of (4.10) with sampling interval At = 1.
In Yastreboff (1969b), f; is chosen as

fillus) = 1) = qln|u if Ju; (k)| > 1
—q In (2 —|u;|) if Jui(k)] <1

where ¢ > 0 is a constant parameter. In De Dond (2000), f; is chosen as
fillui] = 1) = |u;|? — 1, with p > 0 a constant parameter. Both algorithms
were derived independently but it is apparent that they are closely related.
Simulation studies in De Dond (2000) show that both algorithms perform
similarly, provided that the respective tuning parameters p and ¢, are prop-
erly chosen. Several examples are included in Yastreboff (1969a)—Yastreboff
(1969b), in which the algorithm is compared with other existing methods
(Smith 1961, Fadden & Gilbert 1964, Fadden 1965). Extensive simulations
suggest that both the continuous-time algorithm (4.10) and its discrete-time
version (4.11) converge (globally) to the time-optimal solution and that the
convergence properties are not very sensitive to the details of the function

fi-
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The present chapter provides a global analysis of the continuous-time
system (4.10) with the functions f; selected as saturated linear functions,
yielding the algorithm:

e;k; = satpy(ug(z)] — Dy, ¢ € {1,---,n}, ;(0) >0 (4.12)

With 0 < ¢, << €,_1 << --- << €1, a time-scale separation can be enforced
between the different x; dynamics, and the different control values |u;| suc-
cessively converge to 1 (starting with |u,|). These different time-scales are
illustrated on Figure 4.5.

7 7
6 6
5 5
4 4
< x5
3 3
2 2
1 1

Figure 4.5: Simulations of (4.12) for the triple integrator % = u. The

initial condition in the state-space is y(0) = ¢(0) = ¢(0) = 2. The time-
scale separation is ensured with, respectively, e; = 2e5 = 4¢3 = 1 (left) and
€1 = 10e5 = 100e3 = 1 (right). The strong time-scales separation appears on
the right, while it is clear that convergence takes place on the left, even with
a weak separation.
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4.4 An example

For the double integrator

2':1 = 29 —1
< —
{2.2:1} W <1, 2(0) (2)

the dynamical system (4.12), with €; = 1, takes the form

{ .'i?l = sat(|u1| — 1)$1

ety = sat(|ug| — 1)@y (4.13)

with u = (uy,u2)T solution of the steering equation (4.9):

_ =i _W Uy _ 21(0)
Z1 T2 Uz 2(0)

The phase portrait of (4.13) is illustrated on Figure 4.6 (top) for e very
small. Fast convergence to the slow manifold |us| ~ 1 is followed by slow
convergence to the equilibrium (indicated by a circle).

The manifold |uz|] = 1 has two branches: the branch uy = +1 goes
through the equilibrium but exists only for z; > 1. The branch us = —1
only exists for z; € (0,1). The two branches connect at (z1,z2) = (1,0), on
the boundary of the positive orthant.

If the initial condition of (4.13) is chosen such that z; € (0,1), the
solution first converges to the manifold us = —1. In the phase plane of the
original system, this corresponds to a steering control of the form (uq,us) =
(—a,—1) where @ > 1, see Figure 4.6.a. The solution of (4.13) then “slides”
along the manifold uy = —1 up to the point (21, z5) = (1, 0) before jumping to
the manifold us = +1 where it is attracted to the equilibrium. The evolution
of the corresponding steering control is illustrated in Figure 4.6 (bottom).
The point (21, z2) = (1,0) corresponds to a transition from a steering control
(u1,us) = (—t, —1) to a steering control (uq,us) = (—u,+1). The transition
takes place at (z1,z3) = (1,0) which produces the steering control (—2,0)
illustrated on Figure 4.6.b. The phase plane of the time-optimal solution is
then illustrated on 4.6.c.

On this simple example, the difficulties that will be encountered in the
singular perturbation analysis are already present. When z; belongs to (0, 1)
or when z; > 1, the analysis of convergence to the manifold us = —1 or
uy = 1, followed by the sliding along this manifold is clear. The difficulty
arises at 1 = 1, which we call a singular point; at that point, no manifold
|us| = 1 is defined inside the positive orthant. It corresponds to Figure 4.6.b,
that is a solution that is steered to the origin without switching (and with

N
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2 2
o (@) | ..l (b) -
1 - 1 —
o.5 - B o.5 - 4
N o
[ ot -4 N o i
—0.5 - B —_o.5} 4
—1 - 1 4
—1.5 - —1.5 — —1.5 —
—24 1 23 1 27 1
21 21 21

Figure 4.6: Top: Phase portrait of (4.13) for ¢ — 0. Bottom: Evolution of
the solution (z(t), 22(¢)) along the application of the algorithm: (a) {z,u} =
{£(0.1228,1.2649)T, (-6, —1)T}; (b) {z,u} = {(1,0)T,(-2,0)T} (c) {7,a} =
{(3,1)",(=1,1)"}. Figure (b) represents the singularity, where the origin
is reached without switching, and Figure (c) represents the time-optimal
solution.
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uy not satisfying the constraint). The singular perturbation analysis breaks
down at that point because the sliding solutions do not have any manifold
inside the domain of definition to follow anymore. In higher dimensions, the
problem becomes even more intricate. There can even be a lack of continuity
between the two branches of the manifold. This explains why a lot of effort
will be devoted to the definition and treatment of singularities, in showing
that solutions go through singularities and jump from one branch of manifold
to the next.

The next sections show that the behavior displayed in the above example
generalizes to higher dimensions.

4.5 Convergence analysis

The choice of ¢, >> --- >> ¢, induces a time-scales decomposition. Writing
the system in the time-scale 7; = i—’ results in

I3

( iy = sat(juy(z)] — 1)zy
ezlfhi_l = sat(|uz-_1(a:)| — 1)$i_1
o = sat(|u(z)| — 1)z
“Bai = sab(|ui(@)] — Dz
| =i = sat(|un(z)] — D)z,
and (zy,---,x;) are the slow variables while (z;.1,---,z,) are the fast vari-
ables. The analysis will be done by induction from one time-scale to the
other. Supposing that the equilibrium set of the fast variables (z;y1,- -, zy)

is SGAS when (z4,---,x;) is fixed, we will show that the equilibrium set of

the variables (x;, z;41, - -, ,) is SGAS when (z, - -+, z;_1) is fixed, this being
the stability requirement for the fast variables in the time-scale 7;_; = %=L

€i-1"
The analysis will therefore concentrate on the subsystem
o = sat(|u(z)] — 1)z;
Hagn = sat([ug ()] - Dria (4.14)
ez, = sat(|u,(x)] — 1)z,

with (zq,---,2; 1) fixed. We will describe the equilibrium set of the fast
subsystem for x; fixed and assume that it is SGAS. We will then show that,
when the fast variables follow their equilibrium (forcing |u; 1], - - -, |un| = 1),
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the equilibrium of the slow dynamics is GAS-LES. A singular perturbation
analysis then concludes to the semiglobal stability of the whole system.

4.5.1 Fast dynamics equilibria

In the time-scale 7; = £, the fast dynamics of (4.14) are

%x'iﬂ = sat(Juipi(2)| — Do
: (4.15)
En = sat(|uy(z)| — 1)z,

€;

with (xq,---, ;) fixed. The slow dynamics of (4.14) then depend on the
equilibria of (4.15). In this section, we will show that these equilibria are so-
lutions representing the unique solution of the following time-optimal control
problem:

minT
st. 2=Az+bv || <1
2(0) € I0; = eMizg + eAispan{®.1), -, P(.i)}
2(T)=0

(P:)

with t; > t;_4 for j € {1,---,i}. Note that P; is the time-optimal control
problem of reaching the origin z = 0 from the affine subspace II;.

Proposition 4 The solution of Problem P; is unique and bang-bang with
at most n — i — 1 switches. Moreover, any bang-bang strategy with at most
n — i — 1 switches that satisfies z(0) € II; and 2(T) = 0 is optimal.

Proof: e Let v*(¢) be an optimal solution of P;. Because it is maximal, we
can find n*(t) = e 4"t*(0) solution of (4.2) such that

v*(t) = sign(n*(t)"b)
almost everywhere, as well as the transversality condition
?’]*(O) 1 Tz*(O)Hz’

which comes directly from the maximum principle applied to the reverse time
system. This transversality condition results in

tj
n*(0)TeA / e ATbdr =0

ti—1
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for j € {1,---,i}. Because t; > t;_q for all j, this forces the existence of a
7; inside each interval (¢;_i,t;) such that

n*(o)TefA(ijti)b — O

and 7*(0)Te~4b has i negative roots, which means that n*(t)7b = n*(0)Te=4%
can have at most n —i— 1 positive roots and v(¢) can switch at most n—i—1
times between t = 0 and ¢ = T' (see Lemma 3).

e Let v(t) be bang-bang and drive z(¢) from II to 0 with at most n —¢—1
switches (at times s;). Noting that Theorems 11 and 12 can be extended
to Problem P;, we see that a maximal solution v(t) of Problem P; is unique
and is the only optimal solution. If we show that v(¢) is maximal, it is then
optimal. In order to show maximality, we have to find a non trivial 7y such
that

nge_Askb =0

and the transversality conditions are satisfied:

t
ng et / e "bdr = 0

ti—1

Those two sets of inequalities result in a set of n — 1 equations with n un-
knowns (the elements of 79). Therefore, there exists a nontrivial solution 7
of this set of equations such that v(t) = sign(ne~4*b). Therefore, v(t) is
maximal and thus optimal. 0O

Because switching solutions are optimal, and the optimal solution is unique,
there is a unique switching solution of problem P;. Regular solutions (for

generic (z1,---,x;)) involve n — i — 1 switches and determine a unique se-
quence of switching intervals Q(P;) = {(ziy1, -, 2n)} (T =21+ +2p),
with the corresponding control sequence (@;i1,- -, u,) alternating between

+1 and —1 (Grognard et al. 2001b). Singular solutions involve less than
n — ¢ — 1 switches. In this case, the sequence of optimal switching inter-
vals is not determined by a unique (x;y1,---,7,) of IR""*. For instance,

if n = 2, a singular steering control { g ,( -1 )} is equally repre-

T2 —1
(Tiy1, -+, z,)T that represent the same singular solution is denoted by Q(7P;);
le.

N @iy, 2n)T € Of 0 3(Uisy, - un)” such that
QP:) = { {(wig1, - 20)T, (Uiy1, -+, un) T} is solution of P; (4.16)

sented by { ( i ) , < -1 ) } provided that #; +Zs = Z. The set of vectors
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Definition 7 When Q(P;) is a singleton, we call the vector (z;y1,- -+, 7,)T

regular. Otherwise, we call the vector (x;y1,---,x,)T singular.

We now characterize singularities more precisely.

Lemma 5 Let (zy,---,z;) be a singular point.
Then, either ®(zy,---,2;0,--+,0)u = —2z¢ has a solution, in which case, we
call (zy,---,x;) a singularity of order n — 1,
or there exists an integer k, 1 < k < n—, and a unique (2?,,,---,22_,) >0
such that |u;| = 1for j € {i+1,---,n — k} and wjuj;; = —1 for j €
{i+1,---,n—Fk—1}, and

Q(xla t 'axiax?+17' ' '7"17?1,7]@707 t ,O)U = =20
In the latter case, we call (z1,---,z;) a singularity of order k. O

The proof of Lemma 5 follows from the fact that the optimal solution
of P; is bang-bang and unique. All the elements of Q(P;) lead to steering
controls that are equivalent to the steering control defined in Lemma 5.

Proposition 5 Let Q(P;) be defined by (4.16) for a fized (zy,-- -, x;).
(i) Q(P;) characterizes the equilibrium set of (4.15) in O, ..

(ii) Fiz (Z1,---,%; 1) > 0. Then for each x;, u;(x), solution of ®(x)u = — 2z,
is identical for all (xiyq1,---,x,) € QP;), i.e.

Ui(T1, 0y Tim1y Tiy Tigt, **+, Tn) = Ui(T3)
(iii) 4; is continuous on (0, +00)

Proof: (i) (741, -+, ®,) is an equilibrium of (4.15) in O, . if and only if
lug| = 1 for all k& € {i +1,---,n}. The resulting steering control switches

at most n» — ¢ — 1 times. By uniqueness of the solution of P;, the steering

control is optimal and (7441, -+, 7,) € Q(P;)

(ii) Because all points of Q(P;) represent the same steering control, the
impact point 2% in II; is identical for all (w;41,+-+,z,) € Q(P;). Because
(wy, -, u;) is determined by the steering equation

i
eAtizg + Z eMid yu; = 2 (4.17)
j=1
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it follows that wu;(%y,- -, % 1,2, Tis1, "+, %,) is identical for all elements
(Tiv1, -y xn) € Q(P;). Define u;(x;) = wi(Z1,- -+, Ti 1, Tiy Tig1, - - -, Tp) With
(@ig1, -, xn) € QUP;).

(iii) The solution (uy,---,u;) of (4.17) is a continuous function of z¢. Tt is

then a continuous function of z; if 2z* is a continuous function of z;. It is
shown in Lee & Markus (1967) (Sec. 2.5, Theorem 22) that the optimal time
and the optimal control are continuous with respect to the initial condition.
The initial set is here continuous with respect to x;; therefore, the optimal
time and the control law are continuous with respect to z;. Continuity of the
initial point 2z with respect to z; follows directly. 0

Point (ii) of Proposition 5 is fundamental in our singular perturbation anal-
ysis. Indeed, when z; evolves with |u; 1| = -+ = |u,| = 1 staying satisfied,
and reaches a singular point (zy,---,®; 1,2f), where (2;41,-- -, z,) in Q(P;)
is not unique, the unicity of @;(zf) for all the elements of Q(P;) forces the
unicity of &; = sat(|u;| — 1)z; and z; crosses the singularity (see Figure 4.7).

Tl

S

Figure 4.7: A solution following a manifold where |u;11| = -+ = |u,| =1
until =7 where the manifold is not uniquely defined, but is characterized by
the dashed line; the solution then jumps on to the second branch of the
manifold.

4.5.2 Slow dynamics analysis

Fast convergence of the solutions of (4.15) to (P;) will be proven in Section
4.5.3. In the time-scale 7; = £, the slow dynamics of (4.12) then reduces to
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the scalar equation:

with the continuous function 4;(x;) determined as in Proposition 5. In Corol-
lary 1 and 2 of this section, we will show that the equilibrium set of (4.18)
is GAS.

Proposition 6 Denote by I'; the equilibrium set of (4.18) in (0, c0).

o If (x1,---,2; 1) is regular, then T'; = {Z;} where T; is uniquely deter-
mined by the solution of P;_1.

o If (1, -+,x;_1) is singular of order k (1 <k <n—i+1), thenT; =
(0, 29], where z? is determined by Lemma 5.

o If(xy,- -, 2 1) is singular of order n—i+1, then 4;(x;) =0, andT; =0
(z; =0 is the unique attractor of (4.18) which reduces to &; = —x;).

The remainder of the section is devoted to the stability analysis of I';. If
(w1, -, z;_1) is regular, global attractivity of the equilibrium Z; is a conse-
quence of the following result.

Proposition 7 If (z1,---,z;) is reqular, then
du; R _
7, (@) (@i(2:) = Giva) <0 (4.19)

where the sign of ;.1 = £1 s determined by the optimal solution of P;.

Proof: The control (z;,4;(x;)) is the unique steering control from the hy-
perplane II;_; to the switching surface

Si-i—l = S:_ri_l U S;l-l with
Sii={s eR"|z=% D it fs;_l e 47bdr(~1)'}

Y g T o
8j = Y —i+1 k- The initial condition in IT;_; is

i—1
27 = ety 4 E eAti‘lé(:,j)uj
=1
Because (z1,- -, x;) is regular, the final condition in S;,; is

. e $j
PAae—— E / e’AdeTﬁj

j=i+1v8i-1
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The steering equation can then be rewritten as:
— & (z)a; = o Atic1 i1 | At it
that is,
—®(2)i; € Q;=e MLy +e NSy
A small variation of x; implies a small variation of u; such that

—d(®. 5 (x)u;) € e AT T, | + e At zi+1Si+1—e’AtiAzi“da:i(él.QO)

where T, M denotes the tangent space to M at x. An explicit calculation
yields:

6_Ati_1Tzi—1Hi—1 = span{(b(:,l)(x), Ty, @(:,iq)(ﬂ?)}

6—Ati zi+1Si+1 — Span{e—Ati-H b, e e—Atnb}

n
e M Ay de; = — E (e b — e Hi-1p)ii;dw;

j=it+1
which implies that
e At Ay, € e~ A Lit1 5541 +67At"bﬁi+1dxi

Also
t;
(D) ()i;) = e ibida; +/ e~ ATbdrdi
ti—1

so that (4.20) is equivalent to

—67Atib(ﬁi — ﬁi+1)d.'17i — ftl_l eiAdeTdﬁi
S Ez = Spa‘n{@(:,l) (l’), Ty @(:71;,]_) ('T)a eiAtiHba Ty eiAtnb}

Choosing a nonzero vector w € Ej-, we obtain:
t;
wT/ e ATbdrda; + wh e Mib(t; — fi4q)da; = 0 (4.21)
ti1

Define f(t) = wTe~47b. Orthogonality of w to E; implies w” 'ftj'j—l f(r)dr =0
for j € {1,---,i — 1}, which means that f(¢) has ¢ — 1 roots in the open
interval (0,¢;_1), and also f(t;) =0 for j € {i+1,---,n}, which means that
f(t) has n — i roots in the closed interval [¢;,1,t,]. Because f(¢) has at most
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n — 1 roots (see Theorem 13), f(¢;) # 0 and ftﬂ% > 0. From (4.21), we
ti 1 T)aTt

conclude
di; _ —M(@z — Ty11)
dr; ft; f(r)dr
which proves (4.19). O

Corollary 1 If (zy1,---,x; 1) is reqular, the unique equilibrium Z; of (4.18)
is locally exponentially stable and globally attractive in (0, +00).

Proof: Linearization of (4.18) at z; = Z; yields

du;

which is stable if ‘;Z’ sign(4;(x;)) < 0. Noting that @; = — sign(d;) at the

equilibrium, (4.19) becomes

A

QdZZ: sign(a;(z;)) <0

and local exponential stability is proven. For a scalar system with a single
equilibrium, global attractivity follows from local stability. O

In order to prove asymptotic stability of the equilibrium set [0, )] when

(21, -+, ;1) is singular, we need the following proposition
Proposition 8 If (zy,---,x;_1) is reqular (resp. singular of order smaller
than n — i + 1), the values ©; > 0 (resp. x; > x0) such that (xq,- -, x;) is

singular are isolated.

Proof: Let (zy,---,z;) be singular of order k. Then (z;, ;) is a steer-
ing control from II;_; to Sj 14 with impact point 2z**'** and the steering
equation yields

P ()l € Qi=e ML +e Sy

If the singularity is not isolated, there exists a variation dx; such that the
transfer —®. ;)(z)u; stays in Q;:

)

~ —At;_ —At; —At; i+1+k
—d(fb(,z)(a:)uz) c e 1 zi—lHi,1 + e zi+1+kSi+1+k — € 142ZJr + d:l?z
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with a calculation similar to the proof of Proposition (7), this is equivalent
to:

~Atip(i; + 1)dz; — ft e ATbdrdi;

4.22
€ E; span{®(.1)(z), -, ®(,_1)(z), e Ali+1h, .-+ e An-rp } (4.22)

Because dim(E;) < n — 1, there exists a nonzero vector w orthogonal to
E; and to fti’_l e~47bd7, but not orthogonal to e~4%b. Equation (4.22) then
yields

wle ™ Mib(d; £1) =0

This is a contradiction if |u;| # 1, which holds true whenever (zy,---,z;_1)
is regular or singular of order smaller than n — ¢ + 1 and z; > V. a
Corollary 2 If (z1,---,x; 1) is singular of order < n—i+1, the equilibrium

set Ty = (0,29] is globally asymptotically stable in (0, +00).

Proof: By Proposition 6, |i;| = 1 only if z; € [0,20]. By Proposition 8,

there exists €* > 0 such that (xq, -+, z;_1,2; +¢€) is regular for all 0 < € < €*.
For z; € I.. = (2,29 + ¢*), the optimal control value @;,(z;) = +1 is
constant.

We prove that &zﬂ(xz) —;(2?) for x; € I.«. By contradiction, suppose

that ;1 (2;) = a;(2)). If d;(z;) > uZH(:UZ) (4. 19) forces 2% < 0 in the whole
interval I.., which, by continuity of 4;(x;), contradicts that uz(a:Z) > Ui ().
The same reasoning can be held for 4;(z;) < @;;1(x;) inside the interval. The
only possibility is then that 4;(z;) = @;(2?), which contradicts Proposition
6.
We conclude that @;,1(7;) = —a;(2?) and that |a;(x;)| < |tig1(z;)| for
x; € I.«. This implies |4;(x;)| < 1 for all z; > z?. The set T; is then globally
asymptotlcally stable in (0, c0).
|

4.5.3 Global convergence analysis

This section contains the main result of the chapter and its proof. It puts
together the fast and slow dynamics analyses of the previous two sections. It
handles the problems illustrated by z{ in Figure 4.7.
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Theorem 14 Let 1 <i < n and fix (x1, - ,z;_1) >0 ifi > 1
Then the equilibrium set Q(P; 1) of

& = sat(|ui(z)| — 1)z
: (4.23)

entn = sat(|u,(z)| — 1)z,

is asymptotically stable. It is exponentially stable if Q(P;_1) is a singleton.

Moreover, the region of attraction of Q(P;_1) in the positive orthant is
enlarged at will by proper separation of the time-scales 1, = é, e T = Ei
Proof: The proof goes by induction:

Let i =n If (x;,---,2,_1) is regular, then u,(z) = 4,(z,) and the unique
equilibrium Z,, of z, = sat(|td,(z,)| — 1)z, is exponentially stable and glob-
ally attractive, see Corollary 1.

If (x;,--,2, 1) is singular, then II,, ; contains the origin z = 0 and
Up(z) = tUp(x,) = 0. Then z, = 0 is globally exponentially stable.
Induction step Consider (4.23) with 1 < i < n. Denote by T'; the equilibrium
set, of

EZZBZ == sat(|’&z(:v,)| — 1)2172

and by X; the subset of IR] \ T; such that x; € ¥; implies that (zy,- -, z;)
is singular.

Assume first that ¥; = (). Then the fast subsystem (x;.1,---,2,) of
(4.23) has a unique equilibrium for all z; € IRy \ T, and this equilibrium
is exponentially stable with an arbitrarily large region of attraction from
the induction hypothesis. As a consequence, there exists an invariant slow
manifold in the neighborhood of Ry \ T'; x Q(P;). On the other hand, the
equilibrium set T'; of (4.23) is globally asymptotically stable (see Corollaries
1 and 2).

From standard singular perturbations theory (e.g. Theorem 3.18 in Sepul-
chre et al. (1996)), the equilibrium set T'; x Q(P;) of (4.23) is locally asymp-
totically stable and its region of attraction can be made arbitrarily large by
making “ small enough.

Next sluppose that ¥; # (0. Denote by X a closed neighborhood of ¥;
such that ¥ NT; = 0 and such that X} is made of disjoint closed intervals
I} of length v (I > 1). By Proposition 8, v > 0 can be selected arbitrarily
small. Consider a solution that satisfy x;(t) € I} for all t > 0 and let #; be
a singularity of maximal order in I;). Then (z;,1(¢), -, zn(t)) converges to
a v neighborhood Q7(P;)(Z;) of Q(P;)(&;). Because | |u;(%;)|—1| > 6, for
some ¢ > 0 and w;(z;, - - -, x,) is continuous, there exists v small enough such
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that | [u; ()| — 1| > £ for all z; € I} and (zi41(2), -+, 2, (t)) € QV(P;)(;).
But then &; is sign definite for ¢ large enough and does not converge to zero,
which contradicts the fact that z;(t) € I} for all ¢ > 0. The slow dynamics
(4.18) being valid in (IR™ \ T;) UX], we conclude that all solutions converge

O

This theorem completes the global convergence analysis of the continuous
flow (4.12). This analysis rested on the time-scale separation of the dynamics
into n scalar dynamics, each one characterized as the transfer from an hyper-
plane to a switching surface. The next section studies the implementation of
the algorithm.

4.6 Implementation of the algorithm

The convergence analysis of the previous sections was performed for the
system

ety = saty(Jui(z)| — 1)z

€ntn = saty(|un(z)| — 1)z,

with €, >> --- >> ¢, > 0. Theorem 14 ensures semiglobal convergence of x
to the optimal solution for z, inside O;F with a sufficient separation of the ¢;
parameters.

Choice of the discretization algorithm

This continuous version can obviously not be implemented as is on a com-
puter. Therefore, it is necessary to discretize the algorithm. Two discretiza-
tions have been considered:

e a variable step Runge-Kutta algorithm (e.g. through ode45 of Matlab);
e a fixed step Euler discretization.

Runge Kutta methods are designed to achieve simulations of continuous sys-
tems with a solution that is very close to the solution of the continuous
system (this closeness is measured by an upper bound m on the error that is
given as input to the algorithm). On the other hand, an Euler discretization
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is the most basic discretization: if we fix the discretization step at the value
0, the Euler approximation of the continuous algorithm is:

r(k+1) = z1(k)+ 6‘5—1 satys(|ur(z(k))| — 1)z (k)
: (4.24)
ro(k+1) = x,(k)+ % satar(Jun(z(k))| — 1)xn (k)

which, in the particular case where 6 = 1 and ¢; = 1, amounts to the algo-
rithm of De Dond (2000).

Remark 5 Note that, for the FEuler discretization, it is advised to take a
discretization step 6 < €,. Indeed, this step size ensures invariance of O, .
Indeed, if we consider any time-interval x;, the algorithm gives

]
zj(k +1) = 2;(k) + — satur(Juj(2(k))] = 1)z;(k)
j
The value of u; that forces the largest decrease of x;(k) is u; = 0, which
means that, for any u;, we have
J J
2j(h 1) 2 25(8) — Saj(k) = (1= S)ay(k) > 0
J J
becausel—%>1—$>0.
The choice 6 < €, does not guarantee stability, but at least, it guarantees
that = stays in O;.

Let us now consider an example: the double integrator:

2:“1 = 29

2:“2 = U
with the initial condition zg = (—1 2)T as considered in Section 4.4. Semi-
global convergence of the algorithm is ensured through a sufficient time-scale

separation (Theorem 14). Therefore, we take ¢, = 1 and e; = 0.1, which
results in the continuous algorithm

&y = saty(Jui(z)| — 1)z
0.1, = saty(|us(z)| — 1)z2

In order to compare the Runge-Kutta algorithm and the Euler discretization
we pick z = {(0.1 0.1)7,(0.1 3)T,(5 0.1)",(5 3)T)} as initial conditions,
sufficiently remote from the equilibrium z = (3 1)”, and decide to stop
the algorithm when w is sufficiently close to a bang-bang strategy (|lu —
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< _11 ) | < 107*). We see on Figure 4.6 that the algorithm has to go

through a singularity (in z; = 2) before reaching the equilibrium when 9 =
0.1, which means that the algorithm has to go through what we identified as
a critical point of the convergence.

The question is now posed of the tolerance level m and the time-step §. It
is obvious that the smaller we will take m and §, the closer the solution will be
to the solution of the continuous time system; small m and ¢ also obviously
result in slow convergence. We a priori pick the tolerance level m = 1073,
and the limit time-step given in Remark 5: § = 0.1 (simulations have shown
that for larger 4, the solution exits Oy ). The four initial conditions resulted
in the following number of Floating Point Operations (flops in Matlab).

Ty Runge-Kutta | Euler
(0.10.1)7 158224 37432
(0.1 3)T 145200 37480
(50.1)T 107543 32142
(53)T 108173 31738

The upper hand of the Euler algorithm is obvious in this table. The corre-
sponding (zy, z,) phase plane is shown in Figure 4.8. We see in this figure
that, as expected, the behavior of the Runge-Kutta algorithm (solid line)
results in a solution similar to what was shown on Figure 4.6: the solution
first reaches the manifold where us = —1, then gets close to the singularity
(r = (2 0)T) while jumping to the manifold uy = +1, and finally converges
to the equilibrium solution. This figure also shows that the Euler discretiza-
tion oscillates around the manifold us = —1 because of the combination of
the high-gain with the fixed-step, but those oscillations are damped, and
the manifold is eventually reached. A larger fixed-step ¢ generates unstable
oscillations because of the factor (% in (4.24), and the algorithm does not
converge to the equilibrium. On the other hand, a smaller § ensures a closer

following of the continuous-time solution, which forces a slower convergence.

Reduction of the time-scale separation

Though we have shown that the Euler discretization could result in a faster
convergence to the equilibrium than the Runge Kutta method, we have no-
ticed a dangerous oscillating behavior around the manifold. This oscillation
comes from the combination of high gain with a large discretization step.
This behavior can be avoided by diminishing the time-step, but this results
in slower convergence. We can also diminish the time-scale separation, by
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25

0.5

3.5

Figure 4.8: Phase plane evolution of the algorithm: (solid line) Runge-
Kutta’s method with a time-scale separation; (dash-dotted) Euler with time-
scale separation; (dashed) Euler without time-scale separation.
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taking e = 1. If we now take the corresponding allowed time step (by
Remark 5), that is § = 1, we obtain

{ zi(k+1) = (k) + saty(Jui(z(k))] — 1)z (k)
ok +1) = zo(k) + saty(Juz(z(k))| — 1)z2(k)

which is exactly the algorithm of De Dond (2000). Considering the double
integrator with the same z; and the same initial conditions zy, the Euler
discretization presented in the previous section and the one presented here
compare as follows:

o Euler 1 | Euler 2
(0.10.1)T | 37432 2326
(0.13)T | 37480 2406
(50.1)7 | 32142 2066
(53)T | 31738 | 1248

which shows that a suppression of the time-scale separation results in im-
proved convergence. Figure 4.8 (dashed line) shows that convergence takes
place towards the equilibrium without actual convergence to the manifold
uy = +1 However, Figure 4.9 illustrates the comparison of the phase planes
between the continuous algorithm and the Euler algorithm without time-scale
separation. Though the manifold |us| = 1 is not invariant in the latter case,
we see that this convergence has a pattern similar to the one exhibited in the
continuous case with time-scale separation, which indicates that, dropping
the time-scale separation is not dangerous for convergence.

Those results show that the the convergence of the algorithm can be very
fast, especially if an Euler discretization with a large time-step is chosen.
However, because of those two choices the semiglobal result of Theorem 14
is not valid anymore.

4.7 Application of the algorithm to systems
with complex eigenvalues

The proofs of convergence of the algorithm have been exposed for the case
where the eigenvalues of A are real. We will now show that the algorithm can
still be efficient when those eigenvalues are complex, as well as the obstacles
to convergence that arise in such a case.

Example 7 We will consider the controlled harmonic oscillator:

Z1 = 29
2':2 = —z1+v |’U|§1
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Figure 4.9: Phase plane evolution of the algorithm: (solid line) Runge-
Kutta’s method with a time-scale separation; (dotted line) Euler without
time-scale separation.
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whose switching curve has been analytically calculated in Section 4.1.2 and is
tllustrated on Figure 4.10: it is the plain line forming successive half-circles;
above the curve, the control v = —1 is applied, and the control v = +1 is
applied under it. The phase-plane evolution of a solution starting far from
the origin (zy,) is shown (dotted line). The control switches each time the
solution crosses a switching curve (in this case four times). After the last
switch, the solution stays on the last branch of the switching curve to converge
to the origin. The hatched zone A is the set of initial conditions which only
require one switch to reach the origin.

zZ9

21

+1

Figure 4.10: Phase plane of the time-optimal control of the harmonic oscil-
lator: (solid line) switching curve; (dotted line) the time-optimal solution
initiating at 2o, and going through zg; (dash-dotted line) a bang-bang solu-
tion with two switches starting at zg,

If we take zp = (1 1)T, an initial condition such that the time-optimal
solution only presents one switch, the phase plane of the evolution of the
algorithm is as shown on Figure 4.11 (with ¢, = 1 and e = 0.1): four
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equilibria are clearly attractive, that is the time-optimal equilibrium x =
(0.9305 1.5709)T, and = (0.9305 + 27 1.5709)T, x = (0.9305 1.5709 + 27)T,
and x = (0.9305 + 27 1.5709 + 27)T (represented by circles on the figure).
Regions of attraction for those points are roughly apparent on the figure.
Among others, the dotted lines are separatriz of those regions. The lower one
is ©1 + 22 = 7 and is a line of equilibria (corresponding to uy = uy = +1).
Those equilibria are mostly repulsive, except in the region where x1 > 4,
where they are attractive. The upper one is x1 + s = 3.5m and s also a line
of equilibria (corresponding to u; = us = +1).

81 /

ﬁ

Figure 4.11: Phase plane of the evolution of the continuous algorithm
with zg = (1 1)T. Four equilibria, including the time optimal solution
r = (0.9305 1.5709)7, are represented. They are all attractive and their
region of attraction is apparent on the figure

The efficiency of the algorithm results from the fact that the proofs given
in this chapter do not so much rely on the fact that the eigenvalues of A are
real as they rely on the number of switchings, which must be less than n — 1.

Beyond that positive result, there are two obstacles to semiglobal conver-
gence of the algorithm:
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e Theorem 13 indicates that there is no a priori upper bound on the num-
ber of switchings of the time-optimal solution. Because the algorithm
can only be applied when there are less than n — 1 switches, we don’t
know a priori if the application of the algorithm for a given initial
condition will converge to a time-optimal solution.

e Property 2 is not valid anymore: a bang-bang solution is not forced
to be optimal. This can be illustrated on the controlled harmonic
oscillator:

1. Consider the optimal solution starting at zp, for the harmonic
oscillator: it switches twice, that is n times (each time it crosses
the switching curve). However, any solution starting with +1 at
least until z belongs to A, and switching to —1 before z leaves A,
and then back to 41 once the switching curve is reached again (e.g.
the dash-dotted line), is an admissible bang-bang solution that
steers the solution from zg, to the origin. Therefore, uniqueness of
the bang-bang controller is not ensured. This controller is not even
isolated in the x state-space, which means that no convergence
result can be hoped for, for such an initial condition. This confirms
that we should not try to apply the algorithm to time-optimal
solutions with more than n — 1 switchings.

2. Let us now consider an initial condition inside A. We have shown
on the example that convergence to the time-optimal solution oc-
curred. However, no global convergence is achieved. Indeed, even
in this case, there is not a unique bang-bang solution: if the strat-

egy {( ;; > : < e )} is the time-optimal strategy, we see that

U2

;; i ZZ;Z ) , < g; )} with kq, ko positive inte-
gers, also are bang-bang strategies with the origin as endpoint,
but they certainly are not time-optimal. This is illustrated on
Figure 4.11, which represent the phase plane of the continuous
time algorithm with 2o = (1 1)”. (with u; +up = 1).

the strategies {<

The algorithm is efficient in the region surrounding the origin, character-
ized by the number of switchings of the time-optimal solution which is inferior
to n — 1 (the region A in the case of the controlled harmonic oscillator). For
points outside this region, another controller must be applied to bring the
solution inside A, for example, one of the scheduled low-gain controllers pre-
sented in the previous section. In the case of the harmonic oscillator, we
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can evidence the interest of combining a global stabilizing feedback with a
time-optimal solution once z reaches A. For example, one can use a damping
control law based on the quadratic Lyapunov function

22 4+ 22 dv
174 -1 = B
(21, 22) 5 p 290
that is
v = — sign(zs)

which generates a decrease of V'(z1, z2) until 25 = 0 and z; € [—1, 1], where
chattering equilibria are generated. This chattering is not harmful because,
by the time z reaches such points, the algorithm is able to compute the
time-optimal solution and the damping control is not active any more.

This is equivalent to a modification of the switching curve presented in
Athans & Falb (1966) and illustrated on Figure 4.12, which, for any initial
condition on the z; axis, results in an increase of the total time inferior to
5% with respect to the optimal time. Therefore, we see that using the exact
time-optimal controller far from the origin is not always necessary in the case
of systems with oscillating modes.

422

21

Figure 4.12: Modified switching curve
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4.8 Conclusion

In this chapter, we presented the results of (Grognard & Sepulchre (2001a))
and (Grognard et al. (2001b)): an algorithm for the synthetis of time-optimal
control laws for linear processes. We have first given the necessary tools for
understanding time-optimal control. We have then shown that the calcula-
tion of the time-optimal controller in feedback form is usually not tractable
and hinted that an efficient algorithm to solve the open-loop time-optimal
control problem could be useful to be implemented in an MPC scheme, which
closes the loop. We have then presented two families of methods to compute
the open-loop control for a given initial condition. For each of these methods
we have exposed its qualities and its drawbacks. This has lead us to the
construction of a synthesis method which ensures semiglobal convergence to
the optimal controller, and doing so rapidly (this is shown empirically here
and in Yastreboff (1969a) and De Dond (2000)). The implementation of this
method has also been exposed, as well as its utilization for systems with
complex eigenvalues. In order to validate this method for its use in an MPC
scheme, its local convergence properties should be analyzed.
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Conclusion

In this thesis, we have addressed the control of systems presenting con-
straints. Those constraints result from feedforward interconnections, which
are present in many mechanical systems in feedforward form, or from input
constraints, commonly encountered in applications. Both are gain-limiting,
and we have described low-gain methods that could be used to stabilize the
origin of those systems. Asillustrated in Chapter 1, existing stabilizing meth-
ods for those systems do not sufficiently take into account robustness to the
presence of feedback terms or performance requirements.

In Chapter 2, existing stabilizing designs for structured nonlinear systems
in feedback form (backstepping) and in feedforward form (forwarding) have
been exposed. We have shown that backstepping was not robust to the pres-
ence of gain-limiting feedforward interconnections, and that forwarding was
not robust to the presence of gain-demanding feedback interconnections. In
Chapter 2, we have presented conditions on the feedback and feedforward
interconnections, so that they are compatible, and global stabilization can
still be achieved. In essence, this amounts to the feedback interconnections
being local, that is they depend only on the state of the considered integra-
tor, bounded, and with bounded derivative, and the feedforward connections
being rate-limiting instead of gain-limiting. We have proposed a globally
stabilizing controller using saturations for a class of systems exhibiting both
those types of interconnections.

In Chapter 3, the main concern was the lack of performance of low-gain
designs for the stabilization of linear systems with inputs constraints. When
large regions of attraction are required, the value of the parameter of the
low-gain design u = —K (\)z is taken very small. This results in slow rate
of convergence of the closed-loop solutions to the origin. To remedy that
drawback, we consider the case where we have a fixed low-gain stabilizing
controller ensuring stability of the closed-loop system in a desired region
of attraction, and a local controller, ensuring satisfying local performance,
but which does not achieve a large region of attraction while satisfying the
constraints. We then propose a gain-scheduling between those two controllers
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aiming at having the fastest transfer from the stabilizing controller to the
local controller. This result in a hybrid scheme, which is then exposed for
general affine constraints F'x + Gu < H, and is developed, in details, for the
particular cases of linear systems with input magnitude and rate constraints.

Finally, in Chapter 4, a Model Predictive Control approach is taken to the
performance requirement for linear systems with input magnitude constraint.
It is proposed to solve online the time-optimal problem with z(¢) as initial
condition and the origin as end-point. This control law is bang-bang so that
the only information required by the receding horizon controller is the “next”
switching instant. We have proposed a continuous-time algorithm that com-
putes the switching times as the unique attractor of a system of differential
equations. Euler discretization of these ordinary differential equations yields
an algorithm with fast convergence.

Further research can be pursued in all three directions that have been
exposed in this thesis:

e The construction of control laws for systems presenting both feedback
and feedforward nonlinearities in general is not solved. Other structures
than the one introduced in Chapter 2, for which the stabilization can
be achieved, should be developed. Also, control laws achieving better
performance need to be built.

e Existing stabilizing control laws for linear systems with bounded input
are not satisfying, because they do not generically achieve good per-
formance. In this thesis, we have proposed a new control law, but a
lot of effort can still be dedicated to the search of efficient and easily
computable control laws for linear systems with bounded input.

e The algorithm that is presented in Chapter 4 for the computation of
time-optimal control for linear systems has been proven to be semiglob-
ally converging when the eigenvalues of A are real. It would be of in-
terest to extend this convergence result to the case of matrix A with
complex eigenvalues. We have shown that a semiglobal result could
not be hoped for, but a local stability result and an evaluation of the
region of attraction would be of interest.
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A. Proof of Lemma 1 p. 42

Proof: The equation in e coordinates is written as

(€61 = ey — sate, (Kier) + gi(da, T3, -+, &)
by = epp1 — sate (Kiey)
dfy_ . .
+ﬁ(6k — sate, _, (Kp—1ex—1) + gr—1(Tp, -+, p))
. . dsate, ., (Ki_iex_1). )
g (Frst, o Fn) + kdflil(cif 1€k 1)@k—1 (4.25)
e, = — sate, (Kne,) + %(en — sate, (Knp_1€n—1) + gn—1(Zn))
d sate, | (Kn—1en—1) .
\ denfl enil
where 253%@) ot o — 4¢ is defined as an arbitrary element of the interval
0, 1].
(a) (By induction) Because &, = — sat,, (K,e,) (a) holds for i = n

Suppose now that it is true for j = k+1---n, we show that it is true for
j = k. We know that |&;| < 2¢; for j > k inside Q. We have:

jfk = €41 — satek (Kkek) + gk(j:k+1, T, xn)
Using the fact that z is in Q and |2;| < 2¢; for j > k, we obtain:

€k+1
K1

+ €, + O(efﬂ, )

By (2.16), we conclude that || < 2¢; up to p-scaling (that is, by scaling all
the ¢;’s with p sufficiently small, O(€?,) becomes negligeable in front of the
other terms and |ig| < 2¢; follows from (2.16))

To prove (b) and (c¢) we consider the system in the e coordinates (eq.
4.25).

133
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We show (b) and (c) by induction.
For £k =1, we have:

é1 = ey — sate, (Kie1) + g1(2, T3, -+, Tp)
which becomes, when = € (),

él = €2 — €1 sign(el) + gl(itz, Zi73, Tty .’L"n)

where g; (&2, T3, -+, Tn) = O(€3,---,€2) by using (a). From (2.16) and after
p-scaling, we conclude that the derivative of e; has the sign of —e; sign(e;)
i.e. e;é; < 0 when |e]| = & We also see that |é1] is bounded by € + =+
O(e2,---,€2) < 2¢ inside Oy (after u-scaling). Hence (b) and (c) hold for
1 =1.

Induction step: Suppose that (b) and (c) hold for i = £ —1. We will show
that (b) and (c) also hold for i = k.

Consider the e equation:

€y = €pi1— saty, (Kkek)
dfy_ i z
+dle;711 (ex — sate_, (Kp—1ep—1) + ge-1(Tx, -+, p)) (4.26)

. . d sate, | (Ki_iex_1) .
k—1
+ gk (Tpy1, -, Tp) + der L €k—1

When z € Q, the last term of (4.26)

d Sat€k71 (kalekfl) .
k-1

dey_1

is zero when = ¢ Q) ; and it is K} 1€ 1 when & € Q. 1, which is bounded

by 2K} 1€ 1 in this part o Qj ;. Evaluating (4.26) when |eg| = %’ we
obtain that éie, < 0 if:
€ > Ie(kk—-:_ll +Dk,1(;—2+6k71 +O(€i,"',€%)) (427)

+O(Ez+1, v 62) + 2Kk—1€k—1

rn
By (2.16), ;(—"k < €1 and ;(’“k—i + 2(Dy_1 + Ki_1)ex—1 < €, so that (4.27) is
verified, i.e. épep < 0
Using the bound (2.16), we analogously see that the bound
|€k| < 2¢,

is verified.
The induction step proves (b) and (c) for k € {2,---,n —1}. For k = n,
(2.16) is slightly different. Inequality (4.27) becomes:
€n > Dn—l(o(fi) + ;{_n + en—l) 4+ 2K, _1€p—1 (428)
which follows from (2.16) up to p-scaling. This ends the proof. 0



Bibliography

Anderson, B.D.O., Moore, J.B. (1971), Linear optimal control, Prentice-Hall
International.

Athans, M., Falb, P.L. (1966), Optimal Control. An introduction to the theory
and its applications, Mc Graw-Hill, New York.

Bellman, R. (1957), Dynamic Programming, Princeton University Press.

Bellman, R., Glicksberg, I., Gross, O. (1956), “On the bang-bang control
problem,” Quarterly of Applied Mathematics, 14, 11-18.

Bemporad A., Morari M., Dua V., Pistikopoulos E.N.(2001), " The Explicit
Linear Quadratic Regulator for Constrained Systems”, Tech. Report
AUT99-16, ETH, submitted to Automatica.

Coron J.M., Praly L., Teel A. (1995), “Feedback stabilization of nonlinear
systems: sufficient conditions and Lyapunov and Input-Output tech-

niques.” In Trends in Control, A. Isidori (ed.). Springer Verlag, pp.
293-347.

De Doné, J.A. (2000), Input Constrained Linear Control, PhD. thesis, The
University of Newcastle, Australia.

Desoer, C.A. (1959), “The bang-bang servo problem treated by variational
techniques,” Information and Control, 2, pp. 333-348.

Dornheim M.A. (1992), “Report pinpoints factors leading to YF-22 crash,”
Aviation Week Space Technol., pp. 53-54, no. 9, 1992.

Eaton, J.H.. (1962), “An iterative solution to time-optimal control,” Journal
of Mathematical Analysis and Applications, 5, pp. 329-344.

Fadden, E.J. (1965), “Computational aspects of a class of optimal control
problems,” Technical Report ORA Project 06181, University of Michi-
gan, Ann Arbor.

135



136 BIBLIOGRAPHY

Fadden, E.J., Gilbert E.G. (1964), “Computational aspects of the time op-
timal control problem,” in A.V. Balakrishnan & L.W. Neustadt, eds,
“Computing Methods in Optimization Problems,” Academic Press, New
York.

Fancher S. P. (1966), “Iterative computation procedure for an optimum con-
trol problem,” IEEE Trans. on Automatic Control, 10, pp. 346-348.

Freeman R.A., Kokotovié¢ P.V. (1996), Robust Control of Nonlinear Systems.
Birkhauser, Boston.

Freeman R., Praly L. (1998), “Integrator backstepping for bounded controls
and control rates” , IEEE Trans. on Automatic Control, 43, pp. 258-262.

Fuller A.V. (1969), In-the-large stability of relay and saturating control sys-
tems with linear controller, Internat. J. Control.

Gilbert E.G. (1964), “The application of hybrid computers to the iterative
solution of optimal control problems, in A.V. Balakrishnan & L.W.
Neustadt, eds, “Computing Methods in Optimization Problems,” Aca-
demic Press, New York, pp. 261-284.

Grognard F., Sepulchre R., Bastin G., Praly L. (1998), “ Nested linear low-
gain design for semiglobal stabilization of feedforward systems,” ITFAC
NOLCOS’98 Symposium, Enschede.

Grognard F., Sepulchre R., Bastin G. (1999), “Global stabilization of feed-
forward systems with exponentially unstable Jacobian linearization,”
Systems and Control Letters, 37, pp. 107-115.

Grognard F., Sepulchre R., Bastin G. (2000a), “Improving the performance
of low-gain designs for bounded control of linear systems”, submitted to
Automatica.

Grognard F., Sepulchre R., Bastin G. (2000b), “Control of linear systems
with affine constraints: a gain-scheduling approach”, 39th IEEE Con-
ference on Decision and Control, Sydney, pp. 4785-4790.

Grognard F., Sepulchre R. (2001a), “Stability of dynamical systems that
compute time-optimal switchings,” to appear at 40th IEEE Conference
on Decision and Control, Orlando.

Grognard F., Sepulchre R., De Dona J. (2001b), “Dynamical systems that
compute time-optimal switchings,” NOLCOS 2001 Symposium, St Pe-
tersburg.



BIBLIOGRAPHY 137

Grognard F., Jadot J., Magni L., Bastin G., Sepulchre R., Wertz V. (2001c),
“Robust stabilization of a nonlinear cement mill model,” IEEE Trans.
on Automatic Control, 46, no. 4, pp. 618-623.

Hanus R., Kinnaert M., Henrotte J.L. (1987), “Conditioning technique, a
general anti-windup and bumpless transfer method”, Automatica, 23,
no. 6, pp. 723-739.

Ho, Y.C. (1962), “A successive approximation technique for optimal con-
trol systems subject to input saturation,” Journal of Basic Engineering,
Transactions of ASME, 84D, 33-40.

Isidori A. (1995), Nonlinear Control Systems. 3rd. ed., Springer-Verlag, Lon-
don.

Jankovic M., Sepulchre R., Kokotovi¢ P.V. (1996), “Global stabilization of
nonlinear cascade systems,” IEEE Trans. on Automatic Control, 41, pp.
1723-1735.

Kapoor N., Teel A., Daoutidis P. (1996), “On anti-integrator-windup and
global asymptotic stability”, Proceedings 13th IFAC World Congress,
San Francisco, D, pp. 67-72.

Khalil H.K. (1996), Nonlinear Systems, 2nd ed., Prentice-Hall, Upper Saddle
River, NJ.

Kothare M., Campo P., Morari M., Nett C. (1994), “A unified framework
for the study of anti-windup designs”, Automatica, 30, no. 12, pp. 1869-
1883.

Krsti¢ M., Kanellakopoulos I., Kokotovi¢ P.V. (1995), Nonlinear and Adap-
tive Control Design. Wiley, New York.

Lee, E.B., Markus, L. (1967), Foundations of Optimal Control Theory, John
Wiley & Sons, Inc., New York.

Lenorowitz J.M. (1990), “Gripen control problem resolved through in-flight
ground simulations,” Aviation Week Space Technol., pp. 74-75, June 18,
1990.

Lin Z. (1997), “Semi-global stabilization of linear systems with position and
rate-limited actuators”, Systems & Control Letters, 30, no. 1, pp. 1-11.

Lin Z. (1998), “Global Control of Linear Systems with Saturating Actuators”,
Automatica, 34, no. 7, pp. 897-905.



138 BIBLIOGRAPHY

Lin Z., Saberi A. (1993), “Semiglobal exponential stabilization of linear sys-
tems subject to input saturation via linear feedbacks”, Systems & Con-
trol Letters, 21, no. 3, pp. 225-239.

Lin Z., Stoorvogel A., Saberi A. (1996), “Output Regulation for Linear Sys-
tems Subject to Input Saturation”, Automatica, 32, no. 1, pp. 29-47,
1996.

Marconi L., Isidori A. (2000), “Robust global stabilization of a class of uncer-
tain feedforward nonlinear systems,” Systems and Control Letters, 41,
pp- 281-290.

Mayne D.Q., Michalska H. (1990), “Receding horizon control of nonlinear
systems”, IEEE Trans. on Automatic Control, 35, pp. 814-824.

Mayne D.Q., Rawlings J.B., Rao C.V., Schockaert P.O.M. (2000), “Con-
strained model predictive control: stability and optimality,” Automat-
1ca, 36, pp. 789-814.

Mazenc F., Praly L.(1996), “Adding an integration and global asymptotic
stabilization of feedforward systems,” IEEE Trans. on Automatic Con-
trol, 41, pp. 1559-1578.

Megretski A. (1996), “L, BIBO output feedback stabilization with saturated
control”, Proceedings 13th IFAC World Congress, San Francisco, D, pp.
435-440.

Neustadt, L.W. (1960), “Synthesizing time-optimal control systems,” Jour-
nal of Mathematical Analysis and Applications, 1, pp. 464-493.

Neustadt, L.W. (1961), “Time-optimal control systems with position and
integral limits,” Journal of Mathematical Analysis and Applications, 3,
pp. 402-427.

, Paiewonski, B. et al. (1964), “A study of synthesis techniques for Optimal
Plants,” Technical documentary report, ASD-TDR-63-239.

Plant, J.B. (1968), Some iterative solutions in optimal control, Research
Monograph No 44, The M.I.T. Press, Cambridge, Massachussets.

Pontryagin, L.S., Boltyanskii, V., Gamkrelidze, R., Mischenko, E. (1962),
The Mathematical Theory of Optimal Processes, Interscience Publishers,
Inc., New York.



BIBLIOGRAPHY 139

Saberi A., Han J., Stoorvogel A.A. (2001), “Constrained stabilization prob-
lems for linear plants,” submitted.

Saberi A., Kokotovi¢ P.V., Sussmann H.J. (1990), “Global stabilization of
partially linear composite systems,” SIAM J. Control and Optimization,
28, pp. 1491-1503.

Saberi A., Lin Z., Teel A. (1996), “Control of Linear Systems with Saturating
Actuators”, IEEE Trans. on Automatic Control, 41, no. 3, pp. 368-378.

Schmittendorf, W.E., Barmish B.R. (1980), “Null controllability of linear
systems with constrained controls,” SIAM J. Control and Opt., 18, pp.
327-345.

Sepulchre R. (2000), “Slow peaking and global stabilization of a perturbed
chain of integrators,” IEEE Trans. on Automatic Control, 45.

Sepulchre R., Jankovic M., Kokotovi¢ P.V.(1996), Constructive Nonlinear
Control, Springer-Verlag.

Smith, F.B. (1961), “Time-optimal control of higher-order systems,” IRFE
Trans. on Automatic Control, 6, pp. 16-21.

Sontag E.D. (1983), “A Lyapunov-like characterization of asymptotic con-
trollability,” SIAM J. on Control and Optimization, 21, pp. 462-471.

Sontag, E.D. (1998), Mathematical Control Theory: Deterministic Finite
Dimensional Systems, second edition, Springer, New York.

Sontag E.D., Sussmann H.J. (1990), “Nonlinear output feedback design for
linear systems with saturating controls”, Proceedings 29th Conference
on Decision and Control, Honolulu, pp. 3414-3416.

Stoorvogel A., Saberi A. (1999), “Output regulation of linear plants with
actuators subject to amplitude and rate constraints”, Int. Journal of
Rob. and Nonlinear Control, 9, no. 10, pp. 631-657.

Sussmann H.J., Kokotovi¢ P.V. (1991), “The peaking phenomenon and the
global stabilization of nonlinear systems,” IEFEE Trans. on Automatic
Control, 36, pp. 424-439.

Teel A. (1992a), “ Global stabilization and restricted tracking for multiple
integrators with bounded controls”, Systems € Control Letters, 18, pp.
165-171.



140 BIBLIOGRAPHY

Teel A. (1992b), “Using saturation to stabilize a class of single-input partially
linear composite systems”, IFAC NOLCO0OS’92 Symposium, Bordeaux.

Teel A. (1995), “Semiglobal stabilizability of linear null controllable systems
with input nonlinearities”, IEEE Trans. on Automatic Control, 40, no.
1, pp. 96-100.

Teel A. (1996), “A nonlinear small gain theorem for the analysis of control
systems with saturation,” IEEE Trans. on Automatic Control, 41, no.
9, pp. 1256-1270.

Teel A. (1998a), “A nonlinear control viewpoint on anti-windup and related
problems,” IFAC NOLCOS’98 Symposium, Enschede.

Teel A. (1999), “Anti-windup for exponentially unstable linear systems,”
International Journal of Robust and Nonlinear Control, 9, no. 10, pp.
701-716.

Teel A.R., Praly L. (1995), “Tools for semiglobal stabilization by partial state
feedback and output feedback,” SIAM J. Control and Optimization, 33,
pp. 1443-1488.

Tsinias J. (1997), “Input to state stability properties of nonlinear systems
and applications. to bounded feedback stabilization using saturation.”
ESSAIM: Control, Optimization and Calculus of Variations, vol.2, pp
57-85.

Utkin V.I. (1992), Sliding Modes in Control and Optimization, Springer-
Verlag, New York.

Vincent, T.L., Grantham, W.J. (1997), Nonlinear and Optimal Control Sys-
tems, John Wiley and Sons, New York.

Willems J.C.(1971), “Least squares stationary optimal control and the alge-
braic Riccati equation”, IEEE Trans. on Automatic Control, vol 16,, no.
6, pp. 621-634.

Yastreboff, M.M. (1969a), Investigation of Several Synthesis Procedures for
On-Line Time Optimal Control, PhD. thesis, The University of New
South Wales, Australia.

Yastreboff, M.M. (1969b), “Synthesis of time-optimal control by time interval
adjustment,” IEEFE Trans. on Automatic Control, 14, pp. 707-710 .



