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Chapter 1

Introduction: artificial
Intelligence and optimization
with parallelism

This document is devoted to artificial intelligence and miation. This part will be
devoted to having fun with high level ideas and to introduue subject. Thereatfter,
Part 1l will be devoted to Monte-Carlo Tree Search, a receaaigtool for sequential
decision making; we will only briefly discuss other tools s@mguential decision mak-
ing; the complexity of sequential decision making will beiesved. Then, part IlI
will discuss optimization, with a particular focus on robaptimization and especially
evolutionary optimization. Part IV will present some mamhlearning tools, useful in
everyday life, such as supervised learning and active ilegrrA conclusion (part V)
will come back to fun and to high level ideas.

This document is not intended to be read as a novel - therafbig index is pro-
vided. Several summaries are provided (see “summary” imithex).

Section 1.1 will discuss links between computational ligehce and human in-
telligence - the main purpose of Artificial Intelligence JAs to reduce the gap be-
tween both for domains in which the humans are stronger. dticge1.2 we will
discuss the evolution of hardware, and its impact on the imeed gap. Section 1.3
will discuss what is covered by this document. All the docoassumes that the
reader is familiar with some linear algebra, and understaane notations; we will
use[[a,b]] = {a,a+1,a+2,...,b}, Z(f|E) is the conditional distribution of con-
ditionally to E, Exf is the expectation of for random variable, argmirn f is anyx
such thatvy, f(x) < f(y) (when such and exists), limsugfn = liMp_e SURL=A Tm.

1.1 Computational intelligence and human intelligence

This document is devoted to parallel Artificial Intelligen@Al) and parallel optimiza-
tion. As multi-core machines and clusters or grids are imgdomputer science (see

9



10 CHAPTER 1. INTRODUCTION

Fig. 1.1 and Fig. 1.2), | guess this is not so different frost jlartificial intelligence
and optimization”. The idea is just that we will not negldut fact that networks ex-
ist, and that multi-core machines are now the standard inpcten science. We do
not claim that all artificial intelligence tasks would beb&m parallelization, but we
claim that all artificial intelligence tasks should be caesed from the point of view
of their possible parallelization, so that we know the bermdfparallelism.

Figure 1.1: Top: using humans is a good solution for efficamtificial intelligence;
so-called “GWAP” systems consist in rephrasing boring fois (e.g. annotating
databases of images with keywords) into games (e.g. findiegword cited by at least
one other player connected to the game, and not yet by otbpiteplaying the games).
Bottom: A beautiful connection machine. Frdnttp://blog.websourcing.
fr/files/2009/03/total-number-websites.gif

What is artificial intelligence (Al) ? | like the definition | tdn heard by M. Sebag:
Al is research in computer science for tasks which are ctlyrabsolutely not solvable
by a computer. This means that Al does not consist in impgpairtonvergence rate
by 10 %,; it is about solving something which was either imfuesto solve with
current technologies, or about reducing the time requefsted task by a factor of
20. Parallelization is a good tool (not the only one) for thiss pointed out by M.
Girard [235], Al often hosts parasites: many Al researchepsjare somehow strange
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Figure 1.2: Number of hostnames in the Internet (Amit AgatléNetcratft,
from netlog.org and http://blog.websourcing.fr/files/2009/
03/total-number-websites.gif

and far from science. Nonetheless, there are notable sexasAl, and Al invades
applications and popularization (Fig. 1.3).
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Figure 1.3: The number of books about artificial intelligerad expert systems in
libraries (from B.R. Gaines, Knowledge Science and Tedabmal Operationalizing
the Enlightenment, KWABOQO).

Are machines more clever than humans, or not ? Obviouslyhimas are stronger
for arithmetic computations. They are also stronger for im@zing quantities of in-
formation, and various tasks which are (therefore) exaifdam what we consider as
intelligence. In particular, people can laugh at Alan Tgriwho predicted that in 2000
a machine would be able to pass the Turing test (i.e. foolmgv@rage conversational
partner into believing it was a human being). It has beentheaitit is clear that com-
puters are not able of discussing about Joseph Conrad [R@Bletheless, if | want to
get reliable information about Joseph Conrad, I'll requieskipedia Joseph Conrad”
on Google, and thanks to Google, its algorithms, Wikipeigaalgorithms, and their
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contributors, I'll get much more information about Josemmnfad than can be given by
most humans.

Beyond things which are usually considered as some form ahfwtation”, for
which activities are computers better than humans ?

Combinatorial problems ? Computers are strong for combinatorial evaluations;
this is illustrated by their ability in establishing a winéhess many moves in advance.
They will also solve combinatorial problems better than,yand solve many (but not
all) puzzles faster than humans. Go provides a simply definaetbinatorial problem
which is very difficult for computers (section 5.3).

Probabilities ? Computers are often strong for problems involving probtd.

It has been said [164, 185] that humans are not efficient inrtiting between prior

knowledge and online knowledge (equivalently, humans tdoompute a posteriori

probabilities efficiently as a function of prior probabjliand observations). This can
be illustrated by the superiority of computers for casesliictv exact computations of
probabilities are involved, as in the so-called bookbag @oikerchips problem, or for

checking exact risk of errors in DNA or fingerprint identifice, but also in cases in
which exact computation is impossible, as in e.g. the ganBaokgammon. Comput-
ers are also strong at exploiting the weakness of humanglaty¢he shi-fu-mi game

(also known as “RoShamBo”, or “Rock-Paper-Scissors”). esv, for complex phe-

nomena humans might be stronger than expected; humanesiiit to computers in

Backgammon and pokér and are still stronger for many tasks.

Fast behaviors ? Computers are strong for fast and precise continuous asswer
e.g., an autopilot is better than a human for saving up fuel plane. Nonetheless,
they are less versatile and less robust: “You may be able imrual mode to sense
something sooner than the autopilot can sense it” accotdifgtional Transportation
Safety Board investigator Steve Chealander, after thehavhs plane which was in
autopilot mode in spite of ice built up on the wings. Also, anpuiter is, by far, not able
of receiving a subtle spiny table tennis serve, and compgtar drive a car only in very
easy environments. Computers are also weaker than childrenany tasks in vision
(see Fig. 5.14). Finally, they are desperately weak foratdesactivities, involving
several tasks concurrently, as in a game of Go when seveallfights are involved,;
this author needed a long time for understanding why itsritv@lgorithms can not
play as strong humans and finds this example really deep tarésting (section 5.3.5).

Resistance, low price. Computers are useful also for tasks in which they are
weaker than humans. Computers are less “expensive” thamrmsjnaccept boring
tasks (Fig. 1.4), and therefore we prefer to use them in dangesituations: dem-
ining, radioactivity, or tedious tasks. Also, they have Iptwsiological constraints
(need for sleep, reasonable temperatures, food, reasour@sisure, oxygen. . . all these
constraints which make humans obsolete in various envieosh and can therefore
perform very long flights (for surveying bordérdooking for survivors of a disaster,
protection of nuclear power plants).

Repetitive tasks. Computers are very fast and robust for some simple repetitiv

IHuman professional players won by a small margin in the humans gkinepoker competition orga-
nized by the university of Alberta in 2007.

2According to Wikipedia, unmanned aerial vehicles made ptessilot of arrests and the seizure of tons
of marijuana.



1.2. HARDWARE EVOLUTION 13

tasks; as a consequence, for finding the best program foryasweall task like sort-
ing 7 items, they can test very quickly many possible programd pick up the best,
leading to optimal programs. This is one of the successe®éter programming.
Computers can also handle quickly repetitive and not soictigsks: for example,
which human is able to recognize a speaker, from a new audiwdewithin hundreds
of audio records ? Computers can also recognize (with lavrecision) individuals
with a camera in a crowd in an airport. Incidentally, with wgood cameras, com-
puters are seemingly now stronger than humans for recogniadividuals (in “nice”
environments, however).

Figure 1.4: The humanoid version (left) is more poetic, hatgractical version (Trilo-
bit vacuum cleaner on the right) is not so bad (but needs loalgsmes). Dish washers
are useful too, but an arm, a camera and an electronic bréammtive ability to pick up
all the dishes in the kitchen, using the thrash with periieesind putting relevant ob-
jects in the dish washer would be better.

1.2 The evolution of hardware: is parallelism crucial
for successful artificial intelligence ?

How did computers (from the point of view of the hardware dalitées) evolve in the
recent years ? Below a quick point of view:

e First, memory became crucial. Consider hard drives. Thepine bigger and
bigger, but the disk transfer rate does not increase asd$abessize of the disk
(see Fig. 1.6) - therefore, we must be careful when usingsdisk

e Second, Moore’s law, stating the increase of processordspea regular rate
(doubling each 24 months), is seemingly stopped. Now, aging the compu-
tational power involves improving something else: memoaypdwidth, other
input/output devices, but also multiplicating the numb&coemputation units
(see Fig. 1.5).
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Figure 1.5: Moore’s law illustrated by Wikipedia. All thecent improvements are
based on multi-core machines.

Parallelism consists in distributing the computation ageaveral computational
units. Theload balancingis the art and the science of distributing the tasks over the
computation units, so that all of them are efficiently cdniting. Parallelism has the
two following immediate advantages:

e The number of instructions per second increases linearky famction of the
number of machines, as well as the transfer toltisal memory (see Fig. A.1
from [170]).

e The price of a fixed computational power decreases reguisishown by funny
Figure 1.7 (from [170]).

There are various forms of parallelization:

e Parallelization within the “logical” computational uritshen, instructions are
decomposed (e.g. thanks to a pipeline within the computatigt). This is not
in the scope of this document.
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Hard Drive Capacity by Year Relative Improvment
Hard Disk Capacity v.s. Disk Transfer Performance

Capacity (in MegaBytes)
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Incommensurate Scaling of CPU and HD speeds
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B CPU speed OHard Disk Speed

Coding is sasy Must use disk wisely

Figure 1.6: Top left: disk capacity as a function of years.p Tmght: transfer rate
as a function of years. Bottom: transfer rate and disk cépasi a function of time
(within a small margin for the same years as top graphs). i&réiom UCLA's Com-
puter Science and Engineering (CSE 111), in the IntrodndtioOperating Systems
lectures; and from David Wartell’s web article “ Why Are Sar@ackups So Painful?
" (from http://wiki.rlsoft.com/pages/viewpage.action?pageld =
3016608 ).

e Multi-core machines: then, several computational units, termed cores, have
access to the same memory: the memorghared Various levels of cache
(a cache is an intermediate relatively fast memory, see Ei§, which keeps
copies of the most frequently used parts of the memory) ingtioe transfer rate
(the rate at which information can be sent/received frormtleenory), which is
known as being a main limitation. Multi-core machines angtied by the trans-
fer rate to the memory: having 1024 cores on a same machimyexpensive
and not very interesting if you have no advantage over 10®jlescores on sepa-
rate machines because the memory cannot be shared betwesmrés. NUMA
(non-uniform memory access) is the case in which the acoetbetmemory is
slower of faster depending on which core requests an aceedsi¢h part of the
memory, whereas in SMP (symmetric multiprocessing) maehthe rate is the
same for all cores and all parts of memory. Asymmetric mdtipssing (ASMP)
is the case in which the processors have different abilitfgregramming such a
machine requests a careful look at the architecture.

e Machines connected with a network.In this case, machines have to explicitly
send messages to each other, in order to work together. Thputation units
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Figure 1.7: The computational power of $1000 of computerspaling to H. Moravec
(1998).

using the network are also termed nodes: if each of the noisei$ parallel

(typically a multi-core machine), then the number of conagion units might
be greater than the number of nodes (for examples, a netvamkecting 80
quad-core machines has 320 computation units, and 80 ndu&s eonsidered
as is; if the program uses the cores of each quad-core ayifube not sharing
memory, then we have 320 computation units and 320 nodes nuimber of

nodes is therefore dependent of the algorithmic choicele gerformance of
the machine strongly depends on the capacity of the netwudko&the needs
of your specific application; an example of extremely slomrgection is a set
of machines connected with Internet, and the other extraras¢ is a high-
performance network between machines on a cluster. Vatjges of parallel
machines/parallel computations without shared memory are

— Clusters. Then, machines are more or less homogeneous and not too far
the ones from the others (the distance is in terms of commatiaitdelay).
There are clusters with high-performance networks, ansteta with low-
performance networks. The load balancing is easier whestarkiare made
of homogeneous machines.Beowulf cluster is a cluster made of off-the-
shelf computers with a standard Ethernet network.

— Massively parallel machines.The difference with clusters is not so clear:
essentially, we should have then “much more” than 100 coatjmurt units
(according to wikipedia) and should have a very fast netwdklso, the
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computation units should be nearly identical.

— Grids is the other extremal case of clusters: in a grid there’s stafatwork
between the nodes, the nodes are not supposed to be homogeA&srid
can be the union of several clusters, and we might consi@gtriternet is
a very big grid.

Other specific hardwares for parallel machines exist: look¥PGPU (general purpose
computing on graphics processing units) or FPGA (field-pgognable gate array),
vector processors, for more on this.

A program issequentialwhen it is written for a non-parallel architecture. The
speed-upof a parallel program is the improvement in speed when usipgrallel
machine instead of a sequential program: it depends on timb@uof computation
units, on the size of the problem, on the characteristich®fpiarallel machine. The
efficiencyis the speed-up, divided by the number of computation uititis: usually
at most 1, except when there are specific memory requirencenssource-related
limitations of the sequential program.

Sequential consistencyfor a program developed on a parallel machine, is the
property (relative to a sequential program) that the remudt the computation, within
its detailed order, is exactly the same as the result of thees#ial version. It is some-
times also requested that the operations are exactly the aatose of the sequential
program (but not in the same order, as some operations antgimaous on the parallel
program). Strict sequential consistency is usually notiiregl, and not a good idea:
its performance is strongly affected Byndahl’'s law, i.e. the fact that ifp% of the
program cannot be parallelized (apds often quite big in case of sequential consis-
tency) then the speed-up cannot be more thgn-this is in fact a big limitation when
using many computational units, and with our point of viewAdn(i.e. Al consists
in solving previously unsolvable tasks, and not in moddyd#stening existing tasks).
Gustafson’s lawis an improved version of Amdahl’s law, taking into accourd hum-
ber of computation units. We’'ll see in section 8 an examplapmiication of Amdahl's
law, in which we could get order of magnitudes of speed-upkbdo a non sequen-
tially consistent parallelization. Usually (but not alveaysequential consistency is a
bad idea.

Computation units connected by a network have usually ar@eenputational
power than multi-core machindsr a given number of computation unkiecause we
loose the ability of sharing the memory: on the other harid téchnologically possible
to have huge clusters (or grids) of computation units, whatsiually impossible for
multi-core machines. Coding in multi-threading is alseoftnuch more tricky than in
message-passing, when there are critical sections todaacdkfully.

A machine with multiple CPU (central processing unit) is ti@ same thing as a
machine with multiple cores: cores are supposed to be moselglintegrated, e.g. on
a single integrated circuit die. A/any-coremachine is a machine with too many cores
for “easy” natural techniques for multi-core machines. AB{symmetric multipro-
cessing) machine is a machine with multiple CPU; possibly,3MP technology can
be used for multiple cores. A cluster of SMP is a cluster of mvaes, each of them
having a SMP architecture. This is the most classical forsupkrcomputing. There’s
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arecent interest in the use of modern videocards as a motigtdj-parallel ASMP;
using this possibility however implies a strong rewritinigyour program and it does
not work for all forms of problems.

A problem is saidfine-grained if its parallelization (or at least its natural paral-
lelization) involves a lot of communication between the pomation units. It is said
coarse-grainedif it involves only a few communications per second. It isdsam-
barrassingly parallel if it involves very few communications, and it is samaulti-
sequentialwhen it communicates only briefly at the very beginning arelvéry end
of the computation.

Some quantitative ideas:

o Some of the works involved in this document involve machinigh 32 cores.

e Some of the works involved in this document with high-pemfance clusters
involved 800 cores.

e Some of the works involved in this document with grids inezh5000 cores
(thanks to Grid5000).

A particular form of parallelization, which is essentiasiome mathematical proofs
and also for some real algorithms,sgeculativeparallelization. Consider a program
of the form:

”X: a()
IF xe b THEN RETURNCc() ELSE RETURNA()”

whereb is a set,a(), ¢() andd() are functions;c() andd() are supposed to be
nearly as expensive as Then speculative parallelization replaces this by:

Compute in parallel:

e x=a();
o y=c();
(] Z:d().

IF xe b THEN RETURNyY ELSE RETURNz

This parallel version takes time m@x(a), T(c), T(d)) whereT(t) denotes the
computational cost of tagk(plus the cost of the IF ... THEN ... ELSE ..., supposed
to be small), whereas the sequential version takesTifa¢+ T (b) or T(a) + T (c); if
T(b) =T(c) =T(a) there is a speed-up 2.

3The asymmetry in videocards comes from the fact, in this casejritsuch cases, there is a CPU (or
possibly several CPUglusa GPU made of many block of many “cores”.
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Speculative optimization is in particular interesting whdevels of "IF ... THEN
. ELSE .. are nested; then, we can have a speedkuBe drawback is that we
use a number of processors exponentid;ithe speed-up is at best logarithmic in the
computational power. For large numbers of processorssdtrisetimes impossible to do
better and speculative parallelization can then providéerad speed-up (an example
in section 15.2). Speculative optimization is sequentiabhnsistent (see definition
below).

CPU Care CPU Cora
and and
L1 Caches L1 Caches

Bus Infeface
and

L2 Caches

Figure 1.8: A schema of a multi-core machine (from Wikipgdi@&here are caches
local to each core, and possibly caches between these cactigke “real” memory,
for accelerating the use of frequently accessed parts aohtraory.

Is it worth parallelizing and is it worth highly optimizing t he performance of
a program for a specific parallel machine ? One can have measurable improve-
ments by taking into account the very details of the architecof a parallel machine.
Nonetheless, from the personal experience of this autimprdving the representation
of your problem provides very big improvements, then pataihg it on a multicore
machine and/or a cluster or network provides a big improvepend taking into ac-
count the rough nature of your parallel machine (e.g. onerlay parallelization for
highly integrated computational units with fast access tormmon memory, and one
layer for less integrated computational units) providestad the improvement that
can be brought by parallelization; in some cases it was wsagtarating in three levels
(shared memory, clusters, grids). I've not seen cases inhahaking into account the
very details of the architecture (like non-uniform memocgess) provides more than
+100 % speed-up - and such a speed-up is already very rareefdgmal rule consists
in optimizing very carefully the representation of the gesb, then the algorithm, then
choosing its parallel counterpart from an algorithmic pahview, and only in very
specific cases the detailed parallelization.
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1.3 Problems under analysis

This document is about artificial intelligence and optintima. The problems under
consideration in this document are typically the follonsng

e First, sequential decisions with uncertainty(SDU). In SDU, | have to take a
sequence of decisiom, d,,ds, ..., and | get rewards or losses. | want as much
rewards as possible; which decisions should | take ? Thisgeneral problem
will be here considered in the easier case in which we havedehus the un-
certainties, i.e. a model of the world: this means that if wew all decisions,
all random outcomes, and the initial state, then we knowrtermediate states
and the reward (this is not, by far, a negligible assumpti®)U is also termed
planning. This is incredibly general, and incredibly difficult in theneral case;
an easier case if the fully observable one, such as the gae;aire will also
consider, in two separate parts, two special cases of Sddrided below: opti-
mization and active learning. These two cases are so spicfithey are usually
not considered as SDU; nonetheless they can use the saméjtezs) as will be
discussed later.

Applications of SDU include:

— The game of Ga Here, you have one decision to take at each move, the
uncertainties are the moves of the opponent, and the rewaither a win
or a loss (in some rare cases, a draw). This is a particularyenient
testbed. Incidentally, there are millions of players inaAsind an increas-
ing interest for this game even in Europe and America; if thieliectual
property around source codes developed in the French atadend was
manageable, then research institutes and universitiekvwawe earned a
lot of money with the program we developed. Games are the puyst
ular applications of Monte-Carlo Tree Search (MCTS), andhyr@eople
consider MCTS as a tool for games; we will nonetheless defidestudy
MCTS as a general tool for planning (part I1).

— Power plant management If you have a few tenths of nuclear power
plants, a few tenths of hydroelectric plants, and variohgiopower plants,
for producing electricity for millions of user, then it is ofucial impor-
tance to minimize the cost (economical and ecological afgtyoduction,
whilst satisfying the demand. The uncertainties are metegical out-
comes, technical troubles, economical factors influentiegdlemand.

— Other stock management problems have been considered [61].

— Martin Muller and his colleagues published applicationslassical plan-
ning benchmarkq172].

— Other games (than the game of Go) in which MCTS performs quétie
are Havannah[221], Hex[5], and (with a very interestingktdetailed later,
see section 9) Amazons[160]. The case of General Game BI&3iGP)
is also very interesting: in this game, the rules are not knowadvance;
the program is given the rules, in a specified format, jusbigethe game
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starts, and then the program must play. In these games, MEff&rmed
extremely well as soon as the chosen game is somehow difficult

e Secondpptimization. In this very important case of SDU, to which many books
are dedicated: we are given an oracle, which, gixeromputesf (x); we want
to find a minimum off, or an approximation of this minimum. This dgpti-
mization. In accordance with the fundamental idea of this documeatt At
should work on problems as moderately structured as pessiel will here only
consider non-linear optimization; we will restrict oureattion essentially to un-
constrained optimization; see part Ill. We will considesathe noisy case (i.e.
when the oracle provides noisy information). Optimizatisrthe most imme-
diately applicable research field in artificial intelligenalmost any industrial
process, or even economical policy, or even any progranoytiir parameter
tuning) can be improved by non-linear (possibly noisy) mjigation.

e Third, active learning. In this case, we are given an oracle, which, gixecom-
putesf (x); we want to findf, or an approximation (usually denotéwthereof,
from examplegxg, f(x1)), (X2, f(X2)), ..., (X0, T(Xn)). This isactive learning;
see part 16. For example,can be a text in English, anf{x) its translation in
french; in this examplegutomatic translation), what is expensive is the request
of the exact valud (x) (this implies an expert); in order to save up some of this
cost (i.e., in order to save up the number of requests) it mant to take care
of choosing examples. Indeefl(x) can be the result of a big finite-elements
computation: typicallyf(x) can be a measure of the efficiency of a mechanical
piece parametrized by, and f is an approximation of the heavy computation
evaluating this efficiency, so thdtcan be used instead f(this is in particular
useful if f is very expensive andl is much cheaper)f is then termed aurro-
gate model Active learning can perform very well in some cases (inipalar
classification with not too big sets of models), and not solmucothers (e.g.
regression by neural networks or SVM). Don't try to implernactive learning
without a clear understanding of whether it will provide g binprovement or
not: AL makes things more complicated, more difficult to flaieze, and should
be used only when it is really relevant.

The main assumption limiting the generality of the appreadh this document is
that we always assume that a model of the world is given (itiquaar in part Il). This
is not a small restriction, and it strongly restricts the lagaility of the approaches
here. A work around consists in replacing the knowledge efrttodel of the world
by a worst case analysis on a family of models; this is exab#yclassical approach
in games. We don't know how the opponent will play, we have radeh of it; so
we consider the worst case on the possible opponents. Téngdps a solution for
problems in which we don’t know the model of the opponent.

Links between biology and artificial intelligence are somglcontroversial, but
there’s always some fun and philosophical insights in thresaparisons. After the
conclusion, an appendix will therefore discuss links betwal and biological aspects.
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Chapter 3

On games and planning and
why they are important?!

Games are important far beyond the field of games. When a newithly emerges

in games, usually it can be adapted for many other applicstid\ typical example

is a great recent algorithm for artificial intelligence teanMonte-Carlo Tree Search
(MCTS[72, 62, 143]). Three (almost) simultaneous papefiaée this great, new tool

for discrete time planning under uncertainty; it is basedevelopping an incremental
tree in the neighborhood of the current situation, in a meqgtioHfirst manner than in
alpha-beta Essentially, planning under uncertainty occurs when:

e at different time steps, you have to make decisions;
e after a given number of time steps, you get a reward (or a;l0ss)

e there are some unknown elements, to be learnt later (e.gdedbision of an
opponent, or some random outcomes).

My favorite test bedor this is the game of Go. My favorit@pplicationis power plant
management. The MCTS algorithm is surprisingly simplegvaht in both continu-
ous and discrete cases, and needs far less expertise thenba@ (for games), and
far less simplifying assumptions than dynamic programminhgppeared in games (in
particular in the fascinating game of Go, discussed belbwf)jt has been adapted to
many other applications as well. Two important families adlgems from artificial
intelligence, namely expensive optimization and actianeg, could be tackled ef-
ficiently with this tool. The algorithm (which has esserijiaio value function) has
some limitations. First, it should probably be mixed withet techniques when the
number of time steps is huge (or infinite). Second, when thezeautomatic answers

1This part is based on collaborations with J.-Y. AudibertABdouard, G. Chaslot, A. Cétoux, R.
Coulom, V. Danjean, H. Doghmen, S. Gelly, R. Gaudel, €ralt, J.-B. Hoock, J. Mary, A. Rimmel, P.
Rolet, M. Schoenauer, M. Sebag, A. Takahashi, F. Teytaud/ang, Z. Yu.

?Incidentally, the idea of developping a tree is usual in gamasnot in stochastic dynamic programming
in which Bellman values are usually approximated once forsal however [182].

29



30 CHAPTER 3. GAMES AND PLANNING ARE IMPORTANT

to learn (e.qg., for the case of the game of Go, reducing thebeuwr liberties of group
B when group A lost one liberty and A and B are in a liberty ratte®@n MCTS needs
some "patches”. This has been handcrafted in the case ofatine gof Go, for some
simple cases, but not for the famous “semeai” problem (berty races - more on this
later). | like the example of semeai, as it clearly shows whg T8 is not ready for
conquering the world: some simple things, trivial for hursiaare extremely hard for
MCTS. Unfortunately, understanding this weakness is a dimsdstep, but we could
not do the second step: finding a general tool for this.

We'll first see in this chapter why all this is crucial, bothilpsophically, industri-
ally, ecologically, economically (yes, I'm convinced ofdh. Section 3.1 will discuss
the importance of planning. Section 3.2 will discuss thedntgnce of games. Section
3.3 will survey some terminology, and section 3.4 will pregdeey elements.

Next chapters will then give an overview of games, plannary] algorithms for
games and planning. We'll see a brief survey of tools for gatohapter 4) and then
fundamental elements on the complexity of games (chapten&)l see that this is
highly relevant for understanding which tools are the bestso We will then present
MCTS, a great recent tool (chapter 6) which have big advastaig terms of scala-
bility, practicability, readability; section 7 is devotéa showing the generality of this
approach, and section 8 to its parallelization. Chaptedl3iven discuss the limitations
of this MCTS technique and some current works on it.

3.1 Planning is important

Planning consists in making a sequence of decisions soubatthing is fine. Choos-
ing who will work at which time in the hospital is a planningka Choosing in which
order you will do your tasks today is another planning probl&cheduling the works
of you and your collaborators is another planning problenou ¥an also consider
power plant scheduling: which power plants will be switcloedand which ones will
be switched off at each time step this week ?

If you don't decide everything from the very beginning, betcitle which strat-
egy will be used for making decisions (depending on the mftdion you get), this is
another planning task; you have now observability. If etling is deterministic and
known in advance, then observability is useless; othenitiseatters.

In the extremal case in which there’s no observability atyalu can decide right
now all your future actions (without loss of generality):uythen have to decide your
actions independently of what happens - in most cases, lewywayu have partial ob-
servability: there are things you see, and things you d@€t $Jnfortunately, partial
observability is very complicated, as shown both by theahapter 17) and by exper-
iments.

3.2 Games are important, too

It is often argued that games are important because pegpie ¢éelot by games, and
because many sophisticated animals play. I'd like here tphesize other reasons for
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the importance of games.

First, the best techniques in games are also very good tpodmifor other prob-
lems. For example, works emphasizing the use of computdtgmwer at each time a
decision is requested, and not only off-line, are very simid alpha-beta techniques
from the game community. Also, the Monte-Carlo Tree Seazchrique, a revolution
in games, is now a revolution in difficult planning (not in then-reactive forms of
planning).

Moreover, games provide a very clear framework for disamsiand experimen-
tations: the understanding of partial observability, amel difference between partial
observability in exogenous random processes (case in vglaidial observability can
be replaced by stochasticity) and real partial obsentgtalppears clearly in games -
this is the difference between Kriegskiel and Memory. Inltemory game, there's an
unobserved part, but we can completely remove it and rejtlagea stochastic compo-
nent (the hidden unseen cards can just be randomly sampletgaimseen cards when
they become visible). This is not possible in Bridge, Poke€oinche as the hidden
information is hidden only to some players. Therefore, eicind Poker fall in the
same category as Kriegspiel whereas Memory falls in thegoayeof Backgammoh

Another important argument is tr@milarity between games and robust opti-
mization. Robust optimization consists in choosing a solution whictks well in-
dependently of some outcomes: for example, the best plgrfammy power plants,
provided that the risk of black-out is lower thanfndependently of the weather, if
there are at most 5 failures in my plants. This is exactly asnigean opponent, who
can decide 5 failures, and who wins in case of black-out: gou for a strategy so that
the opponent is surely defeated, or defeated with a maxinmatoapility. For exam-
ple, many works around the “fictitious play” algorithm arephgd to both games and
robust linear optimization[149].

At a more fundamental level, games are useful for undersigride current limita-
tions of artificial intelligence in front of human intelligee; the example of the semeai
situations in the game of Go is a perpetual wonder to me (se®B65.3.5). Games
are also useful for understanding some of the great stremftomputers: the fact that
computers win against humans in Shi-Fu-Mi (also known askRaper/Scissors) is
also a perpetual wonder to me.

3.3 Terminology

We use the classical vocabulary on graphs; a directed gsaphlde of a set of vertices
(also termed nodes), and a set of edges; an edge is éapajr wherea andb are ver-
tices;b is termed a child o&. A Markov Decision Proces§YMDP) is a finite directed
graph with both decision nodes and random nddBandom nodesare equipped with
a distribution of probability on their childremecision nodesare either max-nodes or
min-nodes. A masplayer, a.k.a maxstrategy or maxpolicy, is a (possibly stochas-
tic) function which takes as input a max-node and gives agubutne of the sons of

SWe here neglected the number of players in the category, dgctategorized games by the nature of
partial observability.
“We here consider only finite graphs for simplicity.
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this node. A minplayer (min-strategy, min-policy) is defined similarly for min-des
(for the partially observable case, definitions differ asliveze later). If there’s no
min-nodes, or no max-nodes, then we will simply refer togiel or strategies.

Given a MDP, a max-player and a min-playegame(also known as aimulation
is the random path through the graph from the root to a leafhichvtransitions are
chosen by the max-player, the min-player, or at random, fax-modes, min-nodes,
and random nodes respectivelgaf nodes conclude the game (game over).

In some casedeaf nodesare equipped with eeward € R; thelossis the opposite
quantity. We consider a reward, to be maximized by a playerramimized by
the other (if there are two players); more general caseshimg different and non-
opposite rewards for the two players, are possible but raitrfruch) considered here.

In some cases, there’s a reward for each state (which is addée total reward
each time the player arrives in this state), or a reward foh @air (state,action), which
is taken when the agent chooses this action in this state; there’s a reward for each
time step:r, is by definition the reward obtained after & move in the graph. We
will note r(x,a) the reward obtained when choosing actioat statex.

When adiscount factor y €]0,1] is used, then the total reward®s= S, y'r;. The
case with no discount factor is equivalenyte: 1. y < 1 and bounded rewards per time
step imply that the overall rewaRlis well defined. This is not ensuredyf= 1; when
y =1 and if the reward might be infinite due to cycling, one cansider the average
rewardR = lim¢_e % Zf;éfi, when it is defined.

Viability refers to various concepts, based on the idea that you taék@tsurvival.
For example, you might have no reward until you loose, and thevard—1; then, the
best you can do (and this is obviously not possible for all gg)nis to ensure that the
game is never ended. Some versions of Tetris involve vighiln some cases, you
have reward-1 when you loose, and a discount facyor. 1; then, even if the problem
is such that you loose with probability 1 independently ofiyohoices, you can find
strategies optimizing the expected reward, and thesegtestwill try to ensure a long
life.

A Partially Observable Markov Decision ProcesfPOMDP) is a MDP modified
so that:

e each decision node is equipped with an observation;

e the max (resp. min) player compute his (possibly stochestitput as a func-
tion of the vector of the observations along the visited madas (resp. min
nodes) - as a consequence, strategies are now functiongifiitersequences of
observations to actions and not from nodes to actions.

The finite sequence of observations can obviously be veryabigthen it is not realistic
to take a decision directly as a function of all this. Therefa compact (but imperfect)
representation consists in having an internal state in ¢iméraller, and the equations
become:

state;; = f(state,decision) //transition function
observation,; = observatioffistate,1) //observation step
(decision;1,memory;1) = strategyobservatiog,1,memory) //decision making
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A MDP can theoretically be recovered, from a POMDP, by cosrsid) memory,; =
(memory, observatiop, ;). This is a brute-force algorithtrand usually it is not real-
istic. Recurrent neural networks are a possible solutiomém brute-force POMDP
solving (see also reservoir computing). Another solutbdased on Monte-Carlo sim-
ulations conditionally to observations, as discussed iap@dr 4.

3.3.1 Bellman values, value functions and reinforcement leaing

The notions discussed in this section are presented in thglayer case, or for one
player against random. The extension to 2 players is easienwhe reward of player
2 is the opposite of the reward for player 1; this case is tdrthe zero-sum case. We
refer to [213] for more information on the general caséaf 2 players or 2 players
with non-opposite rewards, as well as for more informatiomotions presented in this
section.

The Bellman value or Masst-Bellmar{165] value of a state in a MDP is the ex-
pected reward of the terminal node if both players choosenapdecisions (max for
maximizing the expected reward, min for minimizing the ectpd reward). Thealue
function associated to a strategy (in a one-player game here), denotg is the
function such tha¥/x(s) is the expected reward if you start at sta@nd use strategy
7 (in a multi-player gamed/ must be indexed bl strategies if there are players).
When no strategy is mentioned, thér= V- whererr* is an optimal strategy (optimal
strategies do not always exist, but they do in many impoxtasgs).

When the transition function is only approximately knowrp{tally, only a sample
of transitions and rewards is observed), it is often morefootable to work with the
Q-function: for a statexand an actiom, theQ function is defined aQ(x,a) =r(x,a) +
W (f(x,a)). In particular,Q functions can be approximated in cases in which there are
samples, but no model of the transition.

Q-functions can be directly learnt by Q-learning or Sarsaeldaon simulations (the
main advantage of these algorithms is that they don’t requimodel - they can directly
learn from simulations). The simulations are usually perfed by thes-greedy strat-
egy: with probabilitye, play randomly, and with probability-1 €, play the action with
maximum Q-value (i.e. in state choose actiorm maximizing Q(s,a)). Usually,
decreases linearly with time i.e. witlthe time steg = & = K/(Ko +1).

These algorithms (Q-learning and Sarsa) are incrememgjatigims, updating &
function as follows:

Q(s,a) + (1—a)Q(s,a)+a (r+yQ(sat)) (3.1)
where
e Q(sat) =Q(s,a) (for the Q-learning algorithm);

e orQ'(s,a,t) = max Q(s,b) (for the SARSA learning algorithm);

S1t's a brute-force algorithm in the sense that it keeps in mgratithe past observations, without trying
to build a compact synthetic representation.
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when a transition is made from the stat® the states’ by actiona and the action to be
chosenirs isbh. In Eq. 3.1a is typically chosen linearly decreasing as a function of the
number of visits ina. The algorithm is easily implemented for Q-functions wharke
just look-up tables (i.e. functions written in extenso,lwgine value for eacts,a)), or
discretizations; implementing Q-learning with functigepaoximation is more difficult
[27, 1].

Dynamic programming is a classical tool for solving acyclic MDP; then, the Bell-
man value is computed for each state:

o for final states (leaf nodes), the computation is easy;

o for nodes with only leafs as sons, the value can be computeddnaging (for
random nodes) or maximizing (for max nodes) or minimizingy (hin nodes)
over the children;

e we then compute the Bellman value by induction on the lengtthe longest
path to a leaf.

This procedure has cost linear in the number of edges for weliagraph. It does
not terminate in case of graph with cycles (but might coreéngparticular ify < 1).
Dynamic programming works well with 2-players in the zetorscase.

Stochastic dynamic programmingrefers to dynamic programming applied to a
MDP which contains random nodes. For two-player games, éberal counter-part
of dynamic programming is the Minimax approach (see Fig),&%cept that in the
Minimax approach the Bellman value (for time steps beyondvanghorizon) is ap-
proximated by some value function so that we don't have tcsidam a too big tree.
The minimax algorithm for choosing an action is presentedlm 1; the alpha-beta
version is presented in Alg. 2.

Dynamic programming cannot be used as is for cyclic MDP. &aleration (de-
fined below) is a natural transformation of dynamic prograngmn the cyclic case.
We consider that we are in maximization of reward below; miration of loss is
obviously equivalent.

Value iteration is an algorithm for solving (non-necessarily acyclic) MDtRon-
sists in iteratively improving a value function: if makingasiona in statex leads to
statef(x,a) and reward (x,a), then you can update the approximate value fundtion

by

V(x) ¢ maxr(x.a) + W (f(xa)).
If V% is the value function afteriterations of value iteration, the equation becomes:
Visa() « maxr (x,a) + Wi (f (x,a)).

This implies that we can simulate the transiti, .) as much as we want; in many real
world applications, transitions are only observed wheaatifely applied to a plant -
therefore, simulating (x,a) implies that the plant is effectively sent to statand that
actiona is applied. This is obviously extremely difficult in many eas Therefore,
value iteration can often not be applied as is. Usual vesiarg based on incremental
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minimaxChooseActidg)

Input: a states

Parameter: a depthe N

Output: an actiom

for each possible actiomdo
Compute the statethat we reach if we choose actiann states
Define:valuga) = minimaxValuéx,d)

end for

Return the action which leads to the best value

minimaxValuéx,d)
Input: a state, a depthd >0
Parameter: a (usually handcrafted) evaluation function
Output: a values R
if d =0 orxis a game ovethen
ReturnevaluationFunctiofx)
else
if we are in a max nodihen
Return may minimaxValué(x,a),d — 1)
end if
if We are in a min nodéhen
Return mip, minimaxValuét(x,a),d — 1)
end if
if We are in a random nodken
Return meagminimaxValué(x,a),d — 1)
end if
end if

Algorithm 1: The minimax algorithnminimaxChooseActiofor choosing a move,
which uses the minimax algorithminimaxValuefor estimating the value. The pa-
rameters are (i) an usually handcrafted evaluation fundiised inminimaxValug
(i) a depthd.
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Functional phabetaChooseMoyg d)
Input: a situatiorx, a depthd.
Output: a movea.

Returnal phabetdx, d, —co, 40).

Functional phabetdx,d, a, 8)
if d =0 orsis a game ovethen
ReturnevaluationFunctiofx)
end if
for each possible actioa in heuristic order (probably best befor
do
o < maxa,—alphabetdt(x,a),d —1,—3,—a)
if B < o then
Break
end if
end for
Returna

D
~

Algorithm 2: The alpha-beta algorithm as presented in [245]; it is arravgment

of the minimax algorithm (Alg. 1). We simplified the presdiga by removing ran-
dom nodesa andf are memories of the best/worst action found in other bragiche
alphaBeta is the pruning of useless moves thanks to thisriist

or local families of functions fok/, so thatV can be modified dynamically, more or
less locally, during simulations; we will not consider atlois important case and the
interested reader is reported to [27] (in particularTdd(A ) algorithms).

In policy iteration, we maintain a policy instead of a value function. More pre-
cisely, policy iteration works as follois

fi(x) + arg rr;ax(x, a) + Wi(f(x,a))

or with indexi for theith iteration:
fi1(X) < argmax (x,a) + Wy (f(x,a))

Policy iteration converges faster in terms of convergermte per iteration, but it in-
volves the computation &f;, which is expensive (possibly done by modified policy
iteration as below)Modified policy iteration [176, 187] is policy iteration in which
the computation o¥/ is made by iterating:

Vi = l!im Vi (approximated by a finite number of iterations) (3.2)
—»00

Vi) = mase(x.2) + Wik f(,2). (3:3)

6argmaxf denotes (by a slight abuse of notation, as existence aniyuaie not guaranteed) amsuch
thatVy, f(x) < f(y), for a minimization problem.
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(the iterative method suggested in Eq. 3.2 can also be mgblag an exact solving (by
linear programming). Value iteration and policy iteratiane then a particular case of
modified policy iteration.

Approximate dynamic programming is the use of dynamic programming to-
gether with supervised learning for approximating the fiomcvalue (in order to com-
pute it only at a restricted set of states, before genetadizly supervised learning). It
allows the use of dynamic programming in continuous probkleipproximate value
iteration is similar in the case of value iteration.

POMDP with one player only (no min node) can be solved by dyiogrogram-
ming as well: the solution consists in replacing the POMDRabyuch bigger MDP,
in which the state is the complete memory of the past obsensfwhich might be ar-
bitrarily large, if the POMDP has unbounded length!). Tlere, computing an exact
optimal solution for a POMDP is possible only for very smalll@DP; even for MDP,
the computation is very expensive when the dimension iglarg

POMDP with at least two players are much more difficult (hogrethe problem
can be simplified if the observations are the same for bothepta- in other cases,
the POMDP is said decentralized). Decentralized problead to higher complexity
classes; indeed, in the case of two players per team, andeawost with partial ob-
servability andprivate information (what is observed by a player is not observed by
other players), the existence of winning strategies is cioble[127], whenever we
only look for strategies which are a sure win (the existerfcgrategies winning with
probability > % is much harder, as it is undecidable even with a finite graph gyicle
(even with just two players and a deterministic transitiondtion).

A plant is often a POMDP with continuous set of states; this ternaigglis usual
in control theory; a plant is sometimes defined as a comloin&tétween a process and
the actuators with an effect on it.

An extension of dynamic programming for the partially olvsbie case has been
proposed in [155] but is not tractable; it has indeed beemvshbat the complexity
of such problems is very high[22]. [2] proposes essenti@lwork by direct policy
search define a parametric policy, with parameters, and optimieepgarameters of
the policy by non-linear programming.

3.3.2 Examples: board games, card games, sports, and other
games

Fully observable games with simultaneous decisions by ¢ players can be
rephrased as POMDP without simultaneous decisions (se@Hidor an example).

Chess, Draughts, Go, Shogi, Hex, Havannah, are non-steziMi3Ps with two
players. Shi-Fu-Mi (Fig. 3.1) is a two-player determirddiOMDP, in which comput-
ers are surprisingly strong thanks to their ability in firgliour human weaknesses as
random generators.

"The complexity of the management of decentralized POMDP caliustrated by the high percentage
of death by so-called “friendly fire” in modern wars (a friepdire is an inadvertent firing towards friendly
forces.
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Figure 3.1: The POMDP corresponding to Shi-Fu-Mi. Inforipmand with less poetic
action names than in the original version of the game, maxmimdsimultaneously
chooseg, b or c: if max = min, there is equalitya wins againsb but looses against

b wins against; the game is symmetric. We see on this graph (in which theroaten
is always empty) that a game with simultaneous decisionthitwo players can be
rephrased as a turn-based game in the POMDP case.

Tenni€ is a two-player nearly deterministic POMDP. Phantom-Godst@rminis-
tic two-player POMDP. Bridge is a decentralized stocha3@MDP with more than 2
players. Football is a decentralized nearly determinB@MDP with 22 players (11
per team). The management of power plants in front of randoceainty is a one-
player stochastic POMDP. First Person Shooters (gamed\ikénstein or Doom)
with one player trying to kill fixed non-player charactersiene-player POMDP. Real
Time Strategy Games (games like Populous or Dune 2) arelysua-player POMDP
(except network versions, or if we consider the strategyachesoldier alorte- then
we switch to a decentralized multi-player POMDP).

3.3.3 Succinct representation and limited horizon

Succinct representationsare a usual tool in graph. The idea is that, instead of repre-
senting a graph by an explicit set of transitions on a finit@érodes, we can represent
it by a compact representation: typically, the set of statdke valuations of a finite
number of binary variables, and the transitions are reptedeby Boolean formula.
With such representations, the length of the input is mucallemthan the number of
transitions; as complexities are expressed with respeletsize of the input, this leads
to much higher complexity classes for succinct represiemst Typically, a simple
MDP with one initial state and deterministic transitions telwes from P-complete to
PSPACE-complete when switching from non-succinct to swateepresentations[192].
Complexity in succinct representations are related to igérgame playing: the com-
plexity which is considered is the complexity for solving hale family of games and
not just one game, and rules are at a sufficiently abstraet fexoe much smaller (ex-

8please note that we here include games with continuous tatesse illustrations; obviously, continu-
ous domains introduce new troubles in many cases; we will natldp this further here.
%In usual versions on a single personal computer, a playes @ of all his individuals in the game.
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ponentially smaller, usually) than the complete state spBlonetheless, we’ll see that
many games are as difficult (at least from the point of view @hputational com-
plexity classes) as these whole families of games: for tlayey deterministic fully-
observable problems, the complexity is EXPTIME-complét@2], and we have the
same complexity for chess, Go with no superko, draughts, ...

Short games. Succinct representations make games (artificially) muaidéra
and limited horizon make games much easier: for example, & Midh polynomial
length is in P; a POMDP with exponential length is EXP-cortmI&NEXP-complete
and EXPSPACE-complete in the observable, non-observabtepartially observable
cases respectively, whereas without unbounded lengtB X EXPSPACE and 2EXP
respectively[171, 192].

In the non-succinct case with a number of time steps equaktotmber of states,
some complexities from [116] and references therein arelbmsfs:

e Computing the optimal value of a MDP iP-completé®.
e Computing the optimal value of an unobservable MDPBENPl-completé®.
e Computing the optimal value of an unobservable MDPRSPACEcompleté?.

We can express these results (still for MDP with a numbermétsteps equal to the
number of states) in terms of decision problems, i.e. extg®f a policy with positive
reward. Then, the problem B-complete for fully observable MDRP-complete
for unobservable MDPNPPP-complete for partially observable MB® PSPACE
complete for partially observable MDP.

3.4 Some key notions in games

This section will briefly recall some crucial notions (marfyadnich are more precisely
defined elsewhere in this book) in computer games. This ehaphot supposed to
be very precise; it is more here as an informal introductmigames and to several
important techniques:

e tree search and in particulamlpha-beta the most well known algorithm for
games. Alpha-beta is an improvementhdihimax ; alpha-beta is much faster
in particular when a heuristic ordering on legal moves islakte; see section
3.3. Alpha-beta has had many improvements since the eargstiin particular
iterative deepening which iteratively increases the tooriaf the search. In it-
erative deepening, each iteration is an alpha-beta seatichimited depth, and
each iteration helps for improving the ordering used inrlatpha-beta iterations
thanks to the values memorized (see section 3.3.1).

10 p js the set of functions computable in polynomial time.

11 pINP js the set of functions computable in polynomial time with a N&ote.

12F pSPACES the set of functions computable in polynomial space.

I3NPPP is the sets of problems solvable in polynomial time by a nonrdgtéstic machine with PP
oracles; a PP-oracle is an oracle which solves a problem liachaa polynomial time solution exists on a
probabilistic Turing machine with error rate less th%ann all instances.
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for partially observable gamesthe notion ofbelief states i.e. the distribution

of probability of the unknown internal states (in problemsvhich this distribu-

tion makes sense, e.g. partially observable stochastiplayer games or par-
tially observable two player games at Nash equilibrium)ther set of possible
states, defined as a function of past observations. Thef lstdiee can be ap-
proximated by Monte-Carlo sampling (more or féstheoretically consistently,
depending on the framework).

opponent modelling which is crucial when we want to benefit from the oppo-
nent's weakness, rather than reaching the Nash equilibrinrsome cases (see
in particular rock-paper-scissors), the Nash equilibrisasy but uninteresting,
whereas some strategies (which are useless against a Kaiglypt have good
rewards against realistic opponents.

evaluation function: an evaluation function takes a state as input (or a sequence
of observations in the partially observable case) and dsipwalue; it might be
handcrafted, or it can be based on Monte-Carlo evaluatiom naight be learnt

by self-play (reinforcement learning), as in e.g. TDgamf2aa].

ordering of moves which is crucial in alpha-beta. The heuristic ordering of
moves (thanks to human expertise) can be greatly improvesblye generic
techniques:

— refutation tables, which use statistics from already visited nodes for bias-
ing the search in a new node of the tree search, depending desttmove.
Informally speaking, with refutation tables, if mobds often a good an-
swer to moveg, thenb is tested early when exploring nodes in which the
last move isa.

— thekiller heuristic , which introduces a bias towards moves which are good
at a given depth (according to earlier evaluations). Thanlkkis bias, the
cutoffs are more frequent, and the alpha-beta is faster.

— iterative deepening in which early iterations provide heuristic values for
ordering later iterations (as discussed above). Thanksetbétter ordering
of moves, the cutoffs are more frequent, and the alpha-bdsier.

e Monte-Carlo tree search a recent very promising approach; as this beautiful
technique takes a lot of room in the next chapters we will netst too much
here.

14gometimes not at all, as shown by undecidability theoremsitatlis document.



Chapter 4

Games and tools: brief state of
the art

This chapter is devoted to briefly summarize the main teclesqused for various
games. Section 4.1 discusses computer chess, the mostalldsstbed in the old

times. We then briefly discuss computer draughts (sect@®ydomputer backgammon
(section 4.3), computer rock-paper-scissor (section, £dnputer bridge and poker
(section 4.5), computer connection games (section 4.6)ahdgection will be devoted

to other games.

4.1 Computer chess: alpha-beta and its many improve-
ments

The most well known challenge for computers is probably shesnetheless, chess is
now easy for computers which clearly outperform humans.t®bks for this are:

e An alpha-beta algorithm with various improvements:

— quiescence search: a leaf is not evaluated without playfievanoves on
it until the situation is somehow “stable”; before evalagtiplay captures
and obvious improvements of the position.

— good ordering of moves for fastening the alpha-beta (bubatmo hard
pruning usually).

— iterative deepening[144], which provides a better ordgdhmoves for the
alpha-beta pruning (each iteration makes later iterafaster by favouring
cutoffs thanks to the better ordering).

e A good evaluation function: the evaluation functions in £héypically sum a
score for each piece on the board, including pawns, plusfirecsldepending on
some degrees of freedom. The evaluation function is usdd bot

41
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— for evaluating leafs;
— for choosing the ordering of moves to be tested in the algta-b

Endgames databases are used also in the evaluation function

e Endgames databases: there are proved families of sitsatfon which it is
known that they lead to a win for a given side. Almost all sigges endgames
are known. Endgames databases are built by retrogrades@s)alg. by the ana-
log of dynamic programming from a final state (a win for onesjidackwards
in time.

e Transposition tables are used for keeping in memory alreadlyzed positions
in order to ensure that a same situation is not analyzed twice

o Refutation tables keep in memory statistics on the best arsst® each given
move, dynamically during a search; this allows a bias in tldeoin which
moves are considered.

Interestingly, computers sometimes play, against humamsyes which lead to
endgames which are, for perfect play, a draw - they “knowt thamans don't play
endgames perfectly. This is a limitation to the classicahie strength assumption”,
according to which both players are considered equivalémthe tree search.

Computers are now extremely strong and win against the hesahs; however,
strong players can ensure many draws. Humans usually trgafispgiechnique, spe-
cialized against computers, namely moves based on verytéongeffects. It is widely
believed that computers became stronger than humans in W@®7he win by Deep
Blue against Gary Kasparov; nonetheless, at that time, hamvare still stronger, and
the really clear victory of computers occured in 2005 withiGsvand 1 draw out of 6
games by Hydra against Mickael Adams.

4.2 Computer draughts: exact solving

The case of draughts uses roughly the same methodology s elith a big emphasis
on the retrograde analysis; it has been pushed to the paingyien the initial situation
is solved (for the draughts 8x8 version termed “go as yougal§a The conclusion is
that draughts are a draw, i.e. both players can ensure a fitlagyimake no mistake.

4.3 Computer backgammon: smooth evaluations for
an old randomized game

Backgammon is a fully observable randomized game in whidfi the pioneering

work [219] humans were better than computers. Ancestoraofkdammon, such as
Senet, seemingly go back to 5000 years ago, probably etmdieGo - at that time there
were still mammoths in Wrangel Island (nothing, howevervahthat backgammon
was ever played in Wrangel Island, so maybe no mammoth hasegara backgam-
mon or a go game). Alpha-beta can theoretically be adaptstbthastic games, by
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e.g. averaging the values of the possible random outcomd¥adkgammon however,
the crucial point is the evaluation function, built by spléy: the really strong pro-
grams appeared in the late 80s, with neural networks evwafuatnctions optimized
by reinforcement learning (temporal difference learniig(A)). The tree search on
top of the evaluation function does not have to be very deep.

Computers won games against the top players in the worldlynl8y9; the pro-
gram was based on some sets of rules, with a “fuzzy logic” @agr for switching in
a non-abrupt manner from a strategy to another[21]. Notethethe win was a lucky
win, due to more favorable dice rolls, and the real strengtieared with optimized
evaluation functions as discussed above[246].

4.4 Rock-paper-scissors: beyond Nash strategies

Rock-paper-scissors is an interesting game (rules are giveig. 3.1) by its apparent
simplicity: the Nash equilibrium is trivial, each playerahd play rock, paper or scis-
sor with probability%. But humans are not able to be perfect random players: as-a con
sequence, the best algorithm against humans is not the Nadibgum; algorithms
which performopponent modellingn order to guess, with a bit more than probability
%, what the human will play, win against humans, whereas trehguilibrium would

only have a tie (on expectation).

4.5 Computer bridge & computer poker: handling
partial observability

Bridge is a partially observable randomized game; alpha-bearch can’t be applied
as is. Consistently with works like [10], some algorithme tise belief state (i.e. the
distribution of possible states, including the unknowrtlpathey generate thousands of
possible states (they reject those which are not consigiéimpast observations), and
choose between a finite set of strategies depending on themage result for this
distribution. A mathematically interesting point is thhetdistribution of probability
on unknown states, in cases with two players, should takedntount the choices
made by the opponent, and doing this perfectly is not conppeitgsee chapter 5 for
more on this) in the general case of partially observablegganThis explains why
real world algorithms are usually quite heuristic and usenddeCarlo simulations as a
feature rather than for developing a rigorous tree search.

The quantity of scientific work on computer bridge is much benghan in chess or
go; it is therefore difficult to know exactly how strong wilelcomputers in the future
and if the state of the art in computer games is enough forimgegt the top human
level in bridge.

The situation in poker is close to the case of bridge, but witttrong increase of
attention these last years[33]. There’s a lot of opponerdeatiing in poker (as in the
case of Rock-Paper-Scissors, guessing the opponengs(kiglher bias) is crucial for
winning against weak players), and a lot of work for hidinge@ninformation / for
guessing the opponent’s information. The multiplayer easpereases the importance
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of the opponent modelling, as playing with a one-againsstgle would be highly
suboptimal.

4.6 Computer connection games: a big Al challenge

Connection games are games which involve connectionsyamhans (or has a strong
advantage) if he/she can connect something to something olflest known connec-
tion game is lightning[38]; the most well known are Hex, Hawah, Go. In these
difficult games, Monte-Carlo Tree Search is now the main a@gqh. We will give
more information on connection games and on Go in the MCT$tehéChapter 6).

4.7 Other computer games: so many new challenges

We here follow the excellent lines of the introduction of [aBd refer to it for further
information. In Othello, the program Logistello won 6 out®fiames against the hu-
man world champion Takeshi Murakami. In a competition in@00Lines of Action,
the program Mona won all its games against humans; it has ean defeated by
a human. In 2002, Awari was strongly solved (i.e. the valueadh possible state
was computed). In Scrabble, the opponent modelling is ncessary for performing
better than humans; it is established (in Scrabble) thatNlente-Carlo simulations
and conditioning to past observations is enough for haviggaal distribution of prob-
ability on possible future outcomes, without taking inte@ant the possible deceptive
actions by the opponent - in fact, just checking all poss#uittons at each time step
and playing greedily the action providing the best rewardager than what humans
can do. Theoretically, Scrabble has partial informatianbé taken into account for
perfect play; but this effect is moderate in Scrabble.

Partially observable board games (in particular Kriegsmigl Phantom-Go) are a
beautiful challenge for future theoretical or experiméntgearch - as undecidability
results will show later, these problems are extremely difiefrom the classical cases.

An interesting case is general game playing, in which thesroff the games are
given just before the game starts; in a competition of gdmgemnae playing, programs
have to read the rules (in a given format), and then play gamdisis difficult setting as
well as for connection games, Monte-Carlo Tree Search isthevgtandard approach.

Video games (First Person Shooting (FPS), Real Time Syra®agnes (RTS)) are
a great recent challenge; Als are usually based on scripgtsa@ametimes cheat (they
might be informed of your “private” information or have hetrates than you).

4.8 Summary

As a summary,
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Human / computer comparison. Computers are
stronger than humans in chess, draughts, lines g
action, and many other games; a few games are eve
completely solved in the sense that perfect play is
reachable. Surprisingly, computers are stronger tha
humans in rock-paper-scissors.

Classical toolsare alpha-beta, killer heuristics, qui-
escence search, Monte-Carlo, opponent modelling
belief states, evaluation functions, transposition
tables, retrograde analysis, refutation tables, RAVH
values, parallelization.

New challenges. Partially observable game, real

time games, connection games, distributed games

are important new challenges.
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Chapter 5

Games and their complexity

We will here consider games witivo players (i.e. we do not consider puzzles, and
we do not consider (at least, not a lot) games with 3 or morgepsa(which require a
lot of opponent modelling), neither in the collaborativeseanor in the case in which
coalitions might arise. In many cases below, we will disayamses with real numbers
and/or with continuous time (like sports); the complexifysach games is obviously
not formalized in the same terms as discrete board gamegy atkemainly here for
illustration.

We will consider mainly (but not onlygompletely observable gamegFig. 5.1);
the partially unobservable case is nonetheless extremtdyeisting. Some examples
of partially observable games are given in Fig. 5.2. In kem#mple are dressed to
that their legs are not fully observed; however this is pbifpa minor effect. In table
tennis, the rules now forbid that people hide the ball whenréttket hits it during the
serve, but there are still many efforts for hiding the spivegito the ball. Football is
an important nice example: it's decentralized, and compatign between cooperat-
ing agents (players of the same team) is hidden to the oppsantte computational
complexity of soccer is probably extremely high, much mdr@ntthe computational
complexity of Go. Shi-Fu-Mi, when formalized with simuli&ous decisions by the two
players, is fully observable - when formalized with sequadrttecisions, it is partially
observable (see Fig. 3.1).

There exist big theoretical developments around partialigervable problems,
with the interesting big strength of the simplest approaemely direct policy search
(possibly, however, based on sophisticated featuresgakin account the past obser-
vations), for these complicated cases. Direct policy seaomverts the problem of
planning (or playing) into a noisy non-linear optimizatidherefore, partially observ-
able planning is indirectly treated in chapter 14.2 (statihaptimization). Sometimes,
policies for partially observable games use random samplitthe possible states as a
key feature.

We will not (not much) consider:

e iterated games;

e games with continuous states or actions;

47
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Figure 5.1: Fully observable games. Nonetheless, for sdrtieeee games, focusing
one’s attention on a given part of the board is not very diffitfrom observing a priori
hidden parts of the state.

e games with random parts (yet, the considered algorithm®ftan be used in a
straightforward manner and efficiently in the stochastgega
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4

Football | Shi-Fu-Mi

Figure 5.2: Some partially observable games (see text foemo

5.1 The complexity measures of games

There are plenty of complexity measures for games; noneashtblearly indicates
whether finding an optimal strategy is difficult, and none e clearly indicates
whether computers are better than humans or not.

For many complexity measures, the complexity is defined asetibn of the size
of the board; this means that we have to consider a gendrafizaf the game to var-
ious sizes. This is easy for Hex, Havannah, Amazons, Draugkveral variants are
however possible for generalizations, e.g. for the inftiadition), but not for chess.

The main measures are as follows:

e State-space complexity.Number of possible states in the game. Please note
that this should include only legal states, and keep in rmiathwhen some rules
take into account the memory (e.g. forbidding twhtiee same situation with the
same player to play, or claiming a draw in case of 50 movesowitinoving a
pawn in chess, or variants of positional or situational skpén Go), then the
state should include a sufficiently big information for nmrakihe rule explicit.

e Game-tree size. This is the number of leaf nodes in the tree of possible sit-
uations. Some games with huge game tree size are triviale games with
moderate values are harder than chess for computers.

e Decision complexityis the minimum number of leaf nodes in a decision tree

1In some games like draughts, draw occurs if the same situatimr®three times.
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that establishes the min-max value of the root fodéis measures looks quite
appealing, but | am not aware of a lot of works around it. Weehaonetheless
in [25] a proof that some versions of MCTS visit infinitely eft only a set of

nodes which is minimal for inclusion (not for cardinal, uriftmately) among the

subsets which are sufficient for establishing the minimdxesaf the root.

e Game-tree complexityis based on the same idea as the decision complexity,
except that we consider all the nodes until the minimum depth “flat” tree
(flat tree = a tree with all paths having the same length) sefftty deep for
establishing the min-max value.

e Thecomputational complexity of a game considers the resources necessary for
guessing if it is possible to have reward better than a gikegshold for a posi-
tion of sizen. For example, given a position in draughts, on a board ofrsiza,
how many time and space do we need for knowing if (in case dépeplay)
the player to play will ensure a win ? It is probably the mostigd measure
after some easy bounds on state-space complexity and gemsite, proba-
bly because it's mathematically more fun, and because # tisevocabulary of
classical complexity (see Fig. 5.3; this vocabulary malesppe who use it look
much more clever than their neighbours who implement ariettesplicated al-
gorithms) and, somehow, provides some hints in the undetstg of games and
in the understanding of families of situations (the case @fisarticularly rich
from this point of view). The results around partially obsdle games (only
very briefly cited here) are particularly impressive to thighor. This measure
will be discussed further in section 5.2.

e There are also works around the complexity (in terms of nesslike time and
space) necessary for playing optimally on a board of siz& his can be up-
per bounded by computational complexity, but it is not egla@t (see counter-
examples later in this document).

e An empirical complexity measure is the number of games worcdiputers
against top-level humans. For example in chess, it is nowossiple for hu-
mans to compete with machines. In 9x9 Go, some computerswhanvegames
against professional players; and even in the disadvaotaggtuation of black,
MoGoTW won as black against top level humans (a top pro, igrofessional
player with rank 9p and recent winner of a major open tourmaniest as white
in 2009 against MoGoTW as black) - this looks like the poinwhich computers
reach the best human level.

e Finally, empirically, there are solved games:

— very weakly solved games, namely games in which is it knowahttie first
player necessarily wins in case of perfect play (like Hexvihich it has
been shown by J. Nash by a nice strategy stealing argumentvebdon't
know the optimal strategy).

2For understanding this definition, you have to understaati#i least for many games) you can compute
the min-max value of the root with a finite subtree of the compiete of possible states.
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— weakly solved games (the intuitive notion of solving) in wline computer
can reasonabfyplay optimally; this is the case for English Draughts in
8x8, for which a long parallel computation has shown thatlgayers
can ensure a draw. [205] pointed out that this perfect play prabably
reached by the top level humans as well.

— completely solved games, in which a computer can play ofiirfram any
position. This is a strong requirement, as will be shown lxfisas below:
there are very difficult situations such as those built byiAgsreductions
for proving complexity results, and which are very unlikeétyoccur in
a real game between players who are not desperately tryintake the
game extremely strange and complicated (only mathemasicraght play
a game such as the one in [194]).

5.2 Computational complexity of games

In this section, we will consider the computational comilenf games. Part 5.2.1
will discuss the main ideas. Part 5.2.2 will discuss advdropics.

5.2.1 Generalities and introduction to complexity

The most classical complexity classes considered in coanpaience (including the
famous P and NP classes) are complexity classes for de@sidlems. This means
that problems under consideration must be binary probleam#put of sizen is given,
and the program must reply yes or no. The problem is said to Beif their is a
program (on a Turing machine) which solves the problem igmainial time. It is said
to be inNP if their is a program on a non-deterministic Turing machirtéal solves
the problem in polynomial time.

The reader unfamiliar with non-deterministic Turing mams is refered to classi-
cal complexity textbooks for more information around thatn-deterministic Turing
machines are sometimes popularized as a (bad) model ofgdaraimplexity. It is
widely believed that non-deterministic Turing machines much more powerful than
classical Turing machines which are reasonably analogousual computers. A poor
popular version oN P therefore considers th&tP means "non-polynomial”, because
a problem which isNP-complete is usually supposed to be non-solvable in polyabmi
time; yet, "being ilNP” does not mean "not being iR”, and "P # NP” has never been
proved.

This complexity measure makes sense only if we can considetgms of variable
sizen. For games, we will therefore consider e.g. boards of végiatzen; this is
somehow difficult for chess, but easy for e.g. the games of Garaughts. Then, we
will consider the complexity class of the question:

Here is a situation, with a player to play. Can the player &y @nsure a win in this
situation ?

We first point out some simple facts around this kind of questi First, there

3j.e. with reasonable time.
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EXPSPACE

EXPTIME

PSPACE = NPSPACE = IP

Figure 5.3: Some complexity classes for decision probleifisese classes are not
easily used for partially observable problems as the inputoit straightforward (the
complete history might be required); their use for fully ebable or non-observable
cases is easier. Computational complexity might be verleaitng for games as prob-
lems for which the optimal strategy is obvious can be in a Vg complexity class,
just because the complexity usually involved is the denigimblem for arbitrary ini-
tial state, independently of the initial state of the garhe;dame might be much easier
with knowledge of its initial state.

are games for which the optimal strategy if trivial for botlayers, and which have
nonetheless a very high complexity for this measure. Cenda example the game
of Go, modified as follows:

e The first player, instead of playing, can just claim "I havenyand in that case
he wins the game.

e Otherwise, he plays; then, the second player chooses hewmi@eing that he
has won, or playing a move.

¢ Inthe second case, the game is played as in the usual game of Go

Let’s term this game the "stupid-Go”. The complexity classéstupid-go are exactly
those of the game of Go. It is nonetheless very easy for a &y@d child to win a
game as soon as he is black (the first player), and to have timabgtrategy as white.
Also, the tree of a game can be reduced, in the sense of jusvirgnsome nodes
(therefore removing legal moves), and nonetheless inicrgdse complexity. For ex-
ample, another variant of stupid-go would be that each plege, at anytime, claim
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that he has won; removing this rule just removes nodes frentrde, and nonetheless
makes the game much more complicated (and more interestingpt maybe from a
psychological or sociological point of view).

Turing machines will not be completely formalized here; the interested ezad
referred to [236, 137, 235] or any standard computationatexity book for more on
this. The reader might just keep in mind that Turing macheresabstract machines,
roughly equivalent to the intuitive idea we have of what is“ahstract” computer.
Then,

e PTIME (also noted P) means computable with polynomial time,
e PSPACE means computable with polynomial memory requirémen

e EXPTIME (also noted EXP) means computable with exponernimé (i.e.
02"

e EXPSPACE means computable with exponential memory repaing,

e 2EXPTIME (also noted 2EXP) means computable with expoaéatiexponen-
tial time, and so on.

Less-than-linear complexities (e.g. logarithm time, LHMare a bit more difficult
to define as they must take into account the fact that reatiegnput already takes
a linear time and storing the input takes a linear memory; lamsdogarithmic time
but only for additional time (i.e. we are allowed to have aéintime - linear with
coefficient 1 - spent for reading the input one letter at a Yiamel such a class is useful
when we consider very big datasets than can be stored in segd.ch DVDs but not in
memory. The suffix “time” is often removed for short, ik=PTIME, L =LTIME.

There are variants of Turing machines which are conven@nmhhthematical anal-
ysis. Non-deterministic Turing machines are Turing machines which contaia™
states with several transitions: in these states, the maaiinulates simultaneously all
the transitions and there is acceptance if and only if at @ of the transition leads to
acceptanceAlternating Turing machines are less widely known: they contain both
“Vv” states and 3" states, with several transitions: instates, the machine simulates
simultaneously all the transitions but there is accept#rened only if all these transi-
tions lead to acceptance. Complexity classes correspgrdinon-deterministic Tur-
ing machines are prefixed witiNaand complexity classes corresponding to alternating
Turing machines are prefixed witha Complexity classes correspondingitstates
only are prefixed witlCo— N. One can immediately see tHdPUCo— NP C AP: NP
is the class of problems solvable (in poly time) wittstatesCo— NP is the class of
problems solvable (in poly time) with states, andP is the class of problems solvable
(in poly time) with both kinds of states.

A “N” obviously increases the computational power of a macHing)ess than a
A (see [129]):

PCNPCAP
PSPACEC NPSPACEC APSPACE
EXPC NEXPC AEXP
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The following results are well known since [60]:

AP = PSPACE
APSPACE= EXP
AEXP=EXPSPACE
AEXPSPACE= 2EXP

Let’'s now consider some complexity classes and their inmhss
NL C PC NPC PSPACE=NPSPACEC EXPTIME=APSPACEC NEXPTIME...

-+ C EXPSPACE= NEXPSPACE= AEXPC 2EXP= AEXPSPACE..
- C2NEXPC 2ZEXPSPACE= 2NEXPSPACE

with some strict inequalitieSlL = PSPACE P # EXPTIME and allC above widely
believed to be strict.

If X is a class, a problem is said to beX-complete, if the two following require-
ments are met:

e the problempisin X;
e the problemp is “more difficult” than any problem iX.

The second requirement is more difficult to formalize; it &séd on the concept of
reduction. For showing th&-completeness, it is sufficient to show that if the problem
p'is in X, then there is a transformatiomvhich can be computed within the resources
allowed in clasX such that

va,t(q) e p~qgep.

Usually, there are problems which are known complete foresolasses, and in order
to show that your game is complete for a clxsyou have to show:

e that it is in X (you can show that by exhibiting an algorithm which solves th
problem within resources allowed X¥);

e that some probleng (carefully chosen), already known for beigcomplete,
can bereduced to your gameé.e. there is a transformation (using only resources
as inX) encoding a problem df in a situation of your game, so that e.g. black
wins if and only if the good answer to the problem is “yes”.

Many important fully observed games are either PSPACE-¢et@mpr EXPTIME-
complete; we need more results for partially observablegganf\n important game
used for showing PSPACE-completeness of games is the al@@ography game,
in particular in its planar version which can be encoded imyngames (this is far
from being straightforward). All games with a finite boandwhich an empty location
is filled at each move and is never freed, is in PSPACE (but aoessarily PSPACE
complete), as can be shown by an easy depth-first searchh(wioids in polynomial
space).

The following games are PSPACE-complete (and the list onijWikia is usually
up-to-date):
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e Tic-Tac-Toe;
e Qubic;

e Reversi;

e Hex;

e Go-moku;

Connect-6;
e Amazons.

The following games are EXPTIME-complete (for the usuatigepted generalization
in dimensiom, which is not always so clear):

e English draughts;
¢ International draughts;

Chinese checkers;

e Chess;
e Shogi;
e Go for some set of rules.

This classification becomes much more complicated whemdad) partial informa-
tion or decentralized controllers: just formalizing thecept of complexity in that case
is much more complicated. There are nonetheless resultgirgipdhat much higher
complexity levels are involved in that case - more on thisrlat

The case of Go is particularly rich:

¢ There are families of tsumegbwith forced moves only for one player (i.e. there
is a fast algorithm for showing that all but one move are imiaiedly fatal), and
with 2 possible moves only for the other player, and with polyial horizon,
which are nonetheless NP-complete.

¢ Go without ko rule is PSPACE-hard, i.e. at least as difficalPSPACE.
e Go with ko rule and no superko (Japanese rules) is EXPTIMBpdete.

e The variant termed “ponnuki-go” (in which the first capturakes the win) is
PSPACE, but PSPACE-completeness has never been provedhukf®o in
which the first move of each player cannot be “pass” and theh pkayer can
pass when he wants, is a draw.

e The complexity of Go with ko and superko is not known.

4A Tsumego is a situation of Go; an exercise consists in finditigei player to play can win or not.
5The ko rule forbids, in case of capture, to come-back to the bigfore the capture.
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e The complexity of Phantom-Go is not known. For the generailiaof POMDP
with an opponent and succinct representation, the probtérinding, if any, a
strategy which wins with probability 100%) is 2EXP-complebut this is not
known for phantom-Go.

e The very end of a Go game, termed “small yose”, is PSPACE-tete|248].

e To the best of our knowledge, the complexity of Go with superile is not
known.

e To the best of our knowledge, the complexity of Go without &adt known.

Interestingly, if you can show that Go with ko rule is morefidiflt than Go without
ko rule, then you have solved an important open problem ofpeter science, i.e.
you have showre XPTIME £ PSPACE The same if you can show that Go without
superko is more difficult that Go with superko. Other exarmplifamilies of situations
and their complexity will be given below.

5.2.2 Succinct representations, general game playing, teegames,
partial observability

We will here consider cases which were not discussed above:
e games with partial observability;

e complexity for programs taking as input, instead of justghbsition, the position
and the rules of the game; this is highly related to genenalegplaying;

e decidability issues. It is known since [114] that many peoh$ are undecidable,
i.e. that some facts cannot be computed even with unlimiiteel &nd space: e.g.
provability of mathematical results, existence of bugs pregram [236, 137];
decidability is not an old dead topic, as shown by recentlt®@smswering old
conjectures[163]. This is, to some (large) extent, indepeanof the representa-
tion and therefore considering the succinct case has nocinguadecidability.
A particularly surprising result is that there are games dimige board, with
partial observability and private information betweemtesates, such that the
existence of a winning strategy is undecidable [127].

Are computational complexity results with succinct reprgations a good model
for general game playing ? More or less. The drawbacks of atetipnal complexity
(discussed above) also hold for succinct representatioisetheless, the main results
are very informative. Another drawback is that there aréovesr models of succinct
representations. They have usually nearly the same coityptesults[192], but this
is not an absolute rule, and you should not apply resultsudised below for your
particular case without checking the details.

Some important results can be summarized as follows (se& AL, 162] and
references therein):
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Complexities in the succinct case for win/loss/draw games

MDP (1 initial state) PSPACE-complete
deterministic, one goal state)

MDP with an opponent, no probability EXPTIME-complete
(i.e. non-deterministic case
in complexity terminology,

without probability)

POMDP with an opponent, undecidable
no probability, Fkk

problem of separating cases

with proba of winning> 0.6
and cases 0.4

POMDP without opponent** AEXPTIME=EXPSPACE-completenes

POMDP with an opponent, no observability, EXPSPACE-complete
no probability (i.e. 1 initial state,
non-determinism, one goal state)

POMDP with no opponent, no observability, EXPSPACE-complete
probabilities and goal = success with proba 1
POMDP with opponent and no proba 2EXP-complete
0-player deterministic game undecidable

with infinite state (e.g. Conway’s game of life)***

POMDP undecidable
(even no opponent, but unbounded horizon)*

POMDP with one goal state undecidable****
Finite partially observable

non-stochastic team games undecidable[183, 127]
(finite state, three players, two of them in the same team)**

(* here the undecidable question is: is there a solution for having avesaged> c with
proba 1 ? the reward for each state is known)
(** here the undecidable question is: is the situation a sure win ? the horiran ounded)
(*** here the question is: will a given Boolean variable be true one day ?)

(**** here the question is: is there a solution for ensuring reachability wittba> ¢ ?)
(***** this result is not often cited, as most people focus on the questisthere a strategy for
winning with probability 1”; yet, this case might be the most natural formtbrneof the idea of

decidability of a partially observable game; the proof is by reduction to the ¢&**) thanks
to the simulation of random transitions by hidden information)

[
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Importantly in undecidability results above in partiallpservable (PO) cases, games
are allow to have cycles. With PO, players can’t know thay tbeme for the second
time in the same state as they don’t observe the state.

The terminology above might be puzzling for people who atdarailiar with non-
determinism as used in the vocabulary of complexity: notesmeinism here means that
an opponent can choose some moves. This is in fact a tworptage. No observabil-
ity means that there’s absolutely no information that candesl by the strategy except
the rules of the game and the initial position - no idea of theent state. The last
undecidability result, in the table above, for team gamessitier games with players
having private information, not shared with their teamrmagurprisingly enough, such
games can be undecidable even in the easy case in which wevantyto recognize
situations in which there is a sure win. No such real-worlchgdnas never been shown
undecidable for the moment. With a poetic formulation, netlere are “real” games
such that gods play better than computershat is known is that there are (artificial)
such games.

For the EXP-complete games cited above (go, chess, shagighits...) we can
see that the fact that most games or problems rely on a honmrarh shorter than
the exponential case has a strong impact: problems shoulidwegraded to a AP-
completeness (equivalently, PSPACE-completeness, b@aty proof is by the use of
alternating Turing machines) if we consider that usual gaime&ve a linear length.
Maybe, nonetheless, the game would be incredibly long ifgila were almost as
strong as gods. We see also a strong impact of the limitedHerighe strategy: this is
quite consistent with the success of direct policy searchdoy difficult problems, with
compact representations for making this tractable (eqofized MDP[145, 214]).

The case (*****) is interesting, because it contradicts sousually claimed results
- only in appearance however. Consider a partially obsésgdmme, with a finite state
space, but possibly unbounded number of steps, and gamelsided by a win of one
of the players (or possibly, an infinite loop, which is a draiMpen consider the usual
formalization of decidability:

(UD): Existence of an almost sure win
Instance: a position.
Question: is there a strategy for winning with
probability 1 whatever may be the decisions of the
opponent ? W

This problem is termed (UD) for “usual definition”. The prehi is decidable, without
restriction on the length of games, if there are two play&he main drawback of this
formalization of decidability in games is that it is uselémschoosing how to play. In
fully observable games, deciding this question is enougiplBoying optimally; not in
partially observable games. On the other hand, the advargatpat this question is
usually decidable, except in some decentralized casels[(12D) simplifies things by
two aspects:

e there’s no probability, as we only deal with sure win; we onbnsider non-
determinism (i.e. arbitrary choice by the opponent).

6Humans, according to the so-called Church-Turing Hypoghese in the same category as computers.
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o the opponent does not need any observability or recall, amhgust play ran-
domly - his goal is just to win with non-zero probability.

A more difficult question is the following:

Value function approximation
Instance: a position.
Question: is there a strategy for ensuring a w
with probability> { ?

n

It has been shown in [162] that, for any fixé€d<]0, 1], this harder question (and
many variants of it) is undecidable in stochastic one-playenes. We'll see that this
holds also for deterministic (which means here: non-rarided) two-player games,
with unlimited horizon. Consider a deterministic paradbservable two-player game
with finite state space, and the value function approximgieblem:

Problem (VF):
Value function approximation

for fixed 3 > & > 0.
Instance: a game such that

e either there is a strategy for winning with
probability> 1 + 5,

e orthere’s no strategy for winning with prol
ability > 1 - 6.

Question: is there a strategy for ensuring a win
with probability > % + 6 whatever may be the de

cisions of the opponent ?

Then, we claim the following result for a game with finite stgpartial observa-
tions, infinite horizon, two players, non-randomized tiaoiss:

Undecidability Theorem for the approximation of value functions: Problem
(VF) is undecidable.

Proof: We simulate a probabilistic finite automaton (PFA) in a deiaistic game.
The PFA for which the approximation is proved undecidablg¢1®2] contain only
rational probabilities, and the input word is the sequerfcctions. The reduction is
as follows:

e Each node of the PFA is a node of the game.

e Each decision of player 1 is a reading of a letter in the inppetof the finite
automaton.

e The main trouble in the reduction, is how to encode randomsttians: this
encoding is discussed below.

For this encoding, we just have to simulate the random ndussks to the op-
ponent. This is done as follows. Consider a node in which tobabilities are as
follows:
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Probability | ng/N | na/N | ... | ng/N
Nextnode | t; to e ti

with T mi = N.

Then we simulate it as follows:

Player 1 chooses (privatélya number € {0,1,...,N—1}. Player 1 knows that
he is in one of the nodes used in the simulation of random nodes

Player 2 chooses (privately) a numie {0,1,...,N — 1}. Player 2 knows that
he is in one of the nodes used in the simulation of random nodes

Letc= ((a+b) moduloN) + 1.

Go to noddg; both players observe

We claim the followings:

If one of the player plays randomly and uniformly, theis uniformly distributed
in{1,2,...,N}.

Definez the probability of winning for player 1 if both players (i)gy uniformly
when choosing andb (ii) have an optimal strategy for other cases. We will
show thatz is indeed the probability of winning, whenever we don't hdle
restriction (i) above.

Let's assume, in order to get a contradiction, that playead dn advantage in
playing something else than the uniform distribution, ¢&n reach a probability

of winning higher tharz. Then, player 2 can cancel this advantage by playing
uniformly. Therefore, player 1 can't do better than a pralitstbz of winning,
whatever maybe his strategy.

Let’'s assume, in order to get a contradiction, that playea® dn advantage in
playing something else than the uniform distribution. Thaayer 1 can cancel
this advantage by playing uniformly when choosagdrherefore, player 2 can’t
reduce the probability of winning @& to anything smaller than

Therefore, at least one of the player has the same resultisipyng uniformly.

As a consequence, the answer to problem (VF) above is the aaifoe the version of
the game in whicke is randomly chosen, uniformly if1,2,...,N}.

This is enough for simulating the PFA as in [162], and theefoshows the unde-
cidability of problem (VF)—

A close look at the proof shows that we don't need the full gality of games:
player 2 does not need any observation, and he can indeedgrdgpmly and uni-
formly. Therefore, we have the two following corollaries:

Problem (VF) is undecidable also if the opponent is regtddb a uniform ran-
dom player.

"Privately means that the other player does not see the chaseimen. This is where we need a partially
observable game.
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e Problem (VF) is undecidable also if the opponent has no ohten.

The main consequence of this is that, in the general caseplayer partially ob-
servable deterministic games, which are decidable for sualuwefinition (UD), have
no computable optimal player. This is illustrated by thddeing construction, for
somed €]0,1:

e Consider a gamé& with probability of winning (in optimal play) either % +0
or<i-3.

e Consider the gam@&' in which the first action is as follows:

— either you playG as the first player;
— or you playG as the second player.

Optimal play (within precisiond) implies deciding Problem (VF). Therefore, opti-
mal play is not computable (even with limited precisi®d)) when the horizon is not
bounded.

We can also see, by checking the proof in [162], that solVifig) mplies solving
the halting problem; therefore, in terms of Turing degrgesblem (VF) is an oracle
for 0’ (think of 0'-hardness if you're not familiar with Turing degrees) - ibisleast as
hard as solving the halting problem.

5.3 Computational and human complexity, observed
through the game of Go and vision

The human visual cortex is very impressive; vision providemy tasks for which
humans are incredibly strong in front of computers (see &ig. 5.14 for a clear
example suggested by J.-M. Jolion).

The game of Go (see Fig. 5.4) is a very ancient Asian game,os@gpto exist
since 4000 years, or 2600 years, depending on the souraédefitally it is perhaps
less old than Senet, the ancestor of Backgammon). It is kriomimaving a particular
pedagogical effect, and is a big part of culture in many coesit There are countries
with TV channels dedicated to Go and the main tournaments éxetvemely big prizes.

Go can be played with handicap: handicap 7 (abbreviated Hgns1that the
weaker player (traditionally playing as black) plays 7 tinefore white plays. Levels
in Go are evaluated on the kyu / dan scale:

e 20kyu (abbreviated 20k) is the level of a beginner.

e Then, increasing levels have decreasing numbers: 19kyyu18ntil 1kyu (ab-
breviated 19k, 18k, ..., 1k).

e The first level above 1kyu is 1dan. Roughly speaking, 1kyumaéxan, 2kyu
means -1dan, ..., 20kyu means -19dan. These dans are teameteur’ dans
and are abbreviated 1d, 2d, 3d...
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Figure 5.4: Left: the kanji of the game of Go. Right: a detadtyre of a goban. E.
Lasker, a world chess champion, said that “While the Barogles of chess could only
have been created by humans, the rules of go are so eleggatigrand rigorously
logical that if intelligent life forms exist elsewhere irethiniverse, they almost certainly
play go.” Go is part of the “four arts”: zither, board gamelligeaphy and painting,
since the Tang dynasty in China.

e The sixth or seventh amateur dan is roughly equivalent tditseprofessional
dan. However, this depends on countries or even towns in soom@ries. More-
over, the professional dans (abbreviated 1p, 2p, 3p... e Ha property that
they never decrease: old players can be 9p whenever theytdmve anymore
the level of a professional player.

e The highest rank is 9p, except a few cases of 10p for honoeifisans.

e Some professional players are called "top pro”. This mehatthey are 9p and
have won recently one of the major open tournaments.

The amateur dans are supposed to be built so that when a pldalidevel Ndan plays
against a player with levé¥idan, then the proper handicapNs- M (but: (N—M)/3
for professional dans). Depending on the set of rules, a gdr&® can be concluded
by a draw or not. In some rare cases and for some rules (ircpatithe widely used
Japanese rules), the game might never halt. Draws weredepadias a good thing in
the past; nowadays, due to tournaments and rankings, drawaade impossible by
adapting the komi and by replaying games with a loop (seeitlefirbelow).

The current best performances of computers are wins withddimat a top pro,
with H6 against a pro, with H2 against strong amateur playeds8x13, and with no
handicap in 9x9.

In spite of simple rules (Go can be played correctly by a 4yedéd child), Go
has incredibly complicated tactics, mixed with importamategy concepts. It is often
said than "Life is a game of Go in which rules have been madiessly complicated”.
There are thousands of proverbs around Go and Go was amofaythisportant arts
for Chinese scholars: “gin” (now termed the game of Go), ‘@'music instrument),
“shu” (calligraphy) and “hua” (painting). According to Clutius (at least, the vision
of Confucius usually accepted nowadays), Go is a better gaamemany other games,
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but should not, nonetheless, take too much time. This isginigtalso true for comput-
ers: artificial intelligence learnt a lot by playing Go, buaybe we should not spend
too much time on Go competitions.

We will here discuss some important families of Go probleorsifhich the com-
parison with humans is particularly interesting. Peopl@\wte not go players should
not be afraid, this section is supposed to be readable byesuer.

5.3.1 The rules of the game: simple by induction and complex by
deduction

It is amazing how the game of Go can be properly understoodymads old children,
whilst being extremely complicated to formalize. In fatisimuch easier to teach the
rules by playing a few games, than by explaining the ruledatth, there are several
sets of rules, which are usually equivalent, but one can fimapdicated cases in which
it is not so obvious to know who has won for some set of rules.

This author prefers Chinese rules, because they are cahplermalized (at
least | believe there is a formalization which matches theitine idea of the rules),
so that a computer can implement them; for Japanese rulesnasdme partic-
ular cases, it is still difficult to know who as won (even fornhans), and some
games have to be replayed differently in order to find a caiofu Seehttp://
senseis.xmp.net/?TrompTaylorRules for pathological cases, artttp:
/Isenseis.xmp.net/?RulesOfGo for a discussion on rules.

The rules are as follows (maybe you’ll understand the rdssef on Fig. 5.5):

e The board is am x n grid (usually,n € {9,13 19}).

e Black plays against white. Black starts by putting a bladnet in one of the
locations, then white plays by putting a white stone on antgiagation, and so
on.

e A group is a maximal connected set of stones (connected in 4-canitgcof
the same color. Each stone is in one and only one group (pp4ésilited to this
stone).

e A liberty of a group is an empty location next to this group (in 4-cotingyg).

e When black (resp. white) plays in the last liberty of a whitesr. black) group,
then this white (resp. black) groufies it is removed from the board, and it is
allowed to play, in the future, at these locations. It is fdden (in most rules)
to reduce the liberty of our own groups to zero, except if bingso we kill an
opponent’s group so that after the move the group has atdeadiberty.

e ko-rule: it happens sometimes that a player captures a djiraiipd to one stone,
and the player might come back to the same situation at thenmexe, by cap-
turing this stone again (see Fig. 5.9). This is forbidderkdy

e superko-rule (not in all rules!): it is forbidden to come kat a board position
which was already seen in the past. Depending on the versithre aule, it is
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Figure 5.5: An example of 9x9 go game (not all intermediateasions are shown).
Black starts, players play alternatively; black wins astésitory is bigger than the
territory of white (white has a bonus of 7.5 because blackssthut this bonus is not
sufficient here). The transition between th&dnd the 8' images shows a capture of a
group of one white stone (by black playing in A).

forbidden to go to a same situation with the same player tg plt is forbidden
to go to a same situation with any player to play. This ruleasaften involved
in a game (yet, there are pro games with loops), but this isugfial theoretical
importance: with no superko rules, infinite games are ptessib

¢ Instead of playing, a player can pass. If both players pagag8es are sometimes
required), then the game is over. The score is then (in Caingss) for each
player the sum of
— the number of stones of his color on the board;
— the number of locations surrounded by his stones;

— for white, akomi is given as bonus: usually, 7.5 for Chinese rules in
computer-Go.
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Figure 5.6: The first ever (and only) win of a computer againgip level human in

19x19 Go with handicap 7: MoGo won with H7 against a top prsifgsal player (C.-

H. Chou, also known as Zhou Junxun, 9p, winner of the LG Cupy208me played in

Taipei, 2009). The human operator on the left is Arpad Rim{f&b team, France); on
the right the white group H4 is dead (and white groups in thehtmrhood as well). In

9x9, MoGo won the first games against professional playe28@7; in 2009, Fuego (a
Canadian program) won against a top player as white (thestasde, in case of komi
7.5) and MoGoTW won against a top player as black, so that monpaters have won
even in the most difficult setting in 9x9 Go.

Usually, players stop before the complete end of the gaméheasguess the
result without spending time for killing all the stones winiwill obviously die
soon.

In Ponnuki-go (a simplified version), the first player whiadptures at least one stone
has won. There is equality if both players gasgherefore, there’s no ko, no superko,
no komi, no count of points. There are also variants of thesrallowing suicide.

5.3.2 Best performances against humans

Gois scalable in the sense that it can be played in varioes;dilze most standard sizes
are 9x9, 13x13 and 19x19. Go is exactly solved until size It best performances
against humans are as follows:

e In 19x19 Go (the standard size), the current best performan@ computer
against a top professional player is a win with H7 (Fig. 58¢n performed a

8Pass is sometimes forbidden in Ponnuki, and in that case thelfisger who cannot play looses the
game.
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Figure 5.7: The first ever win of a computer against a 6D playidn handicap 2 in
13x13 Go.

win with H6 against a 4P professional player in WCCI2010 (B&ga).

e In 13x13, our program MoGo performed the first ever win agaén8D player
(Shi-Jim Yen 6D) at WCCI2010, in Barcelona, with handicap 2fed hours
later, another program, Many Faces of Go, did the same, amddist a rematch
against a 6D; MoGo won a second game in the same conditionsfyginst a 6D
player, Shang-Rong Tsai, in 13x13 with handicap 2). The fitatis presented
in Fig. 5.7. The second win of MoGo in the same conditions lve® a nice
ko-fight.

e In 9x9, MoGo was the first program which won against pro; it baderal such
wins. Fuego also won some games against pros. MoGoTW has otbrab
black and as white against a top professional player, andsgeeral games as
black against pro; no other program ever won a game as bladksig profes-
sional human.
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Figure 5.8: The second win of MoGo against a 6D player in 13xitB handicap 2.
At this point, MoGo (black) used a threat in B2; white can onin the ko by playing
in the upper part (G11), otherwise black wins the game bynkjilthe big white group
H13; so white does not reply to the threat, MoGo capturesdived left corner and
black (MoGo) wins. This shows that bots can sometimes plafjgkds correctly. An
example of ko-fight poorly played by a MCTS is shown in Fig.5%5.1

5.3.3 Ishi-no-shita and Nakade

To the best of our knowledge, the complexity of “Ishi-notah{Fig. 5.10), i.e. tsume-
gos in which captures and recaptures occur inside a firsticgps not known. This is
an interesting question as it might be part of a more genegtipn: which complexity
classes are easy for humans and which are not ? To the bestlof@uledge:

e The reading (solving) of Ishi-no-shita is very difficult asdmehow unnatural
for humans;

e Computers are not disturbed by the strange structure of tsiagations and are
particularly strong in this case (accordingitelligentgo.org ).

Nakade are a particular case in which a player builds a groupsile an opponent
group B; A will be killed, but the liberties of B will be redudeby the stones used
for killing A so that B will be dead after a few iterations. Nade situations are not
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Figure 5.9: Left: An example of ko situation: if black caparthe white stone by play-
ing the circled location, then white is not allowed to imnadly play the symmetric
location - this avoids the simplest infinite loops. Right: example of alive groups:
it is not possible for black to kill the white group, due to ttveo empty surrounded
locations (black could kill white if there was only one eyg, the “killing” rule, but
with two eyes playing in one of the eyes is illegal (it's a $ué&).)

Figure 5.10: A beautiful ishi-no-shita from Denis Feldmanmeb page; this problem
published in Kido (a strong Japanese go magazine) in 1996 ieral parallel double
shapback. Black plays and saves some stones.

easily handled in MCTS unless they are the only fight (as y$M&ITS has troubles
for mixing the solutions of several simultaneous fights).

5.3.4 Ladders

A ladder is a situation in which a group has one and only orertijband repeatedly
escapes by adding one liberty (see an example in Fig. 51113slbeen shown in [77]
that guessing if the group which tries to escape will escapsobis PSPACE-hard.
There are examples of famous games played by computers ahwhdbgrams made
the mistake of playing bad ladders; nonetheless, this ésaad probably not the main
weakness of programs in front of humans.

5.3.5 Semeais

A semeai is a fight between two groups: the white group can loréyby killing the

black one, and the black group can only live by killing the telgroup. Two examples
are given in Fig. 5.12 and 5.13. They are easily solved by aateum whereas the
strongest programs have difficulties for solving this: teason for this is that strong



5.3. COMPUTATIONAL AND HUMAN COMPLEXITY: THE CASE OF GO 69

Figure 5.11: An example of ladder: white plays C5, black pssawith D6, white
attacks with E6, and so on - at the end, the black group wilkasarily die.

programs are based on MCTS, and MCTS only knows the rulesghrsimulations;
they don’t know that all liberties of the black group are emient, and all liberties of
the white group are equivalent, and therefore they will datpw that the semeai is
won by the first player attacking the opponent’s group oneg thave simulated the
(m!)? possible nodes, for a semeai withliberties per group. This is probably the
main limitation for MCTS programs in Go.

. ¢ 6 66 6
$ 6.6 6 6 666 -
by P P R R

Figure 5.12: A semeai, white to play. White can kill the bigdi@roup J4 (and make
its own group M4 live) just by filling its 8 liberties G1-G8. ¥hite does not play in
the semeai, black can do it and kill the white group: themfar this example, white
must play G1 or G2 or ... or G8 and nothing else.

Semeais are particularly interesting situations as theyutate the following prop-
erties:
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Figure 5.13: Another semeai. Black can kill the white grdoyg,it’s not urgent to play
in the semeai: black is in advance of two liberties and shthddefore play somewhere
else. Playing P1 or P2 or ... or P6 is here a big mistake fokblac

e The MCTS algorithms, which perform incredibly well in margrges and in par-
ticular in Go when compared to other programs, are very wedlel compared
to humans) on very simple and very typical semeais.

e However, what is difficult is not solving the semeai: it is Eedts impact on
the game. Implementing a semeai solver is possible, and predict correctly
the answer to the following question in many cases: is it iptes$or white to
ensure that the white group will live ? But the answer to thigsiion is not
as important as knowing whether it is worth trying to win it,kmowing what
will be the effect of winning this semeai on other parts of glaene. [36] clearly
shows that current programs don't play semeais correctly.

e Analyzing a semeai involves some “geometric” elements shiggests that hu-
mans, who are very strong for recognising shapes, are plantig strong for
semeais thanks to this “geometry” ability (for an examplawian visual skills,
see Fig. 5.14). Humans guess, on a semeai, that some léharéiesimilar and
know that it is therefore useless to analyze permutatiosegfiences which are
obviously equivalent to the initial sequence. This ideagrbtiping” similar ac-
tions is, in the humble opinion of this author, a key for sotyisemeais - yet,
nobody successfully solved this.

It is interesting to point out that other games difficult f@ngputers often involve
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visual or spatial elements; typically, connection gamesdifficult for computers in
front of humans (see the case of Havannah later - interdgtitmnnectivity was cited
as one of the difficult problems for artificial intelligencethe very early papers around
neural networks [167]).

Figure 5.14: An example of task which is easily solved by a dnmnd not by a com-
puter: people who speak Spanish can easily read this, censp{8panish or not...)
don’t. Thanks to J.-M. Jolion for the idea of this exampleglwe years ago.

5.3.6 Small yose and big yose

The small yose consists in choosing between the last imptddeations of the goban
which one must be played first; each location has severahctaistics:

¢ the number of points you win by playing in it before your oppnot)

¢ the fact that the opponent is forced to play around the saoatiém immediately
after your move (“sente” case) or not (“gote” case);

e possibly, alocation forbids other locations for the oppur{utting’) or ensures
other possibilities for yourself.

It has been shown in [248] that this is PSPACE-complete, byppgr formalization of
“small yose”, and a reduction to a sum of local games. Thisevesof the first cases
(subcases of the general Go game) in which humans were @nped by humans:
it is more combinatorial than visual. On the other hand, paotw are weak in the so-
called “big yose®: they don’t guess which shapes will lead to a better sitneto the
later “small yose”.

5.3.7 Ko fights

When a ko occurs (see Fig. 5.9, left), a player cannot kill astobecause it is not
allowed to come back at the same situation. In order to caphe stone, the player
must play a move elsewhere in the board, say in locaBipat a place in which the

9This author is grateful to Li Yue, a strong amateur player wixeated to play (and won) against MoGo
with handicap 6 and pointed out these elements.
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other player must reply locally tB (or will suffer a big loss of territory); this forces
the opponent to play arourt8l instead of securing the stode Thanks to the threat
aroundB, the stoneA can be captured as this does not go back to an earlier siuatio

This can become much more complicated when multiple kosnaodvied.

An important property of ko fights is that they make Go EXPTHd&mplete;
precisely, Go with Ko and without superko (i.e. Japanesesjuls EXPTIME-
complete[194].10 It is often said that MCTS algorithms are not very strong at ko
fights; for example, MoGo lost an opportunity of winning wii® against a 5P player
in Paris in 2008 (Fig. 5.15); nonetheless MoGo successfildlyed a ko-fight against
a 6D player in 13x13 with H2, as shown in Fig. 5.8.

-
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0, Rl o, S LT
Figure 5.15: MoGo as black played P5 against Catalin Tarapyugnd lost in spite of

9 handicap stones. The game was good for black until this meite Q5 instead of
P5, there was no ko fight and MoGo would probably have won.

Itis often said that MCTS algorithms are weak in ko fights;daene lost by MoGo
in 2008 with handicap 9 against Catalin Taranu (5p) confirtiésl (see Fig. 5.15).
Nonetheless, after some corrections, this is seemingdyded less true nowadays: ko
fights are probably not the main weakness of MCTS algorithong'h

5.3.8 Go openings

In a game, the opening is the part which involves the biggesiumt of long term
understanding. The only solutions for finding openings ire@»(i) handcrafting (a not

191t js not proved, however, that Go without ko is not EXPTIM&ruplete; it is also shown that it is
PSPACE-difficult.

11This author is grateful to Li Yue for pointing out an examplegabd behavior of MoGo in a ko-fight
when playing (and loosing) against her with handicap 6.
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very satisfactory solution, yet it is in some sense used byaruplayers who learn by
watching and learning games) (ii) self-built opening bosiknflar to a human player
who learns by playing against himself) (iii) opening boo&arht by playing against
strong players (this is not handcrafting, and this is motisfsatory). Computers with
none of these tools often play bad opening moves (see Fif),sdggesting that even
in 9x9 Go, computers have a lack of strategical understgndin

Figure 5.16: Left: a Go opening in 19x19 Go (with the traditbstone handling,
picture from Wikipedia). Right: a known bad black opening9x® Go with komi
7.5, which is often considered by computers (analyzed by Md@ing many years of
computation in its self-built opening book, and played begwin a game lost against
C.-H. Hsou 9p).

5.3.9 Phantom Go and partially observable cases

As briefly discussed earlier, the complexity classes ofigértobservable (PO) games
are usually very high. However, this is for the worst caseamially observable games:
what about more natural PO cases ? A wide family of PO gamée iatnily of phan-
tom games: for example, in phantom-Go, players are notrméorof the moves chosen
by the opponent; they just know (i) when their own stones apuwred (ii) when they
have proposed an illegal move (then, they should chooséanotove). Each game
can be converted into a “phantom” version. An interestirgdee of those games is
that algorithms performing best for this are essentialhetiiheuristics (often using a
Monte-Carlo sampling of possible hidden states as a keyrfegtthis is somehow in
accordance with [2] which suggests to use direct policycdeére.: defining a para-
metric family of strategies and optimize the parametersdy-linear stochastic opti-
mization) for these problems with huge complexity and forchtapproaches based on
function values cannot work. Whereas the control of a sintae(in take off, land-
ing, or standard flight), with little unavailable informat, is an easy task, the control
of a flight of drones in front of unobservable enemies is h&id.(5.17).
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Figure 5.17: Top: controlling a single plane in observaljeiét” settings is easy
for optimal control, and there are also good results for g a car in simple

environments (see the Darpa challenge, in which a car masti@point B from a point
A without driver), but not in a town; similarly, a bot can walk easy environments,
but bots are still far from the flexibility of humans or animaBottom: controlling a
flight of drones against unobservable enemies is difficdtgta Kzo drone (left) and
its launching (right), from armyrecognition.com). Intstiagly, this kind of problem is
quite close to so-called "real-time strategy games”.

5.4 Summarizing all this

We’d like to give a brief, partial, moderately precise, oxew of all the stuff above in
this chapter around one-player or two-player games. Rguglel conclude as follows:



5.4. SUMMARIZING ALL THIS

Partially observable games are much more comple
and often solved by heuristic methods. Many natura
questions in PO cases are indeed undecidable.

MCTS is a very strong tool in observable games,
when no evaluation function is known.

When nothing works (e.g. difficult PO case),
the best solution is often the design of a parametrig
policy to be optimized by direct policy search.

The computational complexity is not a good
measure of “human” complexity or of the difference
between humans and computers.

Computational complexity provides tools for
generating difficult positions of a given game.
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Chapter 6

From Dynamic Programming
and Alpha-Beta to Monte-Carlo
Tree Search (MCTSY

The first section below introduces MCTS in a slow manner, amng it to the state
of the art and to the historical tools. Then, a more formasen¢ation is given (section
6.2), with an analysis based on the memory requirements i $Cbased on more
realistic formulas than in analysis using the UCB-like tefior exploration.

6.1 A pedestrian introduction to Monte-Carlo Tree
Search

Minimax is a naive algorithm for games; it consists in conmpgitecursively the value
of a max-node as the max of the values of its sons, and the whlaemin-node as
the min of the values of its sons. As exploring the whole trepassible futures is
infeasible, the value at a fixed depth is approximated by atiom termed thesval-
uation function (which approximates the value function). The evaluatiancfion is
usually designed by experts of the game, when experts carafize their knowledge.
Roughly speaking, Minimax is analogous, in games, to dyngmigramming for one-
player games (the category “one player games” include pighn

Alpha-beta is the most classical algorithm for games. Isgeatially a fast form of
Minimax: useless branches are pruned. When only a small bniawledge is avail-
able, Alpha-Beta is “only” twice faster than Minimax (monespisely if the exploration
is made in random order, the speed-up is two); see Fig. 6.arfallustration of the
algorithm.

Modern versions of alpha-beta are often much more "depsti-find anytime than

1This chapter is based on many things | learnt when | was in ystgittp://www.artelys.com )
and in joint works with all my coauthors around games.
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Figure 6.1: Left: minimax (see Alg. 1). Right: alpha-betagsAlg. 2), which is
equivalent but faster by cutoffs: the branches which witlyably provide a reward
lower than what another branch has already produced arpextop
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traditional versions (see e.g. iterative deepening [144f singular extensions[3]).
MCTS is, in some sense, an extremal case in this direction.

Figure 6.2: Example of MCTS tree. Each circle is a state, theeat tree (in memory)
is this set of states. Each circle contains a family of nurstbier example, (8,4,6,0,5) in
the root node means that 5 simulations have crossed tharabthe rewards associated
to these simulations were 8,4,6,0 and 5 respectively.

MCTS is briefly sketched as follows (see Fig. 6.2). The maita ddructure is
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a treé, and the program is a loop which simulates one game (staatiige current
simulation) at each iteration in the loop. The tree grows upagh simulation. At
first, there is only one node in the tree, which representsuhent situation. At each
iteration:

e Simulation step. (a more formal presentation, by pseudo-code, can be found in
Alg. 3) A game is simulated from the current situation uritéd game is over (we
will see later how moves are chosen in these simulations). iWee perform
a simulation step, we have a tree of situations in memory,ralé of which
is the current situation; the simulated game crosses nddbe dree, and then
situations out of the tree: there are therefore two parthiénsimulation step,
namely(i) simulation in the tree (ii) simulation out of the tree. Depending on
implementations, a given number (usually one, the first étih@tree) of these
situations out of the tree are added in the tree, with eddkestiag transitions.

e Update step.Then, statistics are updated: in each node, we keep trackebf e
result of a game crossing the situation represented by tide.nIn the figure,
there has been 5 simulations; the root has been visited thsathulations, with
rewards 8, 4, 6, 0, 5. The nodes below the root have been sé&=) twace, and
twice respectively: there might be some legal moves whiale ot (not yet)
been explored at all.

The main point is how to perform the simulations. In eachagion, the simulated
move is chosen as follows for a max node (a similar algorithith megated rewards is
used for min nodes):

e For each legal move, a score is computed. For example, inppeflConfidence
Tree [143] version of MCTS, the score for a transit@r- b (from nodea to
nodeb) corresponding to a movais the sum of:

— The average reward for this move (a default value can be ohoseon-
simulated moves);

— ky/log(na)/ny wheren, is the number of simulations throughandn, is
the number of simulations throudh andk is a parameter (to be tuned).
Some arbitrary choice can be made4f=0 orn, = 0.

For example, in Fig. 6.2, the score of the transition fromrtbde 84,6,0,5 to
the node 34 is

8+4 log(5)
k .
2 + 2
Itis usually preferred to multiplk by the variance of the rewards; this is termed

“tuned-UCT” [11]:

average reward k (rewards+/log(na)/np

2We here present MCTS in the case of a tree, but working on a DfW@dted acyclic graph) is very
similar - using trees just makes the writing simpler.
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but it's essentially useless in MCTS for Go; this comes fraheo frameworks
than MCTS (namely stochastic bandits[148]), and might lbeveat for MCTS
in noisy environments. There are many other similar form{l48, 13], termed
“bandit” formulas.

e Then, the move with maximum score (ties are randomly brolesimulated.

For random nodes (if the problem is stochastic), the siradlamove is chosen ran-
domly according to the distribution of possible moves.

In the case of Go, as many improvements have been proposddrihula is much
more complicated, and incidentally the constiaf@nsuring exploration of weakly ex-
plored nodes) is zero or close to zero. Roughly speakindgptineula of the score, for
a max node, is in usual optimized implementations for theegafzo (and probably
for many deterministic two-player zero-sum games) the tteigy sum of three terms:

o Off-line value: a value function based on patterns and/or expert rules.
e On-line value: the average reward.

e Transient values: transients values are estimates of the quality of a movedbas
on previous simulationscluding those which did not use this move in this situa-
tion; the most well known transient value is based on “Amaf” (atives as first):
it's a value function based on permutations of simulatields [L12]; roughly, for
a max node, instead of the average of the rewards of simofationtaining the
transition froma to b thanks to moven (as in the on-line version), we consider
the average reward of simulations crossirand containing actiomin any node
later than a “Amaf” values within MCTS algorithms are termed “Rave” uak
(Rapid Action Value Estimate).

The coefficients of these three terms verify the followingperty[152]:

e Whenn, andn, are small, then the first term (off-line value) is the mostamp
tant;

e Whenny increases, then transient values become more important;
e Whenn, — o, the on-line value has weight going to 1 and other values @b to

A typical formula might be

MaximizeCof flineVof fline -+ Ciransien + ConlineV -+ Cexploration (6.1)

whereV is the average reward for simulations containing the camsidl move in the
given situation (we'll give more formal definitions in sei 6.2), Vot tjine iS SOMe a

priori evaluation of the move (e.g. by patterns[72] or r{l&&]) andV is the transient
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value. Constants can be chosen e.g. as follows:

Cot fline = Kof fline/ (2+109(Ny))
Cransient= K /(K +na)
Conline = Na/ (K +nNa)

log(Na)

L o—k
Cexploration Mo
In our program MoGo (dedicated to Go, which is a binary debeistic game),
Cexploration = K = 0, but in stochastic cas&sypioration= 0 would probably be a bad
idea.

The first term Yot 11ine) Needs some work in terms of implementation; the third one
is obviously central in the algorithm; the second one is éagpde and quite efficient
for many applications far from Go (see [221, 5, 100]). Praiany works ([61]) suggest
that MCTS is also quite efficient in stock managements (Fig).6

Figure 6.3: Controlling a single production unit with lgtincertainty is easy for com-
puters. Yet, controlling many plants in front of big uncantees requires a lot of hand-
crafting. This problem is typically a case in which MCTS teitjues might provide

big improvements in the future.

As summaries are fun, let's summarize:

MCTS essentially consists in

(i) implementing a simulator with a default random-
ized policy

(i) introducing a bias in the policy thanks to formulas
like Eq. 6.1 (full-featured MCTS) or Eq. 6.4 (UCT).

It performs very well in Go, in General Game

Playing, and in various high-dimensional problems in
particular when the horizon is not too large and when
no good evaluation function is available.
There are extensions in continuous cases and/qr
partially observable problems (with one player only).
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6.2 Null exploration constants and frugality analysis

The UCB formula (Eq. 6.4 below) is often presented as theagilon for the success
of MCTS, usually justified by the game of Go and some other ganvée will here
present another point of view: MCTS works much better (in &d & many other
deterministic cases) without the UCB te log(...)/...; and some other formula
are both (i) theoretically more properly funded for binaalued games (i) empirically
more efficient. In particular, these formula save up a lot emory (we term this
property “frugality”) - an important requirement in MCT$, which the tree structure
is often heuristically reduced (by removing parts of the tndnich are not often used).

A fully observable gamgis (in this section) a finittset of nodes, organized as a
tree with a root. Each nodeis of one of the following types:

e max node (nodes in which the max player chooses the nextesstaiag descen-
dants);

e min node (nodes in which the min player chooses the next atatang descen-
dants);

¢ terminal node; then, the nodes equipped with a rewa®ewardn) € [—1,1];

e random node; then, the node is equipped with a probabilggridution on its
descendants.

In all cases, we not®(n) the set of the children of node We will consider algorithms
which perform simulations; the first simulationdg the second simulation s, etc;

each simulation is a legal game. The index of simulagois, by definition,i. Each

simulation is, formally, a path in the game from the curréttagion until a leaf (i.e.
until a game over). Each noadds equipped with:

¢ Possibly, some side informatid(n).
¢ A fatherF(n), which is the father node of; this is not defined for the root.

e A (unknown) valué/(n), that we want to approximate; this value is the Bellman
value; itis known since [19] tha£(n), equal to the expected value if both players
play optimally, is well defined.

e Foreacht € {0,1,2,3,4,...},

- n(n) €{0,1,2,...} is the number of simulations with index in2,...,t —
1 including noden, possibly plus some constakit(n) [72, 63, 152]:

n(n) =#i <t;nes}+Ky(n). (6.2)

Swith one player, a game becomes a puzzle, or a planning taslcomt@l task. This presentation is not
limited to games in the traditional sense.

4Handling the infinite case is possible thanks to progressidening; instead of considering the maxi-
mum score over all children, consider the maximum score oveg(tm first children of the father nodé
wheremis the number of simulations df. g(m) can be e.gmP for somef ¢ [%, %] ([241, 73]).
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— w(n) € R is the sum of the rewards of the simulations with index in
1,2,...,t — 1 including noden, possibly plus some constaiit(n) (possi-
bly taking into account expert knowledge or offline valuessgibly using
I(n)):

wi(n) = Z reward(s) + Kz(n). (6.3)
i<t;nes

— If nis not the rootscore(n) = scorgw; (n),n:(n),n(F(n)),1(n),t).
We then consider MCTS algorithms as in Algorithm 3.

Input: a game.
Possibly initializea; (n) andng (n) to some arbitrary valuds,(n) and
Ki(n) (possibly using expert knowledge).
fort=0,1,2,3,... (until no time left)do
s« () //empty simulation
s=root(game
while sis not terminaldo
& < .S // sis added to the simulation
switch sdo
casemaxnode
S<— argmaxcp(s) SCOregn)
end
casemin node
S < argMinyeps) SCOrgn)
end

caserandom node
s« randomly drawn node according to distribu-

tion ats
end

end
end while
& < .S //sis added to the simulation
Updates the statisticsy(w;) in all nodes concerned by simulatign
5.
end for
decision= argmaxcp(root) Nt(N)  // decision step
Output: decisioni.e. the node in which to move.

Algorithm 3: A framework of Monte-Carlo Tree Search. All usual implertagions
fall in this schema depending on theorefunction. The decision step is sometimes a
bit different, without strong influence on the results. Thygoathm here chooses only
the move at the root; it is supposed to be run at other nodastdgitad hoc restriction
of the game (i.e. this algorithm is run each time we have te tallecision, with the
game restricted (the root is the current situation).
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UCT is the special case of Alg. 3 with the special formula

score(s) = Vk(s) + v/log(n (F(s)))/m(s) if F(s) is a maxode (6.4)
score(s) = Vk(s) — v/log(nk(F(s)))/m(s) if F(s) is a minnode (6.5)

)

whereVk(s) = wi(s)/ny(s). (constants or other terms are often placed beforé Jpg
this does not matter for us here); i.e. it uses UCB [148] aeesitinction. It clearly
provides consistency for a finite set of actions per noddiérsense that asymptotically,
the most often sampled actions will be optimal actions. #sants like “progressive
widening” [72], “progressive unpruning” [62], are congist as well. Our purpose is
precisely to consider cases different from UCT, and in paldir the frugal versions -
those which do not visit all the tree.

In [26] we have shown the following consistency result, Wihias the advantage
of covering frugal versions as well, in particular those ethare used in real-world
implementations.

Theorem (Consistency of Monte-Carlo Tree Search.fonsider a MCTS Algo-
rithm as in Algo. 6. Assume that for all sons'of amaxnode:

M (s) — oo, ng(8) — oo, liminfVi(s) > limsup\k(s) = n(s) = o(ne(s))  (6.6)
n(F(s)) — o and liminf\(F(s)) <V(F(s)) = n(s) -  (6.7)

Assume the same equations 6.6 and 6.7, kmitinf replaced byimsupand< replaced
by >, f or min nodes. Then, almost surely, there exigtsuch that

YVt >tg,arg max ng(n) Carg max V(n). (6.8)
neD(root) neD(root)

Proof: See [26]

The theorem above can be applied with UCB-like bandit foemubut also with
other formulas, much closer to what is used in efficient im@atations. For example,
we can consider a score as follows:

scorg(s) = Vk(s) = WE(S) with K; > 0 andKy > 0. (6.9)

ne(s)

Eq. 6.9 is the special case of Eq. 6.4 wkta 0. The advantage of Eq. 6.9 is not consis-
tency; consistency was already ensured by Eq. 6.4 (UCBftikaulas). Importantly,
Eq. 6.9 could be modified in order to take into account RAVEIgal (the theorem
above works with RAVE values as well), heuristic informatiar other improvements
- the important point is the regularization of the winningeran order to avoid scores
like O - in such cases, we have both frugality and consistency

[26] gives more details on formula which do or do not providesistency and/or
frugality; the main idea is thaysing regularization of the winning rate (even as
simple as in Eg. 6.9), we can get rid of exploration terms whit imply explo-
ration of the whole tree - we can have both frugality (no expleation of the whole
tree) and consistency (convergence to optimal movesphis is very consistent with
presentations in [175], where many important MCTS code®w&cussed and were
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based on a zero exploration constant. Incidentally, wheii CGeferred to the basis
of MCTS research, it must be pointed out that for determmisinary games, which
are the main application of MCTS, the typically UCT formuia. UCB, is usually
not used. Nonetheless, we strongly believe that UCB is #&rgaportant formula for
other applications of bandits, and that UCT is very efficiastpresented in [143], for
problems which have a stochastic component - incidenthiyderivation of UCB-like
formulas is meaningless in noise-free problems.
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Chapter 7

On the generality of MCTS:
other impressive applications
with partial observability and
continuous action space's

The game of Go and other difficult games, including the fraorévef General Game
Playing, are the main testbeds for Monte-Carlo Tree Sedhely; have shown the ex-
treme efficiency of these methods for some applications.eMmtess, there are other
important applications. This author has been personalyioced of the strength of
MCTS when testing it on expensive optimization (section).7The application to ac-
tive learning (section 7.2) is also convincing to me, anéatly industrial applications
have also been proposed (section 7.3). Our personal felitthgt MCTS is a great
candidate for applications with high dimensionality of tate space, not too many
time steps, and lack of stable evaluation function; futuoeks on MCTS will show us
its limitations (long horizons, big expert knowledge aahlk, strong need for explo-
ration, unknown transition function ?). This chapter isated to original applications
of MCTS, including partially observable problems; theselaations are very diffi-
cult, as shown by the many unsuccessful hours this authospest on them with
other techniques. They have been the main motivation, fofanspending more time
on it - they show that MCTS is important far beyond games.

A main strength of MCTS is how easy it is to implement it on adaior. Once you
have a simulator, which simulates what happens with a giadioyp plus a (heuristic)
policy, then implementing MCTS can be done very quickly justhe UCT formula.

If you have a simulator and a policy, you can do some MontdeCamulations;
you can plot some indicators such as the value at risk, igectivep — Qp whereQ,
is defined byP(reward > Qp) = p. The exact probability is not known but can be
approximated by the results of the Monte-Carlo simulatioFisen, if you implement

1This chapter is based on joint works with A. Auger, R. GauBelGelly, P. Rolet, M. Sebag, F. Teytaud.
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the UCT formula in order to bias the policy towards the optimthen you'll see the
value-at-risk provably converge to the value-at-risk & tptimal (on average) policy;
thisis

e User-friendly: you see the results of your simulationsjmiythe process.

e Anytime: you can stop when you want.

e Easy to develop: the simulator and the heuristic are therekpewledge, and
all you have to implement is (i) the archiving of pairs (statewards) (ii) the
UCT formula.

e Versatile: you can use the Value-At-Risk instead of the etgubvalue.

We'll discuss briefly below some applications.

7.1 Monte-Carlo Tree Search for Expensive Optimiza-
tion

Optimization is presented in details in chapter 10. Optatian can also be rephrased
as a MDP:

e Choosing the next poing,, 1 to be visited is making a decision;

e Then, the fitness valug 1 = f(Xn+1) is chosen randomly (according to a dis-
tribution of probability on the possible fitness functiofisconditionally to past
observations):

Yne1 ~ L (F(Xns2) Vi <0 F(%) =wi). (7.1)

e The new statg,,; is then the list of visited points, and their fitness valuéthg
fitness values are available):

Snr1 = (Sh, Xnt1, Ynr1); (7.2)

e The distance (or log-distance) to the optimum, or some athitarion, is then
the opposite of the reward function:

reward~ . (—log|[xy —argminf||?|vi <N —1,f(x) =yi). (7.3)

The prior knowledge required for implementing this is ttiere a distribution of prob-
ability on possible fitness functions (this means that wesiisr a MDP with max
nodes, in which we choose decisions, and random nodes, thviitmess values are
drawn). Another possibility is to consider a worst case arefis functions (this means
that we consider a MDP with max nodes for our decisions, amdmdles for the choice
of fitness functions).

Solving such a MDP involves huge computation times, andrifgeémentation is
a bit difficult because expensive optimization (as well ds&vadearning) is usually not
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formulated as a MDP; and therefore this is only worth the tanthen the computation
cost of the optimization function is so big that implemegtan algorithm involving a
lot of work plus an hour of computation per iteration is naliculous. Algorithms for
solving such MDPs are discussed in section 13, as well as stimeerelated tools for
this problem.

The same examples of applications can be provided, for ekgeoptimization,
as those of active learning in section 7.2. Other examplexpénsive optimization
from the OMD project [ittp://omd2.wikispaces.com/ ) include the design
of rockets, planes, cars; when building a prototype is w&d] the cost is sufficiently
big for justifying such an elaborate approach as (i) rephgaghe problem as a MDP
(i) implementing MCTS (iii) apply it with big computatiohdéime. However, at the
date of this document, these applications were handled @dthssian processes or
evolutionary algorithms, but MCTS has not been tested.

Fig. 7.1, from [196], shows the result on the classical splienchmark; the the-
oretical limit is known for this benchmark, and we could &fere check that, with a
big but feasible computational power we can be close to thienop. Importantly, the
algorithm can run with other prior informations as well - yiore tests on this would
be helpful.

7.2 Monte-Carlo Tree Search for Active Learning

Active learning is defined in chapter 16; we here just show h@an be rephrased as
a MDP, and therefore solved by MCTS. Active learning can Iparased as a MDP:

e choosing the next question (i.e. a point to be labelled) ¢oattacle is making a
decision;

e the observation corresponding to the question is the lab#iie point (for a
randomly drawn target function); it is randomly drawn cdiutially to the past
observations, and this assumes that we have a distributiorobability on pos-
sible target functions;

e the next state is then the sequence of questions to the pnatiieheir answers;
e the reward is then a measure of the quality of the learnt fanct

This implies that we have access to a distribution of prdhglon possible target
functions; max nodes are nodes in which we make decisiomsraardom nodes are
nodes in which we randomly draw the latfelsUnder these conditions, the MCTS
approach is just optimal in the sense that for the givenibigion on target functions,
and on average, it will provide the optimal result asymgtaty in the computational
power.

This detailed rephrasing is not trivial and details can hentbin [195]. This has
been experimentally tested; the results are very good asa®() the modélis right

2Importantly, the labels must be drawn randomly, with conditigneverything is conditionally to known
observations.
3The model here is the distribution of fithess functions.
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Figure 7.1: Results of expensive optimization by UCT (a #meéorm of MCTS,
suitable for noisy cases) for horizéh= 50 with various dimensions - the goal of thes
experiments (from [196]) is to show that MCTS can reach alpemtimal behavior

for optimization withN = 50 iterations. Error bars are/3 of the standard deviation.
The abscissa is the lg@f the number of simulations, the ordinate is the average of
S log(|[xn argminf||), supposed to reach 162) = 0.69315 asymptotically irN for

an optimal algorithm (mathematical proof in [104] for comipan-based algorithms).
The standard deviations are big (due to the huge compughthoist of the algorithm),
but we can nonetheless clearly show that we are close to alitijrn in spite of many
efforts we could not have such results with dynamic programgm

(ii) the computational power is not a limit. (ii) is ensurddhe cost of labelling one
example is huge; this is certainly the case if, for example,

¢ with x the architecture of a plané(x) is the performance of the plane of archi-
tecturex in test flights;

¢ with x the architecture of a caf,(x) is the performance of a car of architecture
in crash test (then, the cost of computif) includes the building of a prototype
and its destruction against a wall!).

Unfortunately, MCTS has not yet been tested in these casesnly on artificial active
learning testbeds (Fig. 7.2). However, we'll see real aapions in section 7.3 (far
from active learning).
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Figure 7.2: Performance of BAAL (Bandit-Based Active Leagjl95]), which is
UCT (a specific form of MCTS, suitable for noisy cases) amplie active learning
in dimension 8: the abscissa is the jogf the number of simulations of UCT, the
ordinate is the generalization error, on a classical telsth@mely a random linear sep-
arator on a hypersphere. The dashed line is the performdri@geesy By Committee,
a state of the art algorithm for active learning[105]. QuBgrcommittee is also used
as a Monte-Carlo part of UCT - this is why BAAL is equivalent@BC when only
1 simulation is performed. Provably, BAAL is equivalent t@Q for 1 simulation,
and converges to optimal active learning as the number aflations goes to infinity.
More on this in [195].

7.3 Yet other applications, including industrial applica-
tions

An application to optimization on graphs, including an agggion to library perfor-

mance tuning, was presented in [81]. The sequence of desigdhe decomposition
of a big matrix, and the loss (negated reward) is the comioutaime of the calcu-

lus performed using the matrix. This shows the efficiency 6fTdike algorithms, in

front of dynamic programming techniques in a real-worldisgt This is a directly

industrial application.

An application to feature selection, i.e. the problem ofifigd-elevant variables in
a dataset, has been proposed in [108].

There are various MCTS projects in the world, for variousliaptions:
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e In France and Taiwan, the IOMCA projéds aimed at (i) improving MCTS
technologies (ii) extend its field of application (iii) coame it to classical
methodologies (iv) test in on stock management, in padidal the ecologically
and economically crucial problem of power management.

e Simon Lucas, Peter Cowling and Cameron Browne take care &RSBRC
project around games and beyond[161] (United Kingdom).

[172] shows an application to classical planning tasks; WE&E easy to use for
these tasks and extremely competitive.

“http:/fwww.Iri.fr/ ~ teytaud/iomca.pdf



Chapter 8

Parallel Monte-Carlo Tree
Searcht

This chapter, based on [36], will briefly summarize the galiakation of Monte-Carlo

Tree Search. MCTS is presented in Alg. 3; essentially it ist&én performing plenty

of simulations, each of them updating a memory of nodes, aade representing a
possible future situation and each node being equippedsiatistics on rewards; the
simulations are biased by the memory of nodes, as well as #many of nodes is

modified by the results of the simulations.

8.1 Multi-core parallelization

Multi-core parallelization is based on shared memory:dhgronly one memory, and
all cores perform their own simulations and update the sasmaarny. The resulting al-
gorithm is summarized in Alg. 4; itis quite natural and is adof folklore knowledge.
The main difficulty is that the updates of the statistics amdqyrmed concurrently, in
a same hashtafleeping all statistics; therefore, we need mutexes in calen-
sure that no two cores write at the same address at the sameTin use of lockless
hash-tables for accelerating the simulations has beeropeaiin [74, 98] for removing
mutexes. On the other hand, for slow simulations (simutati@ith more expertise or
with more learning), which perform best, the naive versoalready quite efficient.

Amdahl’'s law and Gustafson’s law, and their link with slow simula-
tions

Amdahl’s law[130] is an ultimate upper bound on the speedfyparallel algorithms,
depending on the percentageof time spent in critical (non parallel) sections of the

1This chapter is based on joint works with V. Danjean, S. GélB. Hoock, Y. Kalemkarian, T. étault,
A. Rimmel, F. Teytaud, Z. Yu.

2Many optimized implementations use a hashtable in order talavoplicate computations in case of
two paths leading to the same situation (transposition $jble
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Input: a game.
Possibly initialize wi(n) and ny(n) to some arbitrary values
K2(n),K1(n) (possibly using expert knowledge).
fort=0,1,2,3,... (until no time left)do
on the first core with nothing to do
s« () //empty simulation
s=root(game
while sis not terminaldo
& < .S // sis added to the simulation
switch sdo
casemaxnode
S<— argmaxcp(s) SCOrgn)
end
casemin node
S<— argMinyep(s) SCOrgn)
end

caserandom node
s+ randomly drawn node according to distribu-

tion ats
end
end

end while

& < .S // sis added to the simulation

Updates the statistics in all nodes concerned by simulatigee

section 6.2).
end for
decision= arg maxecp roor) Nt(N)  // decision rule
Output: decisioni.e. the node in which to move.

Algorithm 4 : The multi-core (multithreaded) version of MCTS. Comparétg. 3.

code. If the number of computation unitsgsthen the maximum speed-up is
1/(a+(1-a)/p).
The derivation of Amdahl’s law is as follows:

e Let T be the computation time required by a single computationfonidoing
all the job.

e The part - a of the computation time will need time at ledstl — a)/p.
e The other part, namelya, can't be parallelized.

e The overall time is therefore atleast=T(1—a)/p+Ta=T(a+(1—a)/p).
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e The speed-up istheh/T'=1/(a+(1—a)/p).

Whenp — o, we get a limit speed-up at mostd. Gustafson’s law[121] is a version
of Amdahl’s law which takes into account the fact that in sguneblems,a — 0 as
bigger problems are considered. In our case;y 0 means that simulations are slower,
so that the critical section (updates of the tree) becomghgitgle. We below test if
the slow simulations are sufficiently slow to see an effecsoétafson’s law.

"Fillboard” is a modification of the Monte-Carlo part of thégarithm which
strongly improves the results in 19x19 Go[152], at least nwhee overall number
of simulations is large enough. This modification makes tigerédhm slower, but
nonetheless We tested two cases (i) without fillboard (ithvillboard (slower). Both
are tested both in 9x9 and 19x19. Results are presented i@ 8db

Number Rate per core Number Rate per core
of cores of cores
19x19 with fast sims 9x9 with fast sims
1 4226 sims/s 1 14757 sims/s
2 3572 sims/s 2 11211 sims/s
4 3520 sims/s 4 9519 sims/s
8 3528 sims/s 8 9963 sims/s
19x19 with slow sims (fillboard)|| 9x9 with slow sims (fillboard)
1 3744 sims/s (-11.4 % 1 13760 sims/s (-6.7 %
2 3192 sims/s (-10.6 % 2 10612 sims/s (-5.3 %
4 3108 sims/s (-11.7 % 4 9143 sims/s (-4.0 %)
8 3135 sims/s (-11.1 % 8 9571 sims/s (-3.9 %)

Table 8.1: We show the computation cost of fillboard depamdin the number of
cores; the cost is the decrease in rate (between parenthesx9 it decreases when
the number of cores is bigger, and we’ll see that the samegphemon occurs in 19x19
with bigger numbers of cores in next experiments. Thesedtseate obtained on 8-
cores AMD 2.6 GHz.

We see that the cost of expensive simulations is smalleafget numbers of cores:
it decreases from 6.7% to 3.9 % in 9x9. On the other hand in 489x& loss remains
constant. We then tested on a machine with much more coresyar® with 32 cores
and hyperthreading. Results are given in Tables 8.2 and 8.3.

We see that the limit in terms of number of simulations peedsthe same for fast
and for slow simulations (compare with section above): thienate limit in terms of
simulations per core is the same with slower simulationsis Tieans that we are in
Gustafson’s regime. We conclude essentially that the sppdd very good in terms
of simulations per second, at least for machines with goodiwadth like Power-6
machines.
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Nb of Nb of simulations Nb of Nb of simulations
threads| per second\ per second.thread threads| per second\ per second.thread
19x19 board, fast sims 9x9 board, fast sims
1 2456.96 2456.96 1 8236.61 8236.61
4 9515.59 2378.9 4 27883.5 6970.88
7 16336 2333.72 7 48609.8 6944.25
10 21846.6 2184.66 10 58385.1 5838.51
13 26696.6 2053.59 13 66869.2 5143.78
16 31578.3 1973.65 16 76966.6 4810.41
19 34858.3 1834.65 19 78957.8 4155.67
22 38708.5 1759.48 22 83167.2 3780.33
25 41197.1 1647.89 25 82172.1 3286.88
28 43156.3 1541.3 28 78113.6 2789.77
31 42492 1370.71 31 77237.4 2491.53
34 42475.8 1249.29 34 71657.6 2107.58
37 40864.1 1104.44 37 75225.7 2033.13
40 43437.6 1085.94 40 69419.1 1735.48
43 41785.4 971.753 43 68011.4 1581.66
46 41431.5 900.684 46 58986.6 1282.32
49 40255.4 821.539 49 65165.6 1329.91
52 43286.7 832.436 52 55104 1059.69
55 40434.4 735.172 55 53243.1 968.056
58 40862.1 704.518 58 54080.6 932.424
61 42249 692.606 61 51873.8 850.39
64 41823.6 653.49 64 50229.1 784.829

Table 8.2: Simulations per second, in 9x9 and 19x19. We saehiyperthreading

seemingly does not improve the results (the rate is nevéeraiian with 32 threads).
We see also that the speed-up is limited for these very famtlations; however, for

more efficient simulations (which are heavier, i.e. slowegsults are much better
(Table 8.3).

8.2 Message-passing parallelization

The extension to message-passing parallelization isalus clusters provide much
bigger computational powers than multi-core machines. Mieesage-passing paral-
lelization is less straightforward and therefore sevesldtgons have been proposed,
solutions to be compared experimentally. This topic is somecontroversial, as dif-
ferent papers provided different conclusions; we here giveexperimental results.
The various published techniques for the parallelizatioMGTS are as follows:

e Fast tree parallelizatiorconsists in simulating the multi-core process on a clus-
ter; there’s still only one tree in memory, on the master, slades (i) compute
the Monte-Carlo part (ii) send the results to the master fofates. This is sen-
sitive to Amdahl’s law, and is quite expensive in terms of caummication when
RAVE values are used[130, 109].

e Slow tree parallelizatiortonsists in having one tree on each computation node,
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Nb of threads Nb of simulations
per second\ per second.core
19x19 board, slow sims (fillboard)
1 1616.3 1616.3
4 6502.34 1625.58
7 10795.2 1542.17
10 15284.6 1528.46
13 18455.6 1419.66
16 23202 1450.12
19 24644.8 1297.1
22 27066.8 1230.31
25 30841.9 1233.67
28 33485 1195.89
31 36729.4 1184.82
34 37218.3 1094.65
37 40093.4 1083.61
40 41659.6 1041.49
43 44212.6 1028.2
46 43952.8 955.496
49 47414.2 967.637
52 47088.7 905.551
55 45634.1 829.71
58 44843.4 773.162
61 42099.7 690.159
64 43812 684.562

Table 8.3: Number of simulations per second on a 32-coreeR6uW4.7 GHz, hyper-
threaded, hence the test until 64 threads). The main cdonlirere is that the rate
(sims/s) is the same for these slow simulations than withSmsulations (see Table
8.2). Incidentally, we see that with Power6, even with 32sothe efficiency is quite
good.

and to synchronize these trees slowly, i.e. not at each atronlbut with fre-
guency e.g. three times per second [109]. The synchroaizddi not on the
whole tree; it is typically performed as follows:

— Select all the nodes with
+ at least 5% of the total number of simulations of the root;
x depth at mostl (e.g.d = 3);

— Average the number of wins and the number of simulations &mheof
these nodes.

This can be computed recursively (from the root), using camauds like
MPI_AllIReducevhich have a cost logarithmic in the number of nodes. A specia
case islow root parallelization: this is slow tree parallelization, but with depth
at mostd = 0; this means that only the root is considered.
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Configuration of game

Winning rate in 9x9

Winning rate in 19x19

32 against 1
32 against 2
32 against 4
32 against 8
32 against 16
32 against 32

75.85+ 2.49 %
66.30+ 2.82 %
62.63+ 2.88 %
59.64+ 2.93 %
52.00+£ 3.01 %
48.91+ 3.00 %

95.16£01.37 %
82.38:02.74 %
73.49:03.42 %
63.0404.23 %
63.15:£05.53 %
48.0G+09.99 %

Table 8.4: Experiments showing the speed-up of "slow-tagalfelization” in 9x9 and
19x19 Go. We see that a plateau is reached somewhere betveeehnl® machines in
9x9, whereas the improvement is regular in 19x19 and camdistith a linear speed-
up - a 63% success rate is equivalent to a speed-up 2, thetbresults sill show a
speed-up 2 between 16 and 32 machines in 19x19. Experimentsreproduced with
different parameters without significant difference; iisttable, the delay between two
calls to the "share” functions is 0.05s, ards set to 5%. The numbers with high
numbers of machines will be confirmed in Table 8.5.

e \oting schemesThis is a special case of tree parallelization advocatd@4h
that we will term here for the sake of comparison with othehteques above
very slow root parallelization: this is slow root parallelization, but with fre-
quencyf = 1/t with t the time per move: the averaging is only performed at the
end of the thinking time. There’s no communication during thinking time,
and the drawback is that consequently there’s no load balgnc

It is usually considered that fast tree parallelizationgoet perform well; we will
consider only other parallelizations. We present in TabdetBe very good results we
have in 19x19 and the moderately good results we have in ®»9dw tree paralleliza-
tion.

We can comparslow root parallelization to the “voting scheme” termed vely
slow root parallelization: with 40 machines and 2 seconds per move in 9x9 and 19x19,
the slow root parallelization wins clearly against the i@rswith very slow root paral-
lelization, as shown by Table 8.5. with a frequerfcy: 1/0.35 against the very slow

Framework Success rate
against voting schemes
9x9 Go 63.6 %+ 4.6 %
19x19 Go 94 %+ 3.2%

Table 8.5: The very good success rate of slow tree paralt@iz versus very slow tree
parallelization. The weakness of voting schemes appeaaslyl in particular for the
case in which huge speed-ups are possible, namely 19x19.

root parallelization. As a rule of thumb, it is seemingly gdo have a frequency such
that at least 6 averagings are performed; 3 per second ibla stalution as games have
usually more than 2 seconds per move; with a reasonableeclBisimes per second is
a negligible communication cost.



8.3. CONCLUSIONS ON THE PARALLELIZATION 99

We now compareslow tree parallelization with depthd = 1, to the casel =0
(slow root parallelization) advocated in [54]. Results asefollows and show that
d = 0is a not so bad approximation:

Time per move| Winning rate of slow-tree-parallelization

(depth=1) against slow-root-parallelization
2 50.1+1.1%
4 514+ 15%
8 523+ 1%
16 515+ 1%

These experiments are performed with 40 machines. Thetsemel significant (when
averaged) but very moderate.

8.3 Conclusions on the parallelization

We revisited scalability and parallelism in MCTS. Paraidielg MCTS involves two
different questions:

e Parallelization. Can be simulate a MCTS run which needs a computation time
T on a single computer, with timE’ << T on a large number of processors ?

e Scalability. Is it worth parallelizing MCTS, in the sense: is a MCTS with
huge computation time and/or computational power (largabmr of proces-
sors) much more efficient than a traditional MCTS with reasdre time on a
single computer.

8.3.1 Parallelization

Multicore-parallelization is a well known parallelizatiof MCTS; the straightforward
implementations work quite well (with nonetheless the fation that MCTS strength
does not scale so well with computation time - this limitafiemphasized above, holds
for all parallelizations so we do not discuss it further froxmw on). Hyperthread-
ing does not seem to provide improvements in MCTS; our resuth more than 32
threads on the 32 hyperthreaded cores of the 4.7 GHz power® at best equivalent
to 32 threads. With a smaller number of cores, i.e. 6, som@asi{Hiroshi Yamashita,
on the computer-go mailing list) reported positive restdtshyperthreading.

Several parallelizations of MCTS on clusters have beengseg. We clearly con-
clude that communications during the thinking time are seagy for optimal perfor-
mance; voting schemes (“very” slow root parallelizatioond perform so well. In
particular, slow tree parallelization wins with probatyild4 % against very slow root
parallelization in 19x19, showing that the slow tree patadhation from [109] or the
slow root parallelization from [54] are probably the stafdh® art. Slow tree paral-
lelization performs only moderately better than slow roatgllelization when MCTS
is used for choosing a single move, suggesting that slowpakllelization (which is
equal to slow tree parallelization simplified to dept@) is sufficient in some cases for
good speed-up - when MCTS is applied for proposing a stratagyn e.g. [12] for
opening books), tree parallelization naturally becomeshrhetter.
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N = Success rate of 2N simulationsSuccess rate of 2N simulations
number of againstN simulations againstN simulations
simulations in 9x9 Go in 19x19 Go
1000 71.1+0.1% 90.5+0.3%
4 000 68.70.2% 845+ 0.3%
16 000 66.5-0.9% 80.2+ 0.4 %
256 000 61.0£0.2% 585+ 1.7%

Table 8.6: Scalability of MCTS for the game of Go. These rsssthow a decrease of
scalability as computational power increases.

8.3.2 Scalability: is it worth parallelizing MCTS ?

Table 8.6 shows that, for the game of Go, both in 9x9 and 19wh@&never we have
a huge computation time (and the parallelization can't dtebéhan emulating a huge
computation time), the results are not so good, and in paati@\ simulations do not
perform so well in front olN simulations wheiN becomes large. Section 5.3.5 shows
an example of situation which is not solved, in spite of hugmputational power,
and whereas it is extremely simple for human players (evgimhbers). Similar results
were obtained in the Havannah game in [36].

The scalability of MCTS has often been emphasized as a strafighese meth-
ods; we'll see below that when the computation time is alydaaye, then doubling
it has a much smaller effect than when it is small. This comegleesults proposed
by Hideki Kato[141] or the scalability studyttp://cgos.boardspace.net/
study/index.html ; the scalability study was stopped at 524288 simulationd, a
shows a concave curve for the ELO rating in a framework inolgdlifferent oppo-
nents; Hideki’'s results show a limited efficiency, when comagional power goes to
infinity, against a non-MCTS algorithm. Seemingly, there elear limitations to the
scalability of MCTS; even with huge computational powemsgarticular cases can't
be solved. We also show that the limited speed-up exists x19%o0 as well, and
not with much more computational time than in 9x9 Go. In gatdr, cases involv-
ing visual elements (like big yose) and cases involving husaphisticated techniques
around liberties (like semeais) are not properly solved 6yT8, as well as situations
involving multiple unfinished fights. Our experiments al$mw that the situation is
similar in Havannah with good simulations.

The main limitation of MCTS is clearly the bias, and for sontaations (as those
proposed in Figs 5.12 and 5.13) introducing a bias in theestmmula is not suffi-
cient; even discarding simulations which are not consistéth a tactical solver is not
efficient for semeai situations or situations in which liyezounting is crucial.

8.3.3 Parallelization and scalability: conclusion

The main lessons in our work about the parallelization of Me@arlo Tree Search are
as follows. First conclusion is quite good for us as we hawkagood idea. Compli-
cated ideas sometimes don't survive. We've seen incredintyplicated ideas around
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how to develop parallel Monte-Carlo Tree Search for mesgagsing machines. We
decided not to work on these complicated ideas, and thisidecivas a good idea.
We took time to think about the problem and designed a veryplgirsolution which
worked perfectly well, by simple averaging of statistichieTspeed-up is huge, for the
application to the Asian game of Go. When we have seen the speese believed
(erroneously) that we were ready for reaching the level ofggsional players in 19x19
Go with big clusters.

Here comes the second main lesson, which is less positiveortunately, paral-
lelization reduces the variance of Monte-Carlo estimabes,not the bias. And, un-
fortunately, whenever Monte-Carlo Tree Search is asyngatit unbiased, it is very
clear that there are situations in which MCTS is highly bibiseless the computational
power is incredibly high - more than what we could do even ifivael all the cluster
in the world connected with a perfect network with no lateang infinite speed. This
bias shows a big limitation to the parallelization of MCTS$§|east for applications in
which there are big biases.
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Chapter 9

Monte-Carlo Tree Search and
Upper Confidence Trees:
Limitations and Current
Trends!

It is very impressive how techniques developed around theegaf Go can be applied
for completely different applications or games, and mindme human behaviors in
front of games:

e The"amaf” [44] or "rave” [112] values , i.e. the idea, within MCTS, of sim-
ulating preferably, in situatiob, moves which are good at a situatianThese
values, related , which originated in Go, were success&dplied in other games
[221], [5]. This is a kind of permutations; considering peitations is quite nat-
ural for humans.

e The "biasing” by learnt values [72, 62] (using supervised machine learning)
which looks like the idea of local “patterns” by humans isoafgobably quite
general, even if it was born (for MCTS) in the case of Go. Thae however,
no application of this idea out of Go - yet, the technique restapplied without
any expert knowledge and should therefore be widely apgpkca

e Theconstruction of opening books by self-plays also quite natural for human
players: if a professional player wants to test an openimgn he can simulate
several games from this opening and conclude[12]; the faietsting it against
strong humans and use their moves is also quite natural. i hiter all quite
related to the general field of imitation learning.

This chapter is about recent trends, not yet as widely aedeg those above, for
improving MCTS.

1This chapter is based on joint works with S. Gelly, J.-B. Hqdk Rimmel, F. Teytaud.
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Figure 9.1: Black must kill the white group for winning; thgspossible by playing in
the middle of the “flower-six” empty space. This is an exanyfldlakade.

Divide-and-conquer. A main direction for further research around MCTS meth-
ods is the learning of the Monte-Carlo part; after all, MCTi8rent techniques only
learn the short termi,e. the tree part - the Monte-Carlo simulations don't change and
don't use tactical solvers. Humans predict the issue ofl lfights, and include this
knowledge in their reasoning; we made many trials arourslitiga, without success.
See [53].

Partial observability. A main limitation is that MCTS has been mainly applied in
the completely observable case:

e With one player only, partially observable problems are msampler; we
can rewrite the problem so that it becomes a completely ghbkr stochastic
Markov Decision Process. This is the principle used in optiagtions of MCTS
to non-linear optimization, active learning, noisy opttation[195, 15, 196].

¢ In the case of two-player games with “significant” partiatebvability, it seems
that the most efficient techniques strongly rely on heavyngindirect policy
search, or direct policy search combined with simple tregeckeor with Monte-
Carlo information on what are possible “states”, given safsgervations. It is
too difficult to sample consistently (i.e. taking into acobthe opponent’s strat-
egy) the unknown part in e.g. phantom-go[50, 52]: this intquatrcase is there-
fore handled by essentially (and somehow disappointirtgdyiyistic algorithms.
Importantly, this case is essentially undecidable, as shovwhe undecidability
theorem (section 5.2.2).

Research trends for learning and/or including function valies. We briefly out-
line a few promising research directions in Monte-CarloeT&earch:

e [160] shows the mixing of MCTS with techniques using a valuection: the
Monte-Carlo evaluation is replaced by an evaluation fumcéfter some random
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steps. This is a real progress in Monte-Carlo Tree Search,casnbines this
recent technique with well known stuff - the resulting alfjon performed very
well in competitions and this kind of techniques might po®vihuge improve-
ments in the future.

MCTS is based on the idea of biasing the simple Monte-Cardwc®efor the top
part of the tree (close to the root). How is it possible to ioyer bottom parts
of the tree, namely improving the Monte-Carlo part insteadhe tree part ?
A promising idea imested Monte-Carlo[51], presented in Algorithm 5. This
algorithm provided some world records in a one-player geenaéd “Morpion

solitaire”.

nested(position,level)
while not end of the game ddo
if level=1then
move= arg max, monteCarldplay(position m))

else
move= arg max,nestedplay(position m),level— 1)
end if
position = play(position, move)
end while

return score

gorithm 5: Nested Monte-Carlo evaluation. Witkvel = 1, this function just

computes a Monte-Carlo simulation and returns a rewardf heitel > 1, a recursive
call improves the quality, but at the price of a big computadil cost. This algo-
rithm performs well in some cases, but never improved thaltes the case of Go.
play(positionm) is the next location when playing is position positionand this
procedure returns a reward obtained by a nested-Monte-Gianulation.

e Another form of learning consists guessing, from past simulations, good and

bad moves in the Monte-Carlo part This is a kind of Graal in MCTS research;
some published works are [190, 91, 90, 134, 100] (see in Figa® application
of [91]). The methodologies published there are not testedgeneral case yet.
These results are non-negligible, but do not solve the rsaireis like the semeais
or life-and-death problems.

e As well as in other game or control algorithms, usstguctured representa-

tions and/or factored actions and/or factored statess appealing[145, 214].
It is nonetheless unfortunately known theoretically thatcénct representations
do not make things faster (see section 5.2.2), and in theeframk of MCTS
positive results were not yet published for factored aciistates.
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Chapter 10

Introduction: terminology of
optimization?

Given an objective functiori, optimization is the research &fin a given search do-
main so thatf (x) is small. There are plenty of techniques for doing this, depgy
on what we know about. Artificial intelligence usually considers the case in whic
has plenty of drawbacks: not smooth, with no known gradiemd, possibly computing
f takes a lot of time. By the wayf, is not necessarily a program: it might involve an
industrial process; then, computirfgcosts money. This idea of refusing the case of
simple functionsf is consistent with the increasing power of machines: we veork
more realistic models because we have better machinesrthe past. As well as
MCTS was probably useless with weak old hardware, evolatipmlgorithms were
probably not useful when only linear optimization was tadt¢. Today, either we con-
sider linear optimization, or quadratic optimization, aally huge dimension, or we
have to consider complicated functions.

We here define some vocabulary:

e Thesearch spaces the domain in which we have elements, the quality of which
can be evaluated.

¢ Individuals are elements of the search space.

e A constraintis a function which says if a point is in the search space. Caimss
can be handled by simply setting the fitness valu¢@t(in minimization), but
in many cases there are much better techniques; this is satstied here (see

e.g. [66]).

e Thefitness function, a.k.a theobjective function, is the function which evalu-
ates the quality of a point in the search space.

1This part benefited from collaborations with A. Auger, JHock, P. Rolet, N. Sokolovska, F. Teytaud,
M. Schoenauer, E. Vasquez. It also benefited from discussiith D. Arnold, H.-G. Beyer.
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We are inminimization if we look for a point at which the fitness value is min-
imal, and inmaximization if we look for a point at which the fithess value is
maximal.

The horizon, or thebudget, is the number of fitness evaluations which are al-
lowed. Be careful with the terminology in case of direct pplsearch; you can
have two distinct horizons, namely the horizon of the cdmroblem (how many
time steps are considered in the problem) and the horizameabptimization of
the policy (how many iterations of the optimization alglonit).

Optimization isparallel if several fitness values can be computed simultane-
ously. This parallelism can be due to the use of parallel agerg, or, if the
computation of the fitness value involves the physical cocsibn of a proto-
type, the simultaneous building and testing of severalqtypes.

Thetime budgetis the number of iterations which can be performed (or a time
measure). In the parallel case, this is very different frawa thorizon - in the
sequential case it is equivalent. Please note that we hgteated the internal
cost of the optimizer; this is not always a valid assumption.

Optimization isnoisy if the result provided by the fitness function is not the
same at each time we evaluate it. This has a very strong effeaptimization
algorithms.

A local optimum is a point at which the fitness is better than in a neighborhood
of this point. It is termediocal minimum or local maximum in minimization or
maximization respectively.

A global optimum (global minimum, global maximum) is a point with fitness
better than all other points.

A plateau is a part of the search space at which the fitness is conskxmst.
mature convergenceoccurs when an algorithm stagnates on a small part of the
search space (e.g. a plateau) whereas there are bettes etdaahere.

Optimization is termedni-modal if there is only one local optimum. Optimiza-
tion is convexif the fitness function (or its expected value in the noisye¢as
convex. Optimization igjuasi-convexf the level sets of the fitness functions are
convex (or, in maximization, complement of convex sets).

Optimization is termedinear if the objective function is linear (with linear con-
straints) quadratic if the objective function is quadratic (with linear consrts,
or quadratic constraints in some cases), aod-linear in other cases. Linear
and quadratic optimizations are not discussed here.

Optimization is termedblack-box if no gradient, Hessian, or important side in-
formation is available: only fithess values are availablptifization is termed
comparison-basedf only comparisons between individuals are availablefor i
only comparisons between individuals are used.
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e Optimization is termedhultimodal when there are multiple local optima, and/or
multiple global optima. Optimization is termegdbbal if we want the algorithm
to avoid local minima which are not global minima (in miniration).

e Multiobjective optimization is the case in which we have several objective
functions simultaneously. This involves specific techegunot to be developed
further here (see [82] for more on this).

Chapter 11 will be devoted to some examples of applicatidhg. reader familiar
with the basic notions of optimization or with already mamppkcations in mind can
move to next chapters directly.

Chapter 12 will be devoted to recall a few important optirtimaalgorithms; gra-
dient descent, BFGS, evolutionary algorithms.

Chapter 13 will be devoted to optimal optimizatiarg. some ideas around what
are the optimal algorithms for solving an optimization tagkis might be uninter-
esting for readers essentially interested in applicationgor readers interested only
in algorithms which are easy to develop and use; yet, somieechlgorithms cited in
this chapter have already been implemented, applied, andderreal improvements
if your optimization problem is sufficiently important angpensive (in the sense that
evaluating the quality of a solution takes a lot of time).

We will then consider parallel optimization, and what | lieound that is that there
are not so many people who investigated this. This will beedarchapter 14. Noisy
optimization will be considered as well. Multimodal optiration is not discussed a lot
in these pages; the main usual tricks for multimodal casesijpincreasing the popu-
lation size in an evolutionary algorithm (i) multiple (mibly quasi-random) restafts
(iii) random diversification (i.e. some points are randorsympled uniformly in the
search space), (iv) “murder” operators[207] which disqawthts which are too close
to previously found local optima. “Islands” are sometimessidered as well; we will
not discuss this further here.

2Multiple restarts consist in running several times the santienigation algorithm, possibly with differ-
ent randomized (or quasi-randomized) restarts.



112 CHAPTER 10. INTRODUCTION TO OPTIMIZATION



Chapter 11

Examples of optimization
problems

We will give here several examples of optimization problemish their specificities.
This will emphasize the importance of techniques presentéte sequel. Also, these
problems are important tools for machine learning, gamasyol.

11.1 Direct policy search

Consider a strategy in an economical and ecological erwiesnt. You can make deci-
sionsds,...,dy at different time steps,2,...,H. At each time step you are in some
unknown statex; at time step 1x, at time step 2, ... When you make decishrat
time stepi whereas you are in statg you reach the statg.; = f(x,d;), and you get
an observatiow; = o(X;) (but you don’t observe;).

This means that, if you model the decision method by funaticthe variables are
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related as follows:

x1 = initial state //time step 1 (11.2)
01 =0(X1) (11.2)
dy = u(0y) (11.3)

X = f(xq,d1) //time step 2 (11.4)
02 = O(Xz) (11.5)
dz = U(Ol,Oz) (11.6)

Xz = f(x2,d2) //time step 3 (11.7)
03 = 0(X3) (11.8)
ds = U(01,02,03) (11.9)
(11.10)

X = f(%_1,dk—1) //time stepk (11.12)
Ok = 0(X3) (11.12)

dx = u(01,02,03,...,0¢_1) (11.13)
(11.14)

Xt = f(Xq—1,d4-1) //time step H (11.15)
reward = R(Xy ) (11.16)

Single Hidden Layer Neural Network Notation

Sigmoid Hidden Layer
Neurons

Sensor Inputs Linear Qutput Motor Qutputs

Neurons

x1= Range 1

x,= Range 2 y1= Left Motor

¥>= Right Motor

%= Range /

Rumber of network
nputs: 1=1../

PNumber of hiddsn
Pourons: =1,

Figure 11.1: A neural controller. It takes as inputs the senéhe observations), and
outputs some decisions (the motor signals, in a roboticdvaonk). Its parameters are
the weights of the neurons. Picture from the evolutionatyotics webpage. From
http://www.nelsonrobotics.org/evolutionary_robotics _web/ .

The reward (Fig. 6.3) then depends on (i) the decision fonctiii) the initial state
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and possibly (iii) the random seed, if the problem is randmi If u is a parametric
function (e.g. a neural network, as in Fig. 11.1), pararpettiby somed, then we
might want to find6 such that the reward is as high as possible. How to finéh
particular if f, R or u are too complicated for an analytic solving ? The theorktica
ultimate limits for such problems are discussed in chaper 1

If the initial state is known and deterministic, then thisais optimization prob-
lem with deterministic fithess functions; it is nonethelessy difficult to compute the
derivative of the reward as a function of On the other hand, it is often possible
to parallelize several evaluations. This has a big impadhercomputational cost, it
provides really big improvements, and it is discussed irptdral4.

When the initial state is randomized and its distributioniigeg, then the average
reward for decision functiom (we can also call it a strategy) can be evaluated as
follows:

Naive evaluation method for strategy

Randomly select an initial state.

Compute the reward by Eqs 11.1-11.16
(i.e. by stochastic simulation).

The result is stochastic. What are good algorithms for thiecand to which
extent can we improve the results by the use of parallel mash? This is discussed
in chapter 14.2. Many classical algorithms (even evolatrgralgorithms, which are
usually supposed to be robust) are unstable in that case.

11.2 Evolutionary robotics

An important case of direct policy search (see above the itlefinof direct policy
search) is evolutionary robotics[89]: evolutionary rabsis the optimization of a pol-
icy (equivalently, the optimization of a controller) for ahot by evolutionary algo-
rithms. Evolutionary algorithms are often used for this lasytare quite convenient
and easy to use: in many cases, a success in robotics is deedosgnsors, and to
a good representation, and secondly to the robustness @fptiraization algorithm
used for building the controller, rather than to the coneag rate of the optimiza-
tion algorithm: therefore, evolutionary algorithms ardteuefficient in this context,
and in particular the simplest evolutionary algorithms. elrolutionary robotics one
can optimize parameters, but also sometimes the structtine controller[119, 118].
Sometimes, the evolutionary algorithm, instead of evag\iirectly a controller or a
robot or a structure, evolves the “construction guide’s thian extremal case in which
the genotype is very different from the phenotype[86].

Some particularly nice examples are emphasized below (geell.2). Impor-
tantly, a recent research trend is the inclusion of divgisiteria (curiosity), where the
diversity is not estimated on the individuals but on the datian results (e.g. final state
at a fixed time); this kind of result is both practically reden for constructing machines
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which really learn and philosophically interesting[89@ther important progress was
in terms of representation: by the use of central pattereigears (CPG), directly in-
spired by biology, very stable robots can be designed[IB&§.idea is to have control
signals sent by oscillating systems with negative gainnghy direction is possible
by sending an ad hoc signal to actuators in order to briefljugeate the normal cy-
cle, and when a sudden noise perturbates the system (e.g.thdeobot is suddenly
pushed) the negative gain corrects the trouble and thersyges back to the normal
cycle.

In the Symbrion project, several robots with a same comra@te suppose to in-
teract for solving problems, such as building a bridge ossirmy a river. Swarm
intelligenceis the case in which each robot has small capabilities (aarftsr or bees).

11.3 Structure optimization: is operation research
good for society ?
Structure optimization can refer to different things[177]

e optimization of the physical structure of a mechanical eletye.g.aircraft struc-
ture, various parts of a car, turbines, robots, bacteriae.

e optimization of the structure of a compaiiyg. optimization of the decomposi-
tion of the structure into substructures with their indivédl goals and sizes.

e optimization of the organization of the work inside a compaervice;e.g. a
planning of the recyclable waste collecting, or specifaratof a strategy for
taxis so that delays before services are reduced.

The firstis often cited, as itis often crucial for companidsah have enough money for
taking care of this. Nonetheless, other elements oftentege a huge impact; all these
points are obviously directly related to optimization; siimes linear or quadratic, and
often expensive optimization. Here is a list of applicasiaf operation research (OR)
cited by ThinkOR.org:

e evacuation planning;

e cancer therapy;

e acquisition prioritization;

e dispatching service vehicles;

¢ delay management in public transportation;
e design of a house for disabled persons;

e hub location in cargo applications;

e production resetting optimization;
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e optimization of the collection and disposal of recyclableste.

This author has been impressed several times by the exterttith it is possible, by
clean mathematics/computer science, to improve greatlefficiency of an industrial
process. Often the main limit is not technical, but econanic political - operation
research companies are often too expensive for possibie wd® are afraid of bad
results, and free or low price applications realized by pee@pacademia are not en-
couraged by research institutes which usually consideriftlaavork is made for free
then it must be a bad work. Often OR is developed during warshe effect is im-
mediate and more motivating than health care, pollutiomicgdn or things like that -
this author strongly believes that developing the cultdrapplications made for free
in an academic world with stable fundings would be much meeeficial for society
than developing researches with short term fundings winictease the quantity of ad-
ministrative tasks and imply competition based on showiifigred at the end kills the
motivation.

11.4 Program optimization, a.k.a genetic programming
(GP)

In many cases, designing an optimal algorithm for a givek im&xtremely difficult.
For example, what is the fastest algorithm for sorting 7 géhThe solution proposed
by Koza, Benett, Andre and Keane (1999) and shown in Fig. ihiidves 16 steps,
i.e. less than what was proposed in a earlier patent, andegital performance as the
solution by Floyd and Knutt (1973). This was performeddgnetic programming
optimization of the structure of a program by evolutionalyoaithms. Please note
however that in this widely cited example, humans found tiet®n earlier.

Many important examples of strong realizations of genetimymmming come
from quantum computing. Quantum programming is so diffitaithumans that com-
puters are relatively strong. A human competitive prograas aiso derived by a ge-
netic programming by Andre and Teller in soccer; the progpanfiormed well (average
score) in front of human-developed controllers (Fig. 11.3)
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@ %
Symbrion project. ..

Alice ...and cooperation in nature (at stage 8 of
micro-robot. .. Dictyostelium discoideum (amoeba), the
building of a high colony is only possible thanks
to the suicide of plenty of individuals in the stem)
(web page of Reinhard Eichelbeck)

+ A robot which optimizes its behavior on
the fly in case of body damage (resiliency),
by Josh Bongard.

Figure 11.2: Examples of evolutionary robotics.
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Figure 11.3: Top: a sorting algorithm in 16 steps for 7 iteneseh vertical line rep-
resents a comparison (possibly with exchange). Bottommalaied soccer game in
which genetic programming performed reasonably well (Anaind Teller, RoboCup
97) in front of handcrafted programs.
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Chapter 12

Some important algorithms for
optimization?

This chapter is devoted to presenting a few optimizatiooritigms. We consider an ob-
jective functionf, and we look fox such thatf (x) is as small as possilfiesometimes,
there’s one and only ong such thatyx # x*, f(x) > f(x*). Usually, optimization al-
gorithms provide iterations,. . . X, are approximations of the unknown optimum
Some natural questions are then:

Doesf(x)) — f(x*) ? Or does int (1 n f(%) —nsw f(X) ? (please note that
this question is not clearly defined for noisy objective fimms)

In the noisy case, dodf (Xn) —n_e Ef(X*) ?

Does limsup_,., % log(||xn — x*|]) < O ? (this islinear convergencg . If yes,
then the quantity

: 1
exp(lim sup = log([[, — x*|))
n—o N
is termed theconvergence rate

Does limsup_.., % log(||Xn —X*||) = —o0 ? (this issuperlinear convergencg

. - ok . . .
Does limsup_.., M < oo with X, — x* ? (this isorder-q convergence,

quadratic convergenceif g = 2)3

1This chapter uses many valuable discussions with A. AugeSoenauer, N. Bréghe.

2We here assume minimization. Maximization is obviously quiteilsir.

3Please note that the conditign— x* is necessary, as the first condition might occur whenmyes x*.
Also, this definition of convergence of ordglis misleading if there are episodically valuesro$uch that
Xn is bad, whenever we have an overall very good convergencexgmple, considet, = x* + 1/2" which
quadratically converges to'; if x, = X* +42 for n an exponent of 4, ang, = x* + 1/2" otherwise, then
intuitively we would like to consider that there is fast cenyence anyway; other definitions can be proposed
for that.

121
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Theruntime for reaching precisiog with probability 1— d in a family F of fitness
functions is usuallyh minimal such that for all fithess iR, with probability at least
1-9, |xn—X"|| < €.

The orderq of convergence, or the runtime, is not necessarily a goodsuneaf
performance. For example, an algorithm might spend a huggatational power for
choosing eacl; this has no impact on the order of convergence. The runtimddfze
order of convergence are only an approximation of a reabpednce measure. This
approximation which is valid when the computation time & fhiness is large. Also,
take care of what i, if x, is then'" evaluated point for an algorithm, whereas it is
the (An)™" evaluated point for another algorithm (e.g.Aiffitness values are used for
guiding the search or for evaluating the gradient), the ammspn is unfair.

Let's present now some classical algorithms, presenteld midre details in [34,
28].

12.1 Newton'’s algorithm

Xo is arbitrary. For choosingy 1, consider the following quadratic approximation of
f:

F0) = 10x0) + D () x (6 30) 5 (30 < HEG) x (=) (12.0)
where

Of(z) is the gradient of atz,
H f(2) is the Hessian of atz(i.e. the second order derivative)
u' is the transpose of vector

It is somehow natural to choosg, 1 minimizing the quadratic model of Eq. 12.1.
This leads to Newton’s algorithm:

Xn+1 - Xn - H f (Xn)il[jf(Xn)

The inverse of the Hessian is not necessary for computing it is sufficient to solve
the linear system
H () (Xnt1—Xn) = —0F (xn) (12.2)

Newton’s algorithm
Advantages Quadratic convergence.
Conceptually simple.
Able to tackle very high-dimensional problem
Drawbacks Requires the Hessian and the gradient.
Might find local minima
(instead of global minima).
Might even find local maxima
instead of minima.

2
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The lack of robustness is very clear even on quasi-convexdmtsmooth fithess

functions such ag+— /+/||X||. The bad results on multimodal functions are also a
clear weakness, possibly more or less solved by multipkantss We'll see that evo-
lutionary algorithms are much more robust from this poinviefv. There are various
improvements of this algorithm; however, as BFGS is muchewaidely used than
Newton'’s algorithm, we will now switch to BFGS, after a fastroduction to gradient
descent.

12.2 Gradient descent and stochastic gradient descent

The Hessian is usually very difficult to compute. We'll seattQuasi-Newton is based
on the idea of approximating the Hessian; in some sense,réftbegt descent is an
extremal case consisting in considering a constant didgoatzix as an approximation
of the Hessian. Consider, instead of Eq. 12.2, the folloveiggation:

Xn+1 = Xn - kD f (Xn)

Optimizek (this is a one-dimensional optimization): this is gradidescent. You can
even get rid of the optimization:

1
Xnr1 = X0 — UF (xn). (12.3)

This algorithm is not extremely fast, but it is quite conwtiin some cases, and in
particular the stochastic case. Consider that instead wWihdpaaccess tdf and Of,
you have only access to random valulgsand O f,, with the property that thdi’s
are independently and identically distributed, &gl = f,E00f; = Of: this stochastic
optimization caseis extremely frequent in machine learning. In this case, E33
can be just replaced by Eq. 12.4:

1
xn+1:xn—ﬁDfn(xn). (12.4)

(% is often replaced by other series so that the sum is infinite tlae term goes to 0).

It has been shown in particular that this algorithm very mofeitperforms the so-
phisticated algorithms proposed for Support Vector Mag$ja5].

“We here use “stochastic optimization” in the sense that thedi function is stochastic; the same words
are sometimes used when the optimization algorithm is stdchast
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Gradient descent and
stochastic gradient descent
Advantages| Able to tackle reasonably high-dimensional problems
Handles efficiently the stochastic case
Easy to implement
Drawbacks Slower (per iteration, not always
per second) than BFGS
Requires the gradient
Might find local minima
(but, interestingly, not so often
in the stochastic case...)

12.3 Quasi-Newton algorithms and BFGS

Computing the Hessian as in Eq. 12.1 for Newton’s algoritamasually very expen-
sive; therefore, it is natural to try to estimate it instedd@mputing it exactly. This
is the principle of quasi-Newton algorithms. With, the approximation at step we
might want to use the following equation:

Hn(Xn+l*Xn) = *Df(xn) (12.5)

Following the BFGS form of Quasi-Newton [43, 102, 115, 21t?4rhed after the
authors of [43, 102, 115, 212]), let's define:

Hn.1 is the approximation of the Hessian used instead of the BessiEq. 12.5
On = Of (xy) gradient of the fitness function
O = Xnr1 — Xy column vector of the step
& = Ony1 — On column vector of the difference of gradient

Un = 6n/(8383) — Hn8y/ (83Hndn)

It is natural to consider the evolution of the gradient inesrtb estimate the Hessian.
This is done as follows:

510, (Hnd}) (85 Hn)
33 5 Hnd,

Ho is usually initialized at the identity matrix. We can alsd gd of the indexn for
clarity:

Hnrr =Hn+ + (dﬁHnan)UnU}r

58" (H&')(8"H)

t
Hii=H+ 55— —5ins + (3'Ho)ud.

The convergence to local maxima (instead of local minima)l@avoided thanks
to e.g. Armijo’s rule (or variants [218]), or by line minin@#ion; instead of Eq. 12.5,
use Eqg. 12.6:

Hn(Xnr1 —Xn) = —knOf (Xn) (12.6)

wherek, is optimized so thak,; is a local minimum; this is an optimization in di-
mension 1. Usually, it is not necessary in BFGS to have a vepdgptimizer for
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this one-dimensional optimization; a few steps of quadragiproximations should be
enough (e.g. BFGS itself, in dimension 1), or some dichottv@sed research; see
Brent's algorithm [40] for more.

The Hessian is not necessary in BFGS, but the gradient iseHre variants of this
algorithm, the most important one being probably the lichiteemory BFGS[251, 49].
We will summarize the advantages and drawbacks of BFGS lasvial :

BFGS algorithm

Advantages Quadratic convergence
(often limited due to machine precision
yet, usually the fastest in high dimension).

Drawbacks Requires the gradient
(unless the gradient is computed
by finite differences)

Might find local minima
(instead of global minima)

Might be very slow in
(highly) ill-conditioned cases
or non-differentiable cases

We will now switch to other algorithms, which are both sinm@a&d more robust - but
slower, in particular in high dimension.

12.4 The(1+ 1) evolution strategy with one-fifth rule

The general principle of aevolutionary algorithm is presented in Alg. 6. The parent
population sizeu and the offspring siza are parameters of the algorithm.

Generate a set df individuals, termed the population.
while Time left> 0 do
Evaluate each individual in the population, i.e. compgdiihess
value.
Define the set of parents as thebest individuals.
Generate\ individuals by cross-over and/or mutations of the par-
ents— this is the new population.
end while

Algorithm 6: A high-level view of an evolutionary algorithm.
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In some cases, we can distinguish the genotype and the pipendthis is shown
in Alg. 7.

Generate a set df individuals, termed the population.
while Time left > 0 do
Evaluate each individuad in the population, i.e. build its phend
type p(x) and compute its fitness valdép(x)).
Define the set of parents as thebest individuals.
Generatel individuals by cross-over and/or mutations of the par-
ents.
end while

Algorithm 7: A high-level view of an evolutionary algorithm, with distit pheno-
type and genotype. The important point is tipék) involves a significant transfor-
mation fromx.

A cross-overis any mapping which proposes a new individual as a (usually
stochastic) function of a given finite set of individuals [@ast 2). An example is
given in Alg. 8. Amutation is any mapping which proposes a new individual as a

Cross-over betweerx € {0,1}9 andy € {0,1}9.
for i€ [[1,d]] do
if random< 3 then
Z <Y
else
Z X%
end if
Return z
end for

Algorithm 8: A simple cross-over between individuaind individualy.

(usually stochastic) function of a given individual. A silmpnutation operator in the
case of a search spaf@, 1}¢ is proposed in Alg. 9.

In the continuous cas@, 19, a usual choice ig + x+ gN whereN is a standard
Gaussian vector in dimensi@ghando is the step-size, to be adapted as discussed later
(e.g. one-fifth rule).

Considerxg arbitrary, as well as soma > 0. Then, define

X, = Xn+onNwhereN is an independent Gaussian
x, if f(x,) < f(x,), and thengy 1 = 20,

Xn+1

Xn Otherwise, and thean 1 = 2*%10,1
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Mutation of an individual x € {0,1}¢.
for i e [[1,d]] do
if random< 3 then
Z — X
else
Z+—1—X
end if
Return z
end for

Algorithm 9: A simple example of mutation operator.

This very simple algorithm has linear convergence on manggi functions, and will
avoid some easily avoidable local minimeg should be chosen greater than the dis-
tance to the global optimum. The convergence rate-s@(1/d), whered is the
dimension of the search space. In spite of its simplicity,ribt so easy to outperform
this algorithm, and many practitioners like it.

(1+ 1)-ES with one-fifth rule
Advantages Linear convergence
Easy to adapt to a new problem

Drawbacks Not as fast as BFGS
Not able to handle high dimensionality*

The fact that adapting the algorithm to a new problem is easyot negligible as an
advantage. For example, in many cases, the fitness funsticonmputed much faster
when only 1 or few coordinates are removed: this is easy toifjnéda (1+ 1)-ES,
and not in many algorithms.

(*) Handling high-dimensionality with thél + 1)-ES is possible when many vari-
ables have a negligible impact[31]. Importantly, many &lhpons do not have this
ability.

12.5 Including covariances

The main drawback of thél 4+ 1)-ES is that it cannot handle highly ill-conditioned
quadratic functions (see Fig. 12.1); as a consequence, seohgtionary algorithms
have been defined for this case. We will here focus on algusthsing the self-
adaptation principle, a beautiful and widely applicablengiple that one can sum-
marize roughly as follows:

Self adaptation
Choose your offspring by random mutations,
and then reinforce the efficient forms of mutations.
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Figure 12.1: Left: level-sets of a well-conditioned fuwecti Right: level-sets of a
ill-conditioned function.

For example, if offspring are chosen by randomly drawing €3&an mutations,
then the efficient mutations (which provided successesip#st) should have a higher
probability of being generated in the future. The CovaréaMatrix Self-Adaptation
Revisited (CMSA [32]) algorithm provides a solution forghir he algorithm, presented
in Alg. 10, is based on the following ideas:

e The current search distributiond. the probability distribution used for sampling
new iterates) is a Gaussian random variable centengdhdtih covariancer®/9 x
C whereg®9is a real number an@ a covariance matrix.

e When new points are sampled, each of them has a modified gtefrahdomly
chosen around?'9 - the offspring will have different mutation strengths).

e The search distribution is modified as follows:

— yis moved to the mass center of thebest points;

— 0®9is moved to the average (possibly log-average) value oftdesizes
of selected offspring (therefore, best step-sizes shoelleimforced in the
future);

— the covariance matrixC is “averaged” with the covariance of selected
points, therefore better directions will be reinforcedhe future.

An important modification of CMSA (Alg. 10) ipt = min(dimensionA /4); for
A large, this provides a big improvement. This also shows trength of a rigorous
mathematical analysis as this modification was derived bygptexity analysis (see
Fig. 14.2 for more on this).

We summarize the advantages and drawbacks of this algoaisHizilows:
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Initialize 0?9 R,y € RN, C. Usuallyu = A /4.
while Halting criterion not fulfilleddo

fori=1.A do
g = g%t (0D // random modification of the step-size
s =+vCaiNi(0,1d) /!
z = 0is
Yi=Yy+z
fi=f(v)
end for

Sort the individuals by increasing fitneds;) < f;) <--- < f(»).
A9=151, 7
SY9= 23S
o9=2 5, oy
y=y+z%
C=(1-4)C+2sd
end while

Algorithm 10: Covariance Matrix self-adaptatiom. is equal to ¥v/N. The initial

covariance matrixC is the identity matrix. The time constam¢ is equal to 1+

W. +/C denotes the square root of a matrix in the Choleski sense.

2

The CMSA optimization algorithm

Advantages Easily readable
More parallel than CSA[32]
No gradient required

Drawbacks Slow in large dimension (like most
algorithms for ill-conditioned problems)

12.6 Discrete optimization algorithms

A main strength of evolutionary algorithms is their abilityhandle discrete optimiza-
tion. We will here focus on optimization if0, 1}V, but tools are often the same (except
in the particular case of genetic programming) for othecrdite search spaces. An ex-
ample is given in Alg. 11. The complexity bounds provided liajter 14 also hold
in the discrete case; the automatic parallelization (byglagive parallelization) pro-
posed in section 15.2 also works in the discrete case.
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Randomly drawA individualsxy,...,x, in the search spac@®, 1}N.
while Time left> 0 do
Letx},...,x, be theu best individuals among thedepoints.
fori=1,2,...,A' do
Let j = (i modulop) +1
¥ = randomMutatiorix;)
end for
fori=A"+1,A"+2,...,A do
j,k are randomly drawn if1,..., u}
X; = crossOvefx;, Xx)
end for
end while

Algorithm 11: A possibly discrete evolutionary algorithms (which canused also

in the continuous case). andk are sometimes uniformly drawn iL,...,u}, and
sometimeg =i with probability decreasing asncreases (variants are roulette wheel
selection, truncation selection, fithess proportionacen; we do not develop this
here).c = crossOvefa, b) can be defined in many manners; a simple solutiag is

8 Or Ce = be With equal probability and independently for eaeh {1,...,N}; other
variants are one-point crossover or two-points crossoVée mutation is usually

¢ = randomMutatioiia) with ce = 1 — ae (with probability 1/N) andce = ae with
probability 1— 1/N, independently for eache {1,...,d}.



Chapter 13

The ultimate limits of
optimization of expensive fithess
functions: optimal algorithms*

The No Free Lunch (NFL) theorem is usually interpreted asd\mrage, all algorithms
perform equally well”, with the corollary “there’s no optahalgorithms”. Nonethe-
less, this is only for a finite domain and a finite codomain (aotdin continuous do-
mains, see [15]), and only for uniform averaging or some otleey strange distribu-
tion [243, 92]; as a consequence, it makes sense to look fat glgorithms, and even
for optimal algorithms, in some sense mathematically $igechelow (section 13.1).
We'll consider practical algorithms, based on tuning oj#ars, in section 13.2, be-
fore switching to formally optimal (but not very practicalgorithms in section 13.3,
including their more practical approximations like EGO aAGO.

There’s quite a big quantity of purely experimental worksporely applied works,
in evolutionary algorithms. We are therefore proud that eaigorithms discussed
here are theoretical, are justified by mathematical armlysly, and are not tested on
real world problems. Various tools and notions discussettim chapter (surrogate
models, compromise between exploration and exploitato@nonetheless important
and useful, for philosophical reasons[88], and also forewstdnding what we do, and
even for designing optimization algorithms.

13.1 Optimal optimization algorithms

What is an optimal algorithm ? The efficiency of an algorithrpeleds on the fithess
function: therefore, we must specify which fitness funci®eonsidered for defining
the optimality. If there’s only one fitness function, these thptimal algorithm is triv-

ial: it is the algorithm which does not compute anything antpats immediately the
optimum value. Obviously, this optimal algorithm is petféar one fitness function,

1This chapter is based on joint works with A. Auger, P. Rolet,9dbag, F. Teytaud, E. Vasquez.
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and makes no sense for traditional optimization. We seenbahust consider a fam-
ily of fitness functions. Then, we must also consider a ddterfor example, we can
consider, on average on fitness functions (this impliesweahave a distribution on
our family of fitness functions), and on average on the irterandom parts of the
algorithm, and after 10 minutes, the expected fithess valibeobest visited point.
This becomes a well defined quantity, for a given hardwareegithical conditions of
the run. As this measure is a bit unstable (depends on thevaegdsoftware, on the
load of the machine...), it is usually preferred to consalerore abstract and idealized
criterion: the expected fitness value ot the best visitedtpafter a fixed number of
function evaluations. This provides a first drawback of megtbeds: only the num-
ber of evaluations is considered, whereas in many casesvilhisompletely change
the ranking of the various algorithms. This is particulamportant as in many cases
algorithms getting the first ranks cannot be used above difmer30 due to their huge
internal computational cost. The approximation of neghecthe internal cost of the
optimization algorithm however makes sense when consigenpensiveoptimiza-
tion problemsj.e. problems in which most of the cost is in the evaluation of thefs
function.

The log-effect. Another modification is often applied: instead of considgrihe
expected fitness value, people consider the expected flogeof the fithess value, or
the expected logarithm of the distance to the optimum - sbimgtwith a log. What
is the consequence of this choice ? It implies that when aorithhgn misses the op-
timum with probability 95 %, but has a very good precisionhaitrobability 5%, it
will have a much better score for such criteria than an algoriwhich is slower but
finds the optimum with very high probability . This is certigimot satisfactory for
robust optimization, and essentially justified by the féaetttit provides nicer graphs:
as many algorithms are linear in log-scale, comparisonsare visible with this log-
representation.

Using testbeds for optimization of algorithms
Advantages Easy to use.
Can include real world fithess functions
(but usually does not).
Can use fitness functions related
to the target problem.

Drawbacks| Usually based on artificial fitness functions.
Computationally expensive.
Misleading criteria (see the log-effect).
Internal cost of the algorithm often
not taken into account.
Dimensionality chosen so that
experimentations are easy.
Overfitting: when benchmarks are publig,
optimizers are carefully tuned specifically
for them.
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We have defined a criterion of optimality (but we emphasiz¢ thany variants of
this criterion can be defined), now among which family of pyptiation algorithms are
we going to look for an optimal algorithm ?

A first approach consists in considering a parametric fawifilgptimization algo-
rithms, and then to tune them for a given distribution of fséunctions. This will
be discussed in section 13.2. A second approach consistatimematically deriv-
ing an optimal optimization algorithm; we’ll see that thisrhathematically feasible,
but computationally extremely hard; nonetheless, for agpe optimization it might
make sense (section 13.3); we’'ll see that approximatearesgthird approach) of this
mathematical target can be derived and applied industriall

Figure 13.1 (from [234]) briefly presents these three apghres for approaching
optimal optimization algorithms.

13.2 Tuning optimization algorithm

Consider the fitness function— f(x). An criterion of quality for an optimization
algorithm applied tdf might belE, f (xgoo), where

° X;oo is the 508" iterate of your optimization algorithm (or the best of thed50
first iterates) when the optimization algorithm is appliedfo

¢ [, is the expectation operator on the random part of the optitioiz algorithm.

Whenf is a parametric family of fitness functions, exg— f(68,x) for some parameter
6, and if you have a distribution ofy, then you might consider

EoE, f(0,x07"));

and if you prefer, or if you need beautiful graphs for your tneublication to be ac-
cepted,

EoF, log f(8,x.\2)")) assuming that inf(6,.) = 0.

For many ES, this provides nice linear curves. When you hawaetibn f and don't
know how to extend it to a distribution of fithess functionsyal solutions are:

e random translations of:
f(6,x)=f(x—0)

with 8 of the same dimension as

e random rotations of:
f(6,x) = f(6.x)

where® is a rotation matrix on the search space;

e random noise orf:

£(8,%) = f(x)+ Y sin(x — 6)2.
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TUNING OPTIMIZERS

Optimizer Optimizer of

Testbed (= prior) (tuning algorithm;

e.g. Revac)

F

FORMALLY OPTIMAL OPTIMIZERS FOR A GIVEN PRIOR

Limit L on Optimizer with
computational power Automatic optimizer computational cost

builder (optimal for L large)

Testbed (= prior)

ALGORITHMS OPTIMAL FOR A SHORT TERM CRITERION

Short term criterion

(expected improvement,

stepwise uncertainty...) EGO or IAGO Optimizer optimal for
the short term criterion

or other
Prior (usually Gaussia

Figure 13.1: Three approaches for optimization given arpribhe first approach
[96, 173, 215] consists in optimizing the parameters of an(@#s assumes that the
OA has parameters); this approach is limited to a given stracf OA. It is easy to
use, well understood, immediately operational and efficierpractice. The second
approach [111, 196, 15] consists in considering the prolsipetified by Egs. 7.1-7.3
and solve it as a Markov decision process; this approach tkematically appealing
as it provides a provably optimal algorithm; unfortunatehe approach is computa-
tionally very expensive and might be difficult to use in pieet The third approach
considers an approximate criterion, e.g. Egs. 13.8-1&40,a prior, e.g. it assumes
that the fithess function is drawn according to a Gaussiangss) and proposes an
algorithm which is optimal (within the limit of the computanal cost) for this crite-
rion. This third approach is optimal for a “local” criteriamly, and can therefore not
be proved optimal for the complete optimization run, busiby far simpler than the
second approach.

If your optimization algorithm has a paramefgrthen your criterion becomes a func-
tion of p, i.e.:

ps EEg (0, X 0)"P)).

Then you can optimize. If the set of functions is finite and if lies in a finite
space, then this function can be computed exactly for a gigkre p; usually, this is not
possible, and you can only have a noisy measurement of tikidurabove. Therefore,
tuning an optimization algorithm is usually a noisy optiation problem. You can use
for it your favorite optimization algorithm, or use one ofipighed algorithms for it
[173, 215, 96], and possibly get a very strong optimizer fgivan testbed; the question
is now to which extent an optimization algorithm extensieined for a given family
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of problems will be good for another. Either you preciselpwrthe family of problems
from which your target problem will be drawn (but, except ongetitions, this is
usually not the case), or you might be disappointed. Thigisstermed overfitting.

13.3 Mathematically optimal algorithms and their ap-
proximations

The solution emphasized above, essentially parametenguis clear and efficient;
nonetheless, it might be disappointing: you obviously cameach optimality with
such an approach as the structure of the algorithm is fixethel® something more
that we could do ? In particular, given a prior and a critericem we derive an opti-
mal optimization algorithm ? This is indeed possible attiéassome criteria. This is
developed in section 7.1. However, this is not very prattit@rovides an algorithm
which is optimal in the sense that for a given distributioffitofess functions, the algo-
rithm will be optimal for a given prior (e.g. the squared digte between the proposed
approximation of the optimum and the real location of théropin) after a given num-
ber of time steps. However, this criterion might be a badgdon: finding a very good
solutions in 20 iterations is a good thing. .. except if yoetheo much time for gen-
erating each iterate that a simple (1+1)-ES algorithm iséutfaster (even if it needs
20000 iterations for the same precision. ..). The readerésted in the mathematical
effort of optimal optimizers is referred to section 7.1; widl here consider some more
practical approximations. Nonetheless, the computaltioost of the techniques, even
in these “more practical” sections, is huge; thereforey s$teuld be considered only
for very expensive problems, for which spending a very langeton each iterate is
worth the candle. Some such examples are proposed in sé&ction

13.3.1 Surrogate models

Consider a distribution of probability on the fitness fuantif, and consider that you
have already observed

f(x1) =w1
f(x2) =¥z
f(Xn) = ¥n

How to choose,;1 ? A simple intuitive solution consists in the following:
f=arg maxP(f (x1) =y1, f() =y2,.... T (%n) = yn| T); (13.1)
Xne1 = arg n;(inf(x). (13.2)

Eqg. 13.1 mean that we search for the maximum likelihood ebnditionally to ob-
servations; thid, termed surrogate model, is an approximation of the unkrfgwess
function. Then, in Eqg. 13.2, we pick up the minimum of the egate model. Eq. 13.1
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can be replaced by other tools than maximum likelihood; f@neple, empirical risk
minimization, possibly with regularization (see secti@).IThis is obviously centered
on exploitation of already known good parts of the domaimight suffer from con-
vergence to a local minimum or premature convergence; alsiagbution consists in
adding some random exploration (e.g. randomly sample theadoone iterate over
10 and switch to this point if it's better than your curreetite. ..). Some more subtle
techniques will be emphasized below.

13.3.2 Taking uncertainty into account

Maximum likelihood as in Eq. 13.1 reduces all the informatto an approximation

of the fitness function. Indeed, what is known from theoedtamalysis (as discussed

in section 7.1) is that for optimality, the information weedkis the distribution of the

fitness function, conditionally to observations. How cantale this into account ?
Let’s consider something more complicated than Eq. 13.1EandL.3.2:

f=2(f]f(x0) =y1, f(X2) = Y2, f (%n) = Yn); (13.3)
Xni1 = arg rr)l(inIEf(x) —ty/E(f(x) —Ef(x))2. (13.4)

for some constart f is now a conditional distribution; it is the probability tfigution

of f, after conditioning to observationdhis is obviously a complicated notion, that is
not easy to plug into an optimization algorithm. Nonethglésr specific distributions,
it is possible to do this analytically (e.g. Gaussian preesglL40, 240]).

If you don’t want to model your problem with a Gaussian praeges if you don't
want to study the maths for computing Eq. 13.3 for a Gaussiacgss, a hatural tool
for samplingf consists in usingpootstrap replicates

Bootstrap replicates for conditional distributions: imagine that you have a sam-
ple of n pointsxy, ..., Xy, with their (possibly noisy) labelg,...,y,. You might just
pick up the maximum likelihood

f= argmfaxi]:lp(yi =f(x)),

that we will sum up as
f = maxiLikelihoodxa, ..., Xn, Y1, - -, Yn)- (13.5)

But you might prefer to sample severflconditionally to i P(yi = f(x)) or even
conditionally toP(f) [; P(yi = f(x)). This is certainly useful for Bayesian statistics
(and, in our particular case, for computig( f|...) in Eq. 13.3). If you sample several
suchf (let's call themfy, ..., fi), then an approximate distribution faf (f|...) is just
the uniform distribution on thé,. Eachf; can be sampled as follows:

e Foreachj € [[1,N]], draw, with replacement, a sampgbe, ,y;) from the sample
of the (X, Yk)ke[i,n)); this is just drawinggj uniformly in [[1, N]].

e Then, f; is maxiLikelihoodxy, , . .., %z, Yz, - - - Yzu)-
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It is known (see e.g. [95, 237]) that in many cases (but notthilé provides a good
estimator off conditionally to[]; P(yi = f(x)) (a priorPy(f) can be included as well,
by including itin Eqg. 13.5).

Formally, the algorithm consists in approximatifipy a uniform distribution on

where thef;’s arek bootstrap replicates of the maximum likelihood estimator,of
the empirical risk minimizer or anything you want), i¥é.€ [[1,k]],

fi =arg max |_| P(f(Xs;) =Vz,),
Jel[Ln]]
where for eactti, j) € [[1,k]] x [[1,n]], z,; is uniformly drawn in[[1, NJ].
The f; are now simple functions, and not distributions on functicand are there-
fore much easier to implement in a computer.

Expected improvement

What is the idea behind Eq. 13.4 ? Instead of considering thevadue on average
(i.e. Ef(x)), we consider the best confidence bound for the estimatg(>f We
don’t consider what is expected, but what is expected inyluzkses; we increase
exploration. When a part of the domain is very precisely knothe variance term
E(f(x) —Ef(x))2) becomes very small and other parts of the domain, with more un
certainty, are preferred. Yet, there is an arbitrary carigtals there something more
natural that could be considered ? A natural solution has pegposed by [140], as
follows:

f=2(F1 () = y1, f () = Y2, f (%0) = ¥i); (13.6)
Xn+1 = argmaxtmax(0,infy; — f(x)). (13.7)

Eqg. 13.6 is the same as Eq. 13.3; but Eq. 13.7 is different fEgm 13.4 and in
particular has no free parameter. Intuitively, it is the eotation of the improvement:
inf;y; — f(x) is the improvement over the best already seen point. Thigisalis there-
fore termedexpected improvement It is more expensive (in terms of computational
power per iterate) than just a surrogate model, but it is adsch faster (in terms of
performance for a given number of iterates) in many cases-dtreally operational
approach for expensive optimization, and it naturally hesglobal optimization - it
avoids for sure local minima.

Informational approach to global optimization

Eq. 13.7 is intuitively appealing, but it is not a candidate éxactly reaching mathe-
matical optimality. It is clearly optimal for a “one-stepedd” expected improvement:
this is greedy. Is there a solution beyond this ? Such a taobkan proposed in [240],
under the namanformational approach to global optimization (IAGO). The idea is
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the following:

f=2(f]f(x) =y1,f (%) =V¥2,.... T () =Yn);  (13.8)
Xnt1 = arg m(inEyzf(x)Ew |argminfyy — Ef,arg minfyy||?ly = f(x);  (13.9)

foy = Z(F1f (%) =1, F (%) =yn, f(X) =y) (13.10)

Ouch! This is complicated. What means Eq. 13.10 ? It is theildigion of f,
conditionally to past observations, but also conditiontdix andy.
Therefore,
By

|argminfyy —E¢_argminfyy||?
is the variance of the optimum dfif we assume that we obser§¢x) =y. Then
Ey—t(x || argminfcy — E¢ arg minfy||?

is the expected variance of the optimum foff we choosex. Therefore Eq. 13.9
consists in choosing such that the expected variance of the optimum will be aslsmal
as possiblafter the observation of,yon average on this observatignEq. 13.9 can
therefore be rewritten, for short:

Xn+1=argm ik, _ fVarg, arg minfy.

Compared to Eq. 13.7, Eq. 13.9 is “one step ahead”: we cangidauncertainty
after one more step. This is clearly more appealing, moreiefii in terms of perfor-
mance for a fixed number of iterations, but it is also much nesygensive.

Can we do better and considesteps ahead ? Or evérequal to the horizon, so
that the algorithm is provably optimal ? The answer is pesitind proposed in [15];
however, the computational cost becomes extremely bigifteeested reader can see
more on this (and applications) in section 7.1.

13.4 Conclusion on optimal optimization

Surrogate models are a partial answer to the problem of eienptimization; they
require a tuning of exploration parameters (for choosing/lhich extent we trust the
surrogate model). In order to solve these issues, the s&@nd on parameter free
optimization algorithms which provide (provably) very gb@sults for a fixed number
of fithess evaluations or a fixed number of population evalnatis an active field -
these algorithms require, however, some prior knowledgbefitness function. Un-
fortunately, these algorithms are usually moderatelytpral as they are very compli-
cated to implement, and involve a huge computation timernaléy to the algorithm.
IAGO might be a good compromise between tractability andiefficy for applications
in expensive optimization; MCTS-based approaches use@®MVDP formulation of
optimization (see section 7.1 for more on this) are mathigaldt appealing as they
reach optimality (asymptotically in the computational pomit are for the moment a
pure research algorithm.



Chapter 14

Complexity of optimization and
complexity of parallel
optimization

We here consider the complexity of optimization algorithnad in particular
comparison-based optimization algorithms. Results is thiapter summarize [231],
[110], [104, 198, 197, 225, 224] and contains also some neasidnovelty will be
discussed in part V).

The main originality of the work presented here is the usénefliranching factor
and its finiteness. This approach provided realistic tightrials for many algorithms,
recovering and extending existing results (including outinately, bounds published
later).

14.1 Deterministic fithness functions

This chapter discusses the advantages (robustness) amoadias (slowness) of algo-
rithms searching the optimum by comparisons between fitvedass only. The results
are mathematical proofs, but practical implications imteiof speed-up for algorithms
applied on parallel machines are presented, as well adgabltints for tuning parallel
optimization algorithms and on the feasibility of some sfieforms of optimization.
In all the chapterj[a,b]] = {a,a+1,...,b}.

14.1.1 Introduction: comparison-based algorithms and the ro-
bustness
There are several important families of optimization aipons in the literature:

Newton-like algorithms, using the Hessian (i.e. the secomtt®r derivative); gradi-
ent descent, using the gradient (i.e. the first order dév&jatand algorithms using

1This chapter is based on joint works with R. Coulom, H. FoutriteRolet, N. Sokolovska, F. Teytaud.

139
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the objective function values (also termed the fitness ®larly. There are particular
cases to be emphasized.

First, Quasi-Newton methods (in particular BFGS [43, 1085,1212]) are, for-
mally, in the family of algorithms using the gradient: thayild, internally, an approx-
imation of the Hessian, but they never request the Hessian.

Second, some algorithms use less than the fithess valuese #hgorithms are
comparison-basedlgorithms. They include direct search methods [71], anstreeo-
lutionary algorithms [189, 30]. This choice of using onlyraal part of the available
information is justified by the followings:

e sometimes it is just the only available information. Forrexée, when opti-
mizing a strategy for two-player games; then, one has ordgsxto a limited
information, i.e. the comparison between two strategies;

e whenever more information is available, the robustnes®itebwith compar-
isons only; this was explained in [16, 244, 17] and was folynastablished
in [111]. Essentially, [111] shows that when considering Worst case among
compositions of a given family of fithess functions with ieasing mappings (i.e.
when considering that the fitness functibmight be replaced bgo f for some
increasingy : R — R), then optimality is necessarily reached by a comparison-
based algorithm.

Algorithms using comparisons are now widely establishetitais chapter is devoted
essentially to these algorithms (however, the tools usdideproofs can be applied in
other cases). In particular, we will consider the followfagilies of algorithms (more
formally presented in [230]):

e Selection-based non-elitistz, A ) evolution strategies (SBy, A )-ES). These al-
gorithms, at each generation, generatpoints (also termed individuals) in the
search space, and the fitness function must inform the #hgof whichu of
theseA points are theu best individuals (we have to take care of ties here): these
U points are termed theelected set

e Selection-based elitigit + A ) evolution strategies (SBH + A )-ES). These al-
gorithms, at each generation, generatpoints (also termed individuals) in the
domain of the optimization, and the fitness function musbrimf the algorithm
of which u of the union of (i) thesel points and (ii) theu points selected at
the previous generation, are tpebest individuals (we have to take care of ties
here).

o Full ranking versions of the algorithms above, i.e. §RA)-ES and FRu +
A)-ES; in these cases, the optimization is informed of whichoints are the
best, and also of the complete ranking of thageoints.

It is intuitively quite natural that comparison-based aitons are slower, as they
have less information for guiding the search (in partigutawill be difficult for evo-
lution strategies to be as fast as surrogate models like NEXAJUEB]). This is the
price to pay for the increased robustness, shown in [111aidknown and widely
asserted in evolutionary algorithms. In this chapter, wé wi
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e introduce, in section 14.1.2, the important notion of brang factor [231]; this
notion is central in the understanding of comparison-badgarithms, in paral-
lelization, and it is also important beyond the scope of thigpter;

¢ show the complexity bounds derived from this notion (secfid.1.3);

e show the computational cost associated to some real-wigtdidnms (section
14.1.4), which is often significantly different from the tretical optimum;

e give the implications of these complexity bounds (sectiérib).

14.1.2 The branching factor

We present below a simplified version of [230]; please rei¢280] for formal details
and detailed proofs. We considefa A )-ES (the same reasoning holds for+ A )-ES
- see [230] for details and more generalityjk, A )-ES are as in Alg. 12.

One iteration of a (14, A )-ES, for internal state s and fitness func-
tion f
Compute individualsy, ..., X, as a function of the internal STATE.
Compute their fitness valugs, . .., y, withy; = f(x).
ConsideiSthe permutation off1,A]] uniquely determined byyg;) <
Ys(i+1)
switch Sdo
cases
s=updateFormula(s,x, ..., X, ).break;
end
case
s=updateFormul@(s,x, ..., X, ).break;
end
cases
s=updateFormul&(s,x, ..., X, ).break;
end
... casex
s=updateFormulaKs,xs,...,X, ).break;
end
otherwise
No other case should never be raised.
end
end

Algorithm 12: One iteration of g, A )-ES (simplified by the assumption that there’s
no tie). We here assume that all th¢s are distinct. Eaclg is a fixed permutation
of [[1,A]]; thereforeK = AL

Of course, Algorithm 12 does not mean that the algorithm rabsolutely be writ-
ten under this form in order to be under the scope of the boumithés chapter; it must
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only beequivalentto an algorithm written under this form. In particular, mesb-
lutionary algorithms (at leasiu,A)-ES and(u + A )-ES) can be rewritten under this
form.

The constanK (i.e. the number of branches in tBeviTCH) is the branching fac-
tor. More precisely, the minimum numbkrsuch that the algorithm is still equivalent
to the initial version should be considered; therefore, ae consider a rewriting of
the algorithm as presented in Algorithm 13 - several casegauped into only one
update formula in order to reduce the branching factor. kamgple, in the case of

SB algorithmsK is at most(ﬁ): there are onlK = (i‘l) different update formula,

one for each possible selected set. In the case of FR alggritfere ar&K = (ﬁ) u!
different update formulas at most.

One iteration of a SB{, A )-ES, for internal state s and fitness
function f:
Compute individualsy, ..., X, as a function of the internal state.
Compute their fitness valugs, ..., y, withy; = f(x).
ConsiderSthe permutation off1, A]] uniquely determined by:
Ysi) < Ys(i+1)
switch Sdo
cases; ;
caseS ;
caseSs
s=updateFormula(s,x,...,x, ).break;
end
case; ;
caseS
s=updateFormul(s,xy, ..., X, ).break;
end

caseS o ;
caseS _1 ;
caseS.
s=updateFormulaKs,xs,...,X, ).break;
end

otherwise
No other case should never be raised.

end
end

Algorithm 13: A rewriting of Algorithm 12, by grouping cases leading t@ tsame
update formula. Please note that the number of cases letalithg same update
formula does not need to be the same for all update formuiasmportant number
is only the total number of update formula.
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We have seen how to upper bound the branching factor, bytieg/the Algorithm
in order to group the cases of tisavITCH. This uses the fact that the formula is the
same for several cases, for example all rankings oftpeints which lead to the same
selected set.

However, a second tool can be used for removing some branamasving cases
which are not possible because there’s no fitness functiaohabads to this permu-
tation S. At first view, all permutations are possible; however, sgaemutations are
very unlikely; e.g. it is very unlikely that the crosses witincles are selected in Fig.
14.1. The essential principle in [230], for improving bosrid [231] is to reduce the
branching factor accordingly, thanks to assumptions oms¢tef fitness functions.

><><® XX
X
X X

X ®X®
><><>< .

Figure 14.1: Unlikely selected set. The individuals areditesses, with circles for the
selected individuals.

14.1.3 Complexity bounds

We express bounds in terms of the convergence ratio. Theeagence ratio is defined
in [230] as

_ logN(e)

CRe dne

, (14.1)

where

e N is the number of iterations necessary for ensuring that pvithability at least
%, the algorithm has an estimate of the location of the optinaith precisions
for the euclidean norm;

e dis the dimension of the search space;

e N(¢) is the minimum numbek such that there are at le&spoints in the domain
with pairwise distance at least2 Typically, N(¢) is equal to the cardinal of
the search space if it is finite anddfis small enough, anl(¢g) = 9(5%) if the

search space is an open subseR®f

The constan% is arbitrary and very similar results are derived for a caariice 1- 6
(see [230] for more details).
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In the continuous case, this quantity is related to convergeate through the for-
mula

—log(convergence rate= IimOCRe.
£

The advantage @R; is that it is inversely proportional to the computationadtcior a
given precision, and parallel speed-ups can be expresséitibipns between various
CR..

Combining combinatorial arguments on the branching feaorgeometrical tricks
(using VC-dimension), [231, 230] get bounds provided inl&abt.1 on the conver-
gence ratio.

14.1.4 The limited speed-up of many real-world algorithms

There are a lot of different methods for thpdateFormulafunction. The internal
state to be updated contains usually, at least, (i) thesitegs and (ii) the mean of a
Gaussian distribution, to be used for generating new poirttie most difficult issue is
usually the update of ; o is the standard deviation of the Gaussian distribution used
in Alg. 14.

0 =0
n=20
while halting criterion not reachedo
Xn,1,Xn2, - - - Xn 2 = Gaussiaixy, an)
i € [[LA]], yni = f(%n,)
(Xn41,0ny1) = updateFormuléXn 1,Xn2, - .-, XA, Yn,1,¥n2; - -, Yn.A
end while

Algorithm 14: A typical evolutionary algorithm in the continuous domain

Three of the most widely known methods for updatimgare the one-fifth rule
[189], the self-adaptation (SA) [189, 210] and the cumutatstep-size adaptation
(CSA) [126]. We have seen in section 14.1 that the optimaédng, forA suffi-
ciently large, is8(log(A)); we’'ll see now that these methods do not reach the optimal
speed-up, at least under their usual specifications.

We will usen* = on11/0n. The important point is that the log-convergence rate
is lower bounded byElogn*. Therefore, if we can build an absolute lower bound
Elogn* =1og(Q(1)), this provides an absolute upper bound on the convergetioe ra
or if you prefer a lower bound on the convergence rate, wisevea know that the
convergence ratio should &{log(A )) for well designed algorithms - equivalently, the
convergence rate should be ¢&q®(log(A)).

We will now see, in sections below, that some well known dthars have
E(logn*|xn, on) > C for someC > —c and independent ok. As theO(logA) is
provably tight, this shows that improvements are possibte hthe difference between
the ®(logA) and andO(1) in algorithms below show that the algorithms cited below
(which cover most of evolutionary algorithms in the conting domains) are not opti-
mal.
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The one-fifth rule

The one-fifth rule is a very common rule for the updaterofThe idea is to increase

if the probability of succesp is greater thar%, and to decrease it otherwise. The prob-
ability of success is the probability that an offspring isteethan his parent (Formally,
in case of minimization, there is success for itheffspring if f (xni) < f(Xn)).

An usual implementation is

e p< % = n* =Ky €]0, 1], corresponding to the decreasing case, we want <
On.

e p> % = n* =Kz > 1, corresponding to the increasing casg,; must be greater
thano,.

In one line, this is

p<1/5=n*"=K;€]0,1]andp>1/5=n*"=Ky>1 (14.2)

It's easy to see that, in the first casg, > K; > 0 and in the second casg > 1.
Therefore, there exists a constant C suchi®lagn* > C.

The one-fifth rule can also be expressed as

n*= Kéﬁ_l/s) for someKs3 > 1. (14.3)

1
here also, it's easy to see that > K, ° > 0, therefore the same conclusion, namely
Elogn* > C > —o holds, for som& independent oA .

As a consequence, the one-fifth rule does not have the opsipesd-up lofp )
with its usual parametrization. Increasig (as a function ofA) might solve this; we
will not develop this here.

Self-adaptation

Self-adaptation is another well known algorithm for chogsihe step-size (Algorithm
15).
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Initialize 0®¥9 € R, xo € RY.
while We have timedo

fori=1..Ado
gi = aavgerLM(O,l)
z = 0i.4(0,1d)
Xni =Xnt+7
fi = f(Xnﬁi)

end for

Sort the individuals by increasing fitnedsj) < fo) <--- < f().
29= 55t
o= % S 00)
Xn1 = Xn+ 229
end while

Algorithm 15: Self-adaptation algorithnt usually depends on the dimension only.
As well as for the one-fifth rule and cumulative step-sizepsalion, the speed-up is
©(1) independently of.

n* is an average between log-normal random variables. Unfatély, if u = |A /4],

then even if theu selected mutations correspond to the smaller values, dbg(o)

is, on average, decreased byog(rQ%/V), whereQ%JV is the average of the first

quartile of the standard Gaussian variable. One can showekss for the one-fifth

rule, thatElog(n*) > C > —. Therefore, SA does not have the optimal speed-up
log(A) with its usual parametrization. Increasimgas a function ofA) might solve
this.

Cumulative step-size adaptation

A third method for updating the step size is the cumulatiepstize adaptation (CSA).
The idea of this method is to look at the path followed by tlgweathm, and to compare
its length to the expected length under random selectiahf@mcreases if the first
path is greater than the second one, and decreasé¢he other case.

We formalize an iteration of CSA in dimensiahas follows; we don’t have to
assume anything oxy and p; except assumptions 14.9 and 14.10:
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_ || Pl - Co
Ont1 = Op exp<( Xa 1 do (14.4)
U
w; = 1 choose your weights, provided the sum is 1 (14.5)
=
" : (14.6)
eff = g o .
S (w?)
_ [Hett—1
ds = 1+2max0, dr1 1) 4.7
Hetf+2
¢ = ——— 14.8
? d+4pett+3 (14.8)
Xa > O (14.9)
llpe]| > O (14.10)

(]| does not have to be a norm, we just need Eq. 14.10) These aisusnpo
the best of our knowledge, hold in all current implementatiof CSA. They do not
completely specify the algorithm, but are sufficient for qurpose - all algorithms
matching these equations are covered by our result.

One can easily show that Eqs. 14.5-14.10 imply tWatE(logn*|xn, on) > —1;
for this algorithm also, we see that,vA ,Elogn* > C > —c. CSA does not have the
optimal speed-up ld@ ) with its usual parametrization. Increasicg/ds might solve

this.

14.1.5 Implications

These results have several implications on practice.

Changing usual algorithms for A large.

The first consequence, around parallelism, is implied bygtimbination of section
14.1.3 (which shows complexity bounds) and section 14\ditch shows the speed-
up of usual algorithms like cumulative step-size adaptatioe one-fifth rule, and self-
adaptation). The results show that these three rules, adlyparametrized, cannot
reach the logarithmic speed-@glog(A)) for A large, and have even a bounded speed-
up ©(1). However, this might be easy to modify by adapting constdntsexample,
increasing the log-normal mutation strength as a functfoh,dor the self-adaptation
of o, might solve this issue. Also, modifyin% as a function ofA, for CSA, might
solve thisissue for CSA. As an illustration, we show in Fig.2lthe great improvement
provided by the reduction gi (in order to avoid the weakness pointed out in section
14.1.4) on the most recent SA variant. This is certainly aanmgxe of theory which has
a direct impact on practice, with more than 100 % speed-upiogm@ph, increasing as
the number of processors increases, with only one line oé coddified in SA. Other
such applications are discussed in [224] - the same moddfichas an impact on many
algorithms.
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Speed-up of CMSA algorithm, Sphere function, d=3

3 —— mu=lambda/4
1 —+-mu=d

log||x||*d/n

0 1 ‘ 2 i ‘3 4
10 10 10 10 10
Lambda

Figure 14.2: Example of the limited speed-up of real-wotlgbethms. The Covari-
ance Matrix Self-Adapatation (CMSA) Evolution Strategyais algorithm using the
Self-Adaptation rule combined with a full covariance matiThis experiment is done

in dimension 3, and we look at the distance to the optimum atred by the dimen-
sion, divided by the number of generations of the algorittime (ower the result, the
better; this is a normalized convergence rate). With usugdlization, we have a se-
lection ratio% equals to%. As we can note, using a smaller selection ratio (here the
selection ratio is equal to mid, | A /4])/A is a much better choice. With this improve-
ment we can reach the theoretical logarithmic speed-up.

Choice of the algorithm, given a numberA of processors. Let’s consider the
choice of an algorithm, as a function #f this is the case in which is equal to the
number of computing units available. New machines have areasing number of
cores, clusters or grids have thousands of cores, and a8 ‘§abmitted on grids must
sometimes be grouped the valuelo€an be huge, beyond tenths of thousands.

It is known [30] that the evolution strategies don't all hakie same speed-up. Af
is small in front of the dimensior(u/u, A )-ES can reach a linear speed-up, whereas
(1,A)-ES have only logarithmic speed-up. Afis small or of the same order as the
dimension, this suggests that/u,A) is better thar{1,A).

For A large, [230] (summarized in Table 14.1) has shown that therttical speed-
up is©(log(A)) for both algorithms (namelyu/u,A) and(1,1)), at least for good
parametrizations of these families of algorithms. Howgesershown in section 14.1.4,
most usual(u/u,A) evolution strategies have limited speed@®fil), and therefore
their speed-up is much worse théh A )-ES which reache®(log(A))! Should we
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deduce from this thatt = 1 is better whem is large ? In fact, choosing linear as
a function ofA (roughly one forth in many papers) is not a good idea for atlgors
based on recombination by averaging. Maybe min(d, A /4) could be a good idea;
but this will not be sufficient (except maybe for SA ?). Ourulésare independent of
[ in CSA, therefore changing in CSA is not sufficient for ensuring Idg ) speed-up
in CSA, but preliminary investigations suggests that thisrfula foru, combined with
the modifications suggested above%n might give good results.

This suggests that a lot of work remains around the ca3dariger than the dimen-
sion. In particular [222] has shown that EMNA [150] is, folarge, much faster than
most usual algorithms, and [220] has shown that some afgosittould be improved
by a factor 8 by combining tricks dedicatedXdarge.

Implication for the structure of the set of solutions. An assumption of [231], and
in all bounds summarized in Table 14.1, is that there is oxdeoaty one optimum. The
results can be extended to finitely many optima, but not taydreral case of complex
sets of optima. If there are useless variables, the set ofisos is not a point but a
linear subspace. This strongly reduces the complexityghty the dimension of the
search space in Table 14.1 is replaced by the codimensidreddt of solutiong,e.
the dimensiomminusthe dimension of the set of optima. This implies that evoliry
algorithms might be able to solve problems in very high digiem, provided that the
set of solutions has a large dimensionality also - this isdrtipular the case when
there are variables with no impact of the fitness functiommseavhich often occurs in
reality. Testing evolutionary algorithms in high dimensip- 10000), but with plenty
of useless variables, instead of low dimension as usuattg doresearch papers, might
be interesting.

Implications for multi-objective algorithms. An original application of the
branching factor and of bounds derived with it is [226]. Wedaeen in Eq. 14.1
that the convergence ratio depends on the packing numbersN(¢)); this means
that the number of fithess evaluations strongly dependseopabking numbetr,e., for
a precisiong, the number of disjoint balls of radiusthat can be put in the domain.
Unfortunately in the multi-objective case, when the numtiieconflicting objectives
is large, then the packing number is huge. Thanks to thisipli, [226] shows that,
even if we restrict our attention to problems with Lipsclate Pareto fronts, finding
the optimal Pareto front with precisi@and confidence 4 d for the supremum norm
requires a number of fitness evaluati&®&l/£91) + log,(1 — &)

o if the algorithm is based on Pareto-comparisons betweemidhls (i.e. we
only know which points dominate which points);

e and if the number of objectivéss d.

This is close to the efficiency of the random search in thed#rspace(The runtime
of random search in fitness spacedgl/e%), neglecting logarithmic factors and de-
pendencies id); this means that all comparison-based algorithms regjfitteey want
to be significantly faster than random search, either:

2Importantly, the result is based on the fact that those dlssctan all be conflicting[41].
3Random search in the fitness space consists in randomly drawints uniformly in the fitness space,
and then discard and redraw those which are on the infeasdgef the Pareto front.
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e some feedback from the human user;
e or some more information on the fitness (see e.g. informedatqrs [201]);

e or moderately many conflicting objectives (see in partic[4&]).

14.1.6 Conclusions on the complexity of deterministic optnization
algorithms

Some published papers consider the speed-up between aithadgwith a huge popu-
lation size ork processors and the same population sizé s k processors. Unfor-
tunately, a great improvement for a fixed population sizeoigttess if this population
size is useless, and if the same convergence rates can enetaovith a population
divided by 50.

We have summarized theoretical complexity bounds for elas$ algorithms. We
have shown that many real-world algorithms are far from ehesmplexity bounds,
whenA is large. This suggests several modifications for real-dvaldjorithms, easy to
implement and which both provably (see Section 14.1.4 coetp bounds in section
14.1.3) and experimentally (see Fig. 14.2) greatly imptbearesults fol large. Take
these elements into account if you have a large populatizm si

14.2 Stochastic fitness functions: adaptive noisy opti-
mization

This section, directly extracted from a joint work with R. @om, P. Rolet and N.
Sokolovska[76], exhibits lower and upper bounds on rurdifioe expensive noisy op-
timization problems. Runtimes are expressed in terms otaumof fitness evaluations.
Fitnesses considered are monotonic transformations cftherefunction. The anal-
ysis focuses on the common case of fitness functions quednatie distance to the
optimum in the neighbourhood of this optimum—it is nonetkslalso valid for any
monotonic polynomial of degrep > 2, and we recall other results. Upper bounds
are derived via a bandit-based estimation of distributigorthm that relies orBern-
stein racescalled R-EDA. It is known that the algorithm is consisteneevn non-
differentiable cases. Here we show that: (i) if the variaotéhe noise decreases to
0 around the optimum, it can perform optimally for quadratansformations of the
norm to the optimum, (ii) otherwise, it provides a slower wengence rate than the
one exhibited empirically by an algorithm called Quadratigistic Regression (QLR)
based on surrogate models—although QLR requires a progtabprior on the fithness
class.

14.2.1 Introduction

The following work deals with expensive noisy optimizatioNoisy means that the
result of a fitness evaluation at a given point is a randoraléej whose probability
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distribution depends only on the location of the point—thisse model will be de-

tailed in Section 14.2.2, as well as the class of fitnesseswhaddress in this chapter.
Expensive means that each fitness call is considered cdetlexample, evaluating
the fitness of an individual might involve the building andtiag of a prototype, or

hours of simulations on a computer or on a grid. Thereforexgensive optimization

algorithm’s performance is measured by the number of fitea#is required to find

the optimum with a given precision, rather than considethmg computational time
required by the algorithm to function.

A practical example of such a framework is searching for taeameters of an
algorithm that minimize its probability of failure: a fitregall is then a Bernouilli
random variable, resulting for a given parameter vectorsnaess with probabilitp
and in a failure with probability + p. Each fitness call implies running the algorithm,
and as such is quite costly in time.

State of the art

Using evolutionary algorithms and Estimation of Distribat algorithms (EDAS) to
deal with noisy fitnesses is a topic that has been substgndiscussed in the liter-
ature. Notably, many question the idea that repeatedlyuatiab the same points in
order to average values and decrease noise variance ifveffexs compared to, for
instance, simply increasing the population size [101, 2@, 8, 8]. A simple rule, for
evolutionary algorithms, consists in using statisticatéeand to repeat the evaluation
of each point in the population until thebest points in the population are found with
confidence at least 95%; we’'ll see variants of this idea ia thiapter, and we’ll see
also that things are not so simple as knowing exactly whigwoints are the best might
be extremely expensive if the" point and theu!" point have very close fitness values.

A brief survey can be found in [197], where it has been showhdkieraging can be
efficient when used in the frameworkmfulti-armed bandit¢following ideas of [128])
andraces Specifically, it is proved that an EDA using Bernstein ratteshoose the
number of evaluations of a given point reaches an optimalergence rate for some
noise models.

When dealing with noisy optimization, it is important to digfuish cases in which
the variance of the noise decreases to zero near the optimumehwe will refer
to as thesmall noiseassumption hereafter—and cases where it does lawge-noise
assumption (see section 14.2.2 for more details on noisegst Small noise has
been tackled in [139] for a quite restricted noise model. Ha$ then shown that in
case of large noise, all usual step-size adaptation ruesgdi or stop converging: the
usual behavior of evolutionary algorithms for models wilgle noise is that they stop
converging as they get too close to the optimum, and then &eepidual error, with a
step-size which does not decrease to zero.

[197] and [198] tackle cases of large noise, but only fordingansformations of
the distance to the optimum—excluding the common case ofrgtiador higher-order
polynomial) fitness functions. Furthermore, classicabetyms for noise handling
such as Uncertainty Handling for Covariance Matrix Adapta{UH-CMA), empir-
ically quite efficient for small noise, are unfortunatelyt iyet stable enough to deal
with large noise cases: for the Scaled-Translated sph@i®)({®odel presented below,



152 CHAPTER 14. COMPLEXITY OF (PARALLEL) OPTIMIZATION

UH-CMA does not converge. Consistently with these res{iB®9] has shown that
fast convergence involves a number of evaluations runmingfinity with the number
of iterations. This was further developed in [197, 198] whibth lower bounds and
algorithms reaching the bound in many cases. However, thealaase of fithesses
that are quadratic in the distance to the optimum was notredvén the following, we
show that:

¢ the Estimation of Distribution Algorithm defined in [198] é&necalled in Algo-
rithm 18, based on a Race (termed R-EDA) has good theorgiicahntees (e.qg.
outperforming UH-CMA), for both small noise and large nassenarios;

e for p=2, R-EDA is empirically outperformed in case of large noigesbrrogate
models such as Quadratic Logistic Regression (QLR), tisafifjuadratic model
using a Bayesian prior;

e R-EDA also converges at a controlled rate for polynomiakfions of the dis-
tance to the optimum.

Note that R-EDA has first been used in [198], and has not beetfified for
this work: all positive properties of R-EDA are preserved particular the conver-
gence in many difficult cases, including optimality for fissesf such thatf (x) =
c+O(|lx—x*|), i.e. functions that behave similarly to a translated selfienction in
the neighborhood of the optimunr.

14.2.2 Framework

In this section, our framework for expensive noisy optirtimais introduced.

ParametersN, number of fitness evaluatiorts;unknown element oX.
6: random state of the natuee[0, 1]"; each coordinaté, fori € {1,2,...} is
uniformly distributed in[0, 1].
for ne [[0,N—1]] do
xﬁﬁl = Opt(x&e,...,xﬁe,ytl’e,...,yﬁe)
n’fl = (f(x;’fl,t) < 6h4+1)?1:0// Return naisy fitness %(f(xtrﬁl,t))
end for
Losst, 8,0pt) = d(t,xy?)

Algorithm 16: Noisy optimization framework.Opt is an optimization algorithm
taking as input a sequence of visited points and their bjmanigy fithess values. It
outputs a new point to be visited, looking for pointsf the domain such théft(x,t)
is as small as possible. The algorittidpt is successful on targdtparametrized by
t and random nois@ if Losgt, 6, 0pt) is small.

The optimization framework is described in Algorithm 16. igs a black-box
optimization framework: the algorithm can request the fitnealues at any chosen
point, and no other information on the fithess function isilatde. We consider a
fithess functionf parametrized by the (unknown) location of its optimuniThe noise
is accounted for by a random variatfles [0, 1]"; each coordinaté, fori € {1,2,...} is
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uniformly distributed in0, 1]. The goal is to find the optimutnof f(.,t), by observing
noisy measurement df atx. Measurements are random varialffglsg ) with law &
in [0,1]. They satisfyE[R ()] = f(x,t). For the proof of the lower bound, the law
of random variabldy (x;) is Bernouilli, with parametef (x;,t) as shown in Algorithm
16. This fits applications based on highly noisy optimizatieuch as games: Iete a
parameter of a game strategy, that we wish to set at its best;\@noisy observation
is a game against a baseline, resulting either in a win or @ss the aim is to find the
value ofx maximizing the probability of winning. Usual viability pptems or binary
control problems tackled by direct policy search also imgdhis kind of optimization.

We are interested in the number of requests needed for amiaption algorithm
to find optimumt with precisione and confidence % 9; € = ||, —t|| is the Euclidian
distance betweenand the outpuk, of the algorithm aften fithess calls. This chap-
ter focuses on fitnesses of the fofmt) — c+ A||x—t||P, referred to as the Scaled-
Translated sphere (STS) model. It is more general than tisengddel of [198] which
addresses onlp = 1. In the following,t is not handled stochastically, i.e. the lower
bounds are not computed in expectation w.r.t. all the ptesfitness functions yielded
by different values of. Rather, we will consider the worst casetoi herefore the only
random variable in this framework & accounting for noise in fithess measurements,
and all probability / expectation operators are w.@t. For simplicity, we considered
only deterministic optimization algorithms; the extemsito stochastic algorithms is
straightforward by including a random seed of the algorithré.

In the following, ® means that logarithmic factors inare neglected.

Races

The algorithm used to prove upper bounds on convergencs iateased on Bern-
stein confidence bounds. It is a variation of the well-knowseffding bounds [131]
(aimed at quantifying the discrepancy between an empinezdn and an expectation
for bounded random variables), which takes variances iotount [65, 23, 24]. It is
therefore tighter in some settings. A detailed survey offféiiey, Chernoff and Bern-
stein bounds is beyond the scope of this chapter; we will pngsent the Bernstein
bound, within its application toaces A racebetween two or more random variables
aims at distinguishing with high confidence random variglléth better expectation
from those with worse expectation. Algorithm 17 i8arnstein raceapplied to dis-
tinct pointsx; of a domainX—the 3 random variables afg(x;), the goal is to find a
good point and a bad point such that we are confident that the ge is closer to the
optimum than the bad one.

Itis crucial in this situation to ensure that there ekjgtsuch thatf (x;,t) # f(x;,t),
otherwise the race will last very long, and the output willrheaningless. At the end
of the race, 3 evaluations have been performed, therefbie called the halting time.
Intuitively, the closer the pointg are in terms of fithess value, the largewill be.
This is formalized below.

The reason why' is used in Algorithm 17 as the confidence parameter instead of
o will appear later on (the notatiodis needed elsewhere).

Let us define = sup{ER (x1), ER (%2), ER(x3) } —Iinf{ER (x1), ER (%2), ER (x3) }.
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Bernsteirixs, X, X3, 0)
T=0
repeat
T+T+1
Evaluate the fitness of poinks, X2, X3 once,i.e. evaluate the noisy fitness at each
of these points.
Evaluate the precision:

3mT? . 372T2
&) :3|og<65/> /T+miaxai \/2|09<66’> /T. (14.11)

until Two points ¢jood,bad) satisfy f (bad) — f(good) > 2e — return (good bad)
Algorithm 17: Bernstein race between 3 points. Eq. 14.11 is Bernstairguality
to compute the precision for empirical estimates (see 84.d124]);6; is the empir-
ical estimate of the standard deviation of poifs associated random variakg ;)
(itis 0 in the first iteration, which does not alter the algjom’s correctness)f(x) is
the average of the fithess measurements & (a) denotes a Bernoulli random law
with parameten.

It is known [169] that ifA > 0 and if we consider a fixed number of afins
e with probability 1— &', the Bernstein race is consistefify (good) < ER (bad);

o the Bernstein race halts almost surely, and with probatdlitleast - &', the
halting timeT verifies

T <Klog (;A) /A?, (14.12)

whereK is a universal constant;

o if, in addition,
A> Csup(ER(x1),ER(X2), ER (X3)}, (14.13)

then the Bernstein race halts almost surely, and with pribtyadt least 1- &',
the halting timeT verifies

T <K'log (52) /A, (14.14)

whereK’ depends o€ only.

The interested reader is referred to [169] and other refesfor more information.

“We here consider 3 arms only, but more general cases can betaitth a logarithmic dependency
(see e.g. [169]).
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14.2.3 Lower bound

This section describes a general lower bound derived in][Ed concludes with the
application of this bound to the STS model.
Let us consider a domalX, a functionf : X x X — R, and define

d(tvt/) = Sup”(xvt) - f<X7t/)|
xeX
for t andt’ in X. In all the chapterB(n, p) is a binomial random variable (sum of
independent Bernoulli variables of parameer

Theorem 1 For any optimization algorithm Opt, let & N* (a number of points vis-
ited), & > 0,0 < € < &, D € N*, § €]0, 1|. We assume:

e H(&,D): Ver < & 3(ta,...,to) € XP,V(i,j) € [1,D]]%,i # j = d(ti,tj)) = &
(generalized dimension)

e Hpac(e,N,3): wt, P05 t) < £/2) > 1-3.
Then, if6 < 1/2D,
P(B(N,¢€) > [log,(D)]) > 1—-Dé. (14.15)

The lower bound is related to a topological property of spgca numbemD is taken
such that for any distance < &, D equidistant points oK can be found (assump-
tion H(eo,D)). This is closely related to the dimensionXf for instance, inRY, the
maximum number of such equidistant pointslis 1.

The theorem states that if an optimization algorithm is ablénd the optimum
at precisione with probability 1— & in N fitness calls (i.e. the algorithm satisfies
assumptiorHpac(€, N, d)), thenN is necessarily large; the theorem explicitly gives a
lower bound orN. Indeed, Eqg. 14.15 implies a clearer expression of the Itweand
(using Chebyshev inequality):

N = Q(log,(D)/e) (14.16)

for fixed D, whereN is the number of iterations required to reach precisionith
confidence k& for 6 < 1/2D. The theorem holds for any monotonic transformation
of the sphere function. However, the distamtes not the same for different classes
of fithesses. As mentioned earlier, we are interested in tade8-Translated sphere
model (X,t) — c+ A ||x—t]|? with optimumt).

Corollary 2 Under the conditions of Theorem 1, for any optimization &thm learn-
ing a fitness of the STS modelgjf is the quantilel — é of the Euclidean distance to
the optimum after N fitness calls and ipl, theney = Q(log(D)/N).

As stated in [197], the lower bound far= 1 is straightforward, since in this case it is
clear thad(t,t’) = ||t —t’||. Moreover, in the general STS model, we can show that for
anyp>2,d(t,t’) = 0(||t —t’||), which validates the above corollary. The lower bound
of the corollary is tight forp = 1 (see [197]). We will see that it is also tightpf= 2

for c = 0—in this case, both QLR and R-EDA reach this dependency.
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14.2.4 Upper bounds

Upper bounds on the convergence rate for the STS model willb@presented, using
Algorithm 18 along with a Bernstein race. In the model resdd top = 1, upper
bounds for small noise (i.ec = 0) have been derived in [197], and upper bounds for
large noise (i.ec > 0) have been derived in [198]. In both cases, the bounds ntiaéch
lower bound. This is why we focus qn> 2, which includes the cage= 2 that often
appears in practice. In this section, the optimum will bemefd to asc*, and f (x,x*)

will be notedf (x) for short.

no0
while Truedo
c=argmax(x)i — (x3)i // Pick the coordinate with highest uncertainty
S = (%3 )e— (%3 )e
for i €[[1,3]] do
X 3% +X5) // Consider the middle point
(x e (%7 )e+ 526 — %7 )e //Thec! coordinate may take  values
end for

(goodh, bad,) = Bernsteirix &, x2 x'3

n m)
// A good and a bad point
Let H, be the halfspace
{x € RP;||x— gooch|| < ||x—badh||}
Split the domainix_ Hn N [Xq, X4 ]
n<n+1

end while
Algorithm 18: R-EDA: algorithm for optimizing noisy fithess functionBernstein

denotes a Bernstein race, as defined in Algorithm 17. Thialidibmain is[x; ,x{ ] €
RP, & is the confidence parameter.

X1l =
n+1> n+l

Sketch of Algorithm 18. We will use Algorithm 18 for showing the upper bounds.
It proceeds by iteratively splitting the domain in two (netessarily equal) halves, and
retaining the one that most probably contains the optimunitefationn, from then,
domain[x, ,xi], the(n+ 1), domain(x;, 1, ;] is obtained by:

¢ Finding the coordinate such tha®"®* = (x1)c — (X )¢ is maximal;
e Selecting three regularly spaced points along this coatdi(see Figure 14.3);

e Repeatingly assessing those 3 points until we have confidiiiat the optimum
/% /i .
is closer to one point! than to anothex; (by Bernstein race);

e Splitting the domain by the hyperplane in the middle of thesiats and normal
to the line they define, and keeping only the side of the doru:vaumnamlngxn

It is important to notice that three points selected at etafation are necessarily
distinct. A key element in proving upper bounds with thisagithm is that the fitness
monotonic in the distance to the optimuffa¢- x*|| > ||b—x*|| = f(a) > f(b)), and
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it also has spherical symmetryg(— x*|| = ||b—x*|| = f(a) = f(b)). Consequently, it
is guaranteed that when choosing three points as in Algorit8, at least one of them
will have an expected fitness that is different from two oshdihat is why the race will
output a consistent result with high probability.

For simplicity, it is assumed that the initial domain is a bgpectangle. Conse-
quently, at any iteratiom, the halfspacé, is a hyper-rectangle, whose largest axis’

length 3" (defined in Algorithm 18) satisfie§"® < %WDJ. The straightforward
proof of this fact is given in [197], where R-EDA first appears

The following lemma will be used for the upper bound. A similemma was
published in [197], but it only applied tp = 1. Notations are those introduced in
Algorithm 18.

Lemma 3 (The conditions of the Bernstein race are méssume that*xe [x;,x}]
and p> 2. Then

max  f(X1)—f(xX\)>2 <5*r‘éax) " (14.17)

(i.)ell1.3]2

Theorem 4 (Upper bounds for the STS modélpnsider the STS model, and a fixed
dimension D. The number of evaluations requested by R-E@i{iHm 18) to reach

precisione with probability at leastl — 3 is O( Ioge(%d) ).

Proof of Theorem 4. First, note that at iteration, ¢ is upper bounded bjx, — x|
Eq. 14.17 (shown in Lemma 3) ensures that= Q(||x7 —x; ||P) (An is defined by Eq.
14.2.4). Therefore, applying the concentration ineguatitesented as Eq. 14.12, the
number of evaluations in thé" iteration is at most

6 (108 ( sz ) /o6 i 17P) (14.18)

Now, let us consider the numbH¢) of iterations before a precisianis reached. Eg.
14.2.4 shows that there is a constirt 1 such thak < ||xi —x; || < CKN(E). Injecting
this in Eq. 14.18 shows that the cost (the number of evalng}im the last call to the
Bernstein race is

Boundas(e) = O (— log <712(N(6£(§+1)2) /SZP) ) (14.19)

SinceN(g) = O(log(1/¢)), Boundas; = O(log(log(1/€)/8))/€2P. For a fixed dimen-
sion D, the cost of thegN(e) —i)t" iteration isO([Boundast/(K')']) because the al-
gorithm ensures that aft& iterations,||xt — x; || decreases by at least8 (see Eq.
14.2.4). The sum of the costs fbi(¢) iterations is the sum dD(Boundas/(K')') for
i € [[0,N(g) — 1]}, that isO(Boundas;/(1—K')) = O(Boundast) (plusO(N(¢)) for the
rounding associated to the.]). The overall cost is therefo@(Boundas +10g(1/¢)),
yielding the expected resuj

Proof of Lemma 3. Let x;, be the projection ok* on the line on which(t, x2,x3
lie. The result will now be proved fofx:)c € [(X1)c, (X2)c]. The proof for the case
(x3)c € [(x2)e, (%2)c] is symmetric (see Figure 14.3).
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"bad" "good" arm
arm-Q= -0 - O
Discardeq
part of the
domain

Figure 14.3: The large rectangle is the domgin,x]. The three circles are arms
X5 X2 X3 the left arm is the “bad” arm, whereas the arm in the centérés‘good”
arm, i.e. the one which proved to be closer to the optimum than the lefi, avith
confidence 1- 66 /(1n?).

First of all, we have

A= max f(x))—f(x)) > f(x3) - f(x2).
ijel2,3]2

By Pythagora’s theorenvj e [[1,3]], X" —x*|[2 = ||x} — x5]|2+ || — x*||2. Thus,
— — p
80> (I3 =+ %)

— — p
- (Vibg=xIe+ I -x2)

_ Note that[x3 — x| | = ||x2 — ;|| + 3"/2 . Defined = ||x; —x*||? anda = ||x 3 —
xt||. Then, observing thal"® > a > §7®/2, we have

Bo> (Ve td)' - (\/(a—dqmaX/Z)erd)p
oo ((veas) (- 5 3)
2(5nzax)p<(w/1+d/a2)9—( j+§2)p>. (14.20)

By settingu = d/a2, itis clear that\, is greater than the minimum af— (v/I+u)P —
(1/1/44u)P on the interval0, D] (sincey/d = ||xt —x*|| < v/D&"®/2). This function
is non-decreasing fop > 2, and therefore its minimum is its value in 0, which is, for
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1. :a: . . . . 5nmax p
all p > 2, at least;; injecting in Equation 14.20 yield&, > 2 <T> , as stated by
Eq. 14.17

Theorem 4 can be modified to use the small noise assumptorthe case = 0.
We then get a Bernstein's type rate, as follows:

Theorem 5 (Upper bounds for the STS model with small nois&g)nsider the STS
model, and a fixed dimension D. Assume additionally trat;i.e. the scaled sphere
model. The number of evaluations requested by R-EDA (Algori8) to reach preci-
sion ¢ with probability at leastl — J is (3('092#).

Proof of Theorem 5. The variance of a Bernoulli random variable is always up-
per bounded by its expectation. The case 0 implies that the expectation is upper
bounded by the square of the distance to the optimum. Thexem. 14.13 holds.
Thanks to Eq. 14.13, we can then use Eq. 14.14 instead of Ef2 Ithe proof of
Theorem 4. This yields the expected resgit.

Note that this analysis is not limited to fitnesses that asetx described by (x) =
C+ ||x—x*||P, but apply to any monotonic transformation of the spheretion that
has a Taylor expansion of degrparound its optimum.

14.2.5 Experiments

In this section, we illustrate results of our experimentdnain algorithm without surro-
gate models, UH-CMA, introduced in [125], and an algorithithveurrogate models,
QLR (based on Quadratic Logistic Regression).

Experimental results for UH-CMA—optimization without surro gate models

UH-CMA has been developed with intensive testing on the BB&Bllenge [14],
which includes mild models of noise. See [123] for the sowwode used in these
experiments. The optimization domairR8. Let %(q) denote a Bernoulli distribution
of parameten, .4 (u, 0?) denote a Gaussian distribution centereduonith variance
02, and% (1) denote a uniform distribution on intervial UH-CMA was tested on four
different noisy fitnesses: 1x||?(1+.47(0,0.1)); 2) ||x||2 + % ([0,1)); 3) Z(||IX||?); 4)
B(||x(|2+0.5).

The initial values required by UH-CMA to start the search aveampled from
% (]0,1]%). The convergence (and divergence) of UH-CMA—illustratedFigure
14.4—is known to be log-linear.

For ||x|[2(1+.47(0,0.1)), the algorithm converges efficiently: the precision de-
creases exponentially as the number of iterations incseaser ||x||* + % ([0,1]),
the precision stops improving after a few hundred iterationFor %(||x/|?) and
%(||x||?>+0.5) we observed divergence.

Let us point out that by adding some specific rules for avegagiultiple fithess
evaluations depending on the step-size, specifically fon &éitness function, it is pos-
sible to obtain much better rates [124]. However, the ratesain worse than those
reached by QLR, as shown in the following section.
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Experiments with QLR—optimization with surrogate models
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Figure 14.4: Optimization with UH-CMA (as downloadedtatp://www.lIri.

fr/ ~hansen/cmaesintro.html at the time of [76]), log 10 is the logarithmic
function to the base 10. There's a good behavior|giis x (14 .#) (with .4 the
standard Gaussian noise).

QLR is based on a Bayesian quadratic logistic regressiaantiples regions of the
search space with maximum variance of the posterior prétyabe. regions with high
variance conditionally to past observations. This is a kfferénce w.r.t. algorithms
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Figure 14.5: Convergence rate of QLR in various cases. OX+hes: the number of
evaluations; on the Y-axisEf (x,) — Ef(x*). Both are in log-scale to emphasize the
exponent. The noisy fitnesses tested are of the B(iix||° + c) (top: p= 1, bottom:

p =2, left: ¢ =0, right: c = 1/2). There’s convergence in all cases (with expor%nt
(top) and 1 (bottom)); see more in the text.

without surrogate models, which tend to sample points dogbe optimum. QLR is
fully described by [99, 59, 142] (design of experiments faadratic logistic model),
[206] (active learning for logistic regression). See [76} the code we used here,
specifically tailored to binary noisy fitnesses.

QLR was tested on fithesses of the foBfl|x||° 4 c), for p in {1,2} andc in
{0,1/2}. The search space®’. Figure 14.5 shows the experimental results:

Top left (p=1, c=0): QLR converges ot B(||x—x*||), but with a suboptimal ex-
ponent3 (the slope of the curve is 3 in log-scale), i.eEf (X)) — Ef (x*) ~ ©(1//n).
R-EDA reaches a better/a in this case;

Top right (p=1, c=1/2): QLR converges with optimal exponeyit/h also reached
by R-EDA;

Bottom left (p=2, c=0): QLR reacheEf(x,) —Ef(x*) ~ ©(1/n) as well as R-
EDA,

Bottom right (p=2, c=1/2): QLR still reacheBf (xn) — Ef (X*) ~ ©(1/n) whereas
R-EDA only reaches A,/n.
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14.2.6 Conclusion on the complexity of stochastic fitnessrations
The convergence rates for R-EDA (see [198]) and QLR are &sfsi

f [|1Xn — X*|| Known [|[Xn — Xx¥|| for

for R-EDA | lower-bound| QLR (p=2)
AMx—xT | 0(/mn) Q1/m) ~1//n
Alx=x*||+c | O(1//n) Q(1/n) ~1/yn

9(lx=x1l) | _ o(1) - -

Alx=x|P+c | O(1/nY/2P) Q(1/n) ~1/yn
Alx=x<[[P | &(/ml/P) | Q(1/n) ~1/y/h
Mlx—x2 | 6@/ | Q(/n) ~1/y/h

Convergence rates are given for minimization; the fitheg®att x is the Bernoulli
random variableZ(f(x)) with parameter mifil, max(0, f(x))), X, is the approxima-
tion of the optimum aften fitness evaluations* is the optimumg > 0, andg is some
increasing mapping.

For the rightmost column, it is important to point out that teeted QLRwithout
knowledge of the parametqy, so that the comparison with other algorithms is fair.
In particular, there is a single algorithm, R-EDA, which yably realizes the upper
bounds above; a better algorithm should be better for aiscasnultaneously without
problem-specific parametrization.

The original results of this chapter are presented by traserbws and the right-
most column; in particular we have shown:

e The upper and lower bounds for an expongnt 1;

e Forp=1 andc =0, QLR is not optimal; R-EDA reaches (provabi1/n)
whereas QLR has convergencgy/in. By construction, it is probably difficult
for QLR to do better than A4,/n;

e Forp=1andc> 0, QLR and R-EDA perform equivalently (3/n); the lower
bound does not match the upper bound. For R-EDA we have a matloal
proof and for QLR empirical evidence.

e Forp=2andc =0, QLR and R-EDA perform equivalently (1/n); the lower
bound does not match the upper bound. For R-EDA we have a matloal
proof and for QLR empirical evidence.

e For p=2 andc > 0, QLR (empirically) performs better than the proved upper
bound and worse than the proved lower bound.

There is therefore still room for improvements.

Results for QLR and for UH-CMA are empirical, based on curxemsions of the
algorithms. The available implementations of UH-CMA copsteg well with small
noise situations, but as soon as the variance does not goatsuféiciently fast they do
not succeed.

R-EDA is efficient in many cases, yet its theoretical coneerge rates are sub-
optimal in the casé(c+ ||x — x*||?), more relevant from a practical point of view.
However, R-EDA is not limited to Bernoulli-like fitness fuians, whereas QLR is.
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This is why QLR is more efficient in the ca&c+ ||x —x*||2) for ¢ > 0. UH-CMA
does not converge in such cases, what demonstrates thathatgotailored for small
noise models do not easily extend to models with large ndissvever, UH-CMA is
the only algorithm with log-linear precision as a functidrttee number of iterations in
the easy casgx — x*|[2(1+.4").

Given the convergence rate table above, one can see thatoweds forp > 1 or
¢ > 0 are not tight. A relevant further work would be either to fimat how to reach
these bounds, or to prove lower bounds achieving tightnessehvwelems more likely,
given that the current lower bounds are quite optimistic.

14.3 Summary on the complexity of optimization

Due to the lack of widely accepted model of multimodal optation (see however
[45] in the noisy case and [208] in the deterministic cas&) mainly have complexity
results about the optimization of monomodal functions. Ha bon-noisy case, it is
shown that algorithms based on fithess comparisons havestaa ltieear convergence
rate, with a rate scaling linearly as a function of the popaotasize (i.e. linearly as
a function of the number of processors if the population elweated in parallel, one
individual per processor), and logarithmically beyond. isyooptimization leads to
slower rates, and can benefit from much more processes.

The next chapter will be devoted to practical results arquardllelization. BFGS-
like algorithms can reach superlinear convergence (attiice pf the computation of
gradients), and Newton-methods can converge quadrgtiealihe price of the compu-
tation of a Hessian); these results are however only in tke oan infinite precision
on real numbers which in practice does not hold.
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Table 14.1: Optimization of deterministic fithess funcBompper bound on the con-
vergence ratio; also some lower bounds on the convergetioefea A = 2d for the
sphere function, in the last row - these lower bounds fronD[23how that a linear
speed-up can be achieved w.tit.constant forA = 2d (by comparison with the first
row). The first row is the general case [231]; it might be bretttan other rows (foh
small). The second row is when the level sets of fithess fansthave VC-dimension

V in RY[230]. The third row is just the application of the second towhe case of con-
vex quadratic functions{ = ©(d?)). The fourth row is the special case of the sphere
function [230]. The tightness of the 10Y) dependency will be shown in section 15.2.



Chapter 15

And parallel optimization in
practice ? A case in which
runtime analysis works*

Itis usually considered that evolutionary algorithms agialy parallel. In fact, the the-
oretical speed-ups for parallel optimization shown in [P@@ far better than empirical
results; this suggests that evolutionary algorithms,doyé numbers of processors, are
not so efficient, at least for the usual implementations (@a@metrization) of many
evolution strategies. In this chapter, we show (i) that imyneases automatic paral-
lelization provably provides better results than the séaddgarallelization consisting
in simply increasing the population side(ii) that automatic parallelization of evolu-
tionary algorithms has optimal asymptotic speed-up (ijraple modification which
improves the speed-up of several evolution strategies atioh&ion of distribution
algorithms.

15.1 Introduction to parallel optimization

Chapter 14 has summarized the state of the art for complexitgr bounds in evo-
lutionary algorithms (EA) and parallel EA, derived in prews chapters. Section 15.2
shows how an optimal speed-up for parallel EA can be readhéslis an automatic
construction of a parallel algorithm with asymptoticallptional speed-up. Importantly,
we have shown in section 14.1.4 that this speed-up is notalydached by existing
algorithms. Section 15.3 shows experimentally the effijeof the automatic par-
allelization proposed in section 15.2, and also of someratiedified (much more
convenient) parallelizations of EA. Section 15.4 conchude

1This chapter is based on collaborations with F. Teytaud.
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15.2 Automatic parallelization

A solution (in some cases) for automatic parallelizatioranfalgorithm consists in
developing the tree of possible futures, to compute seglgrall branches, and then to
discard bad (non chosen) branches. This is speculativiigdaation. We here show
that this simple approach can be applied to EA.

As already pointed out in [231], most EA (in particular, dij@rithms based on
comparisons of fithess values) can be rewritten as follows:

(xﬁj’ff, e 7x8]1+’%2/\) =04(6,l,) (generation) (15.1)
Vie M +1,(n+DA]Ly = FO19%2)  (fitness) (15.2)
O =g(Ym41:--»Ynena)  (selection) (15.3)

Int1 = O2(ln, 8,090°2),  (update) (15.4)

for some fixedD1, Oz, lg, some random variabg, andg with values in a set of cardinal
K, where:

e |gis the initial state and}, is the internal state at iteration
e O is the random seed;

e %12 js the information extracted from the fitness function, egfly in our case
the indices of the selected points (and possibly their rajmki the FR case);

xfl’oz is thek!" visited point andy is its fitness valuey should, theoretically,

be indexed witlD1, O, as well);

e (01,0;) is the optimization algorithm, with:

— O is the function generating the new population (as a funatioihe ran-
dom seed and of the internal state);

— Oy is the function updating the internal state as a functiorhefrandom
seed and of the extracted informatign

(note thag©? andxS+°2 both depend ol and f; we drop the indices for the sake of

clarity.) We will term such an optimization algorithmAaoptimization algorithm; this
means thah fithess values are computed at each iteration. The optiimizatgorithm
is defined byO;, 0o, 1, 8; in cases of interest (below) we will use the sathand the
samelg for all algorithms and therefore only keep the dependeno®@sirand O, in
notations.

In EA, g, is a discrete information (typically the ranking of the widuals or
the indices of selected individuals), which is the only imnfation that the algorithm
extracts from the fitness function. In the FR case and A, for exampleg, is
(SIGN(Yma +i — YA +j) i, j)e[na)2) WheresIGN(t) = 1 fort > 0 andsIGN(t) = —1 oth-
erwise. In the SB case fdu, A )-ES, the formulation is a bit more tedious:

On = {l ={i1,...,iu} C [[1,A]]¥;Card | = p and
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kel AK € [[LA\T = Yok < Y4k }-

An important property is that the set of possible valuesgfphas cardinaK with
usuallyK efficiently bounded. Important examples are:

e (u,A)-ES (evolution strategies) with equal weights; thert A1 /(! (A — )!);
e (u,A)-ES with weights depending on the rank; therc A1 /(A — )!;

e (1+A)-ES;therK <A +1;

e (1,A)-ES;therK <A.

The notion of branching factor, and bounds above on the biagdactor, have been
used in [231, 230] for proving results shown in Table 14.1; wikk use it here for
proving lower bounds on the parallelization of EA; the lowre branching factor, the
better the speed-up.

We will say that aA’-optimization algorithmO, O, simulates a\ -optimization
algorithmOg, O, with speed-u if and only if

76,9 > 0, € [[1,A]], X 2 = X* O . (15.5)

We now show how we can automatically bui, which is equivalent ta, but
with A’ > A evaluations at the same time and a known speed-up.

Theorem. (Automatic parallelization of EA - simulation of EA by palall EA.)
Consider aA -optimization algorithnm(O4,0,) as in Eqs 15.1-15.4 with branching fac-
tor K, and conside’ such that for some > 1:

KP -1
A =X 15.
K1 (15.6)
Then, there is @’-optimization algorithm which simulat€®;,0,) with speed-up D.
Mik_
Remark: The speed-up is therefolz= W

Proof: We are going to describe & -optimization algorithmO/;, O, built from
01,0,, and we will show Eq. 15.5 for ah > 0,0, f. We do it by induction om; we
assume that it is true for— 1 (unlessn = 0), and show it fon > 0.

Consider the set of possik:(_tj%‘o2 fori e [[0,D—1]],i.e.

i
01,0, 01,0, 01,0 0;,0
{9h5 90511 Gnb 15 OBy 51
over all fitness function$ and for a fixed value 0. It has cardinal bounded above by
KD.
Therefore, the set of points possibly visited during steps...,nD+D —1 is
bounded above by times the number of possibﬁl’02 fori € [[nD,nD+D —1]]; it
is therefore bounded above Ay1-+K?! + ...+ KP~1) = A(KP —1)/(K - 1).
So, if
AL+K 4 KPP H = AKP—1)/(K-1) =)/, (15.7)

the algorithmOy, O/, which:
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e computes all the possibg+%2,_y), . fori € [[1,D]];
e evaluates the fitness functions at all corresponding poiintise domain (this is
D;
e and simulates the behavior 6f, O, with these fitness values (this@,)
has the following properties:
e itis aA’-optimization algorithm;
e it simulatesO;, O, with speed-u.

The proof is completg
Importantly, section 14.1.4 has shown that this speed-uiseached by usual
real world algorithms; we will propose simple modificatiomish a big impact on this.

15.3 Experimental speed-up

In this section, we experimentally evaluate speed-ups.

The theory above proves that the automatic parallelizagaches log\ ), which
is asymptotically optimal within a constant factor, butrthare algorithms for which
the automatic parallelization works only farvery large, in particular when the full
ranking of selected individuals is used (because in thig ths branching factoK
is much bigger). Therefore, we will provide other tricks @mwsuring the lofA) cor-
rection. In this section we propose hand-crafted (fo corrections, i.e. tricks for
having speed-up Iqd ). A simple solution is as follows in continuous domains.

If the speed-up is bounded, thendecreases at a constant rate on a multiplicative
scalej.e. o is divided by, at most, a fixed constant, independently off we want to
reach the “logA )" speed-up, then we must substract(dgto log(o); i.e. divide o by
an exponent oA. We will here applyo < o/ max(1, (ZA)Y/N) for some value of .

We consider EMNA, CMA-ES and SA-ES. CMA-ES is particularhtéresting,
because itis a FRg, A )-ES, and therefore has a big branching faétes A! /(A — u)!,
and therefore the automatic parallelization becomes effi@nly for huge numbers of
processors. More precisely, the numerical applicatiortferautomatic parallelization
is as follows:

e In the caseN = 2, A = 6 (default suggested value in CMA3.24 fdr= 2), the
speed-up iD = 2 only with A’ > 4326 (whereas with equal weights, as for
EMNA, we getA’ = 126);

e In the caseN = 10, leading toA = 10, we get a speed-up 2 witf = 302410
(whereas equal weights as in EMNA lead to a more reasonaBi@) 25

We see that for CMA the automatic parallelization providd#vated speed-up
unless the number of processors is huge (in spite of its aftimmptimality with a
speed-u@(A)), and even for EMNA we might hope better results. We will preg
below specific parallelizations, better than both (i) thenstard parallelization with
A = A’ and (ii) the automatic parallelization.
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Parallelization of EMNA

We present results of the isotropic EMNA (the step-size ismstant, used in all di-
rections), on the sphere function. The presented numbeithamean progress of the
log of the distance to the optimum, multiplied by the dimens;j estimated with the
following experimental conditions:

e Column "baseline™: the standard EMNA algorithm from [15@]th = A /4;

e Column "+QR”": EMNA, plus the quasi-random (low discrepaneyutations
as defined in [228] (quasi-random mutations with scramblattdd sequence,
showing, by the way, that the effect of quasi-random on thwemence rate is
very strong when is large;

e Column "+logA)™: the same as "+QR”, except that we add the(lbycorrec-
tion, i.e. we modifyo according to formular + o/ max(1, (0.151)1/N);

e Column "+weighting”: the same as "+l¢g ), except that we apply the reweight-
ing as in [223].

In all cases the initial step-sizeds= 1 and the initial point is randomly drawn on the
unit sphere with radius/N with N the dimension. The 3 following columns provide
the p-value of the comparison between a column and the preiolumn; the signif-
icance is very high. Then, the last column presents the na@daconvergence rate
of the algorithm withQRand reweighting, but without the 104)-correction; with this
column, we can check that the improvement is due to theAlpgnodification and not
to the combination QR+reweighting.

This is detailed in Algorithm 19. The results are then présgim Table 15.1.

2|t is known that the log-distance to the optimum decreasestig with the dimension; therefore we
multiply the results by the dimension in order to have homogeseesults for various dimensions. Fol-
lowing the theoretical analysis in [230], we expect an impraent as the dimension increases, which is
confirmed experimentally here.
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Initialize o0 € R,y € RN,
while Halting criterion not fulfilleddo

forl =1..A do
z = oN(0,1d)
Yi=y+2
fi =fy)
end for

if "Reweighting” versiorthen
Letw(i) = 1/densityx) // with densitythe density of the|
// distribution used for generating the offspring.
else
Letw(i)=1
end if
Sort the indices by increasing fitnedg;) < fo) <--- < f().

U
vg__ _ 1 L7
z Zil W) i;W(')ZU)

u
w(i) ||z — 29|12
i; (D112 I
sHow(i)xN
if log(A) versionthen
o =o/max1,(0.151)¥N).
end if
y=y+29
end while

g =

Algorithm 19: The EMNA algorithm with weighted averagesy, is a Gaussian
random variable, or a Gaussian quasi-random variable 28] for “QR” versions.
Interestingly, the logA) correction is not efficient if we do not apply the reweighting
trick from [223]. This is somehow natural, as the (29 correction strongly increases

the risk of premature convergence, which is reduced by tlveighting.

Parallelization of CMA-ES

We here compare the performance of the standard CMA algoritith A equals to the
number of processors, and the same CMA but with théAggorrection encoded as
follows:

o =a/max1,(ZA)YN). (15.8)

We considerf as the best fitness found by the algorithm after a fixed number o
evaluations. We report the mean @%Sand the mean of ldd) in table 15.2.
The number of function evaluations is 09 Following [32], we experiment two
sizes of population) = 8N andA = 8N2. If the dimension is small (2) we almost
have a speed-up of 2 whatever the size of the population. t#Hawi the dimension
becomes larger (10 or 30) we have a good speed-up only ifzee$the population is
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large @ = 8N?). All the parameters are those recommended in CMA 3.24. fiitiali
step-size sigma is 1, and the initial point is randomly chasecording to a standard
Gaussian distribution. We show a clear, yet moderate, iagonent.

Parallelization of CMSA

The CMSA algorithm is presented in Alg. 10; a very simple affidient modification
is just settingu = min([A /4], dimension instead ofu = [A /4]. Results have already
been presented in section 14.1.5 and show a very clear anthcorg improvement -
with just a one-line modification of the code.

15.4 Conclusion on the practical parallelization of op-
timization

First, we have shown in section 15.2 that theoretical boim{&30] (recalled in chapter
14.1) are tight for their dependenciesiin

Second, we have shown in section 14.1.4 that many curremitigns do not match
this tight dependency.

The tightness is shown by an explicit construction of a pelralersion of EA,
which can readily be applied also for direct search methaétlkds well; thanks to this
explicit construction, we provide an automatic parallgfian with efficient results,
outperforming standard parallelization in several cases ection 15.2); the speed-up
of the automatic parallelization, vs just increasigcan reach incredible high values
thanks to (i) the poor behavior of classical algorithms Aotarge and (ii) the good
behavior of the automatic parallelization for these alponis with limited branching
factor.

However, the automatic parallelization is far from optinffar the constant) and
it is by far too complicated; therefore, we propose in sectib5.3 other “logA )”
corrections, with good empirical results. The improvenfentEMNA can reach 280
% in dimension 2{ = 6000), 248% in dimension 3 (= 9000), 100% in dimension
20 (A = 60000); for CMA in dimension 2, 10 and 30, the speed-up is rmatdewith
A =8N and around 100% fok = 8N2. However, whereas the automatic parallelization
is a kind of “free lunch” parallelization (it's faster thahe sequential algorithm with
exactly the same result, as shown by the simulation thegremn¥eel that with this
rule we might have more premature convergence with CMA With 8NZ.

A first further work is the design of rules for EA which would binpler than the
automatic parallelization, and as efficient, without ri§lpcemature convergence.

A second further work consists in finding a modification of theomatic paral-
lelization for taking into account the fact that some braggcare more likely than oth-
ers; this is quite straightforward thanks to results in [238owever, the automatic
parallelization proposes very complicated algorithms], #rerefore it makes no sense
to develop this idea before having found a simplification.



172 CHAPTER 15. PARALLEL OPTIMIZATION IN PRACTICE

15.5 And parallel optimization for noisy fithess func-
tions ?

The case of noisy fitness functions is quite different. Thignaigation algorithms pro-
posed in section 14.2 and which reach ¢he 1/,/n convergence rate (s the distance
to the optimumpn is the number of fithess evaluations) have a number of fitneds-e
ations per iteration running to infinity. This means that elvar may be your number
of processors, the simple parallelization consisting &l@sting the population in par-
allel has a linear speed-up if the target precision is seffity small (we here neglect
communication costs, a very reasonable assumption herer assufficiently small
the computational power spent on each computation unitgaaiv to infinity and the
communication will remain constant. This leads to the nerpssing conclusion that
noisy optimization (which is much slower than determimisiptimization) is extremely
parallel.

15.6 Summarizing parallel optimization in practice

Following our tradition of writing succinct summaries, wanclude as follows:

e Optimization can be parallelized:

— at the level of one fithess evaluation (i.e.
the fitness or its gradient is parallelized),

— at the level of evaluations (for population-
based algorithms: one individual per pro-
cessor),

— by speculative parallelization (for algo-
rithms with branches).

e Evolutionary algorithms are naturally parallel
by distributing the fithess evaluations (second
case above), but monomodal algorithms are
usually not tuned for the case of large pop-
ulations, which is the natural framework for
many processors; we proposed above simple
rules for strongly improving this case (includ-
ing reweighting, forcing the decreaseaflim-
iting the selection ratio).

e Noisy optimization and multimodal optimiza-
tion are easily highly parallel by parallelization
of the fitness evaluations.
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Dimension, | Baseline | +QR +log(A) | +weight P-value for QR+weight
lambda +QR | +log(A) | +weight | butnologA)
2,20 -1.61 -1.91 -0.66 -2.43 0.00 1 0 -2.02
2,60 -2.04 -2.13 -0.27 -3.95 0.00 1 0 -2.17
2,200 -2.17 -2.27 -0.17 -5.31 6e-16 1 0 -2.16
2,600 -2.22 -2.27 -0.14 -6.44 4e-15 1 0 -2.27
2,2000 -2.22 -2.38 -0.13 -7.68 0 1 0 -2.32
2,6000 -2.33 -2.51 -0.13 -8.85 0 1 0 -2.38
3,30 -2.09 -2.49 -0.69 -1.67 0.00 1 0
3,90 -2.43 -2.52 -0.28 -4.58 2e-05 1 0
3,300 -2.53 -2.59 -0.21 -6.02 0.00 1 0
3,900 -2.57 -2.71 -0.17 -7.20 5e-09 1 0
3,3000 -2.65 -2.87 -0.16 -8.52 0 1 0
3,9000 -2.77 -2.94 -0.15 -9.63 3e-16 1 0
5,50 -2.72 -2.96 -0.54 -3.28 le-12 1 0 -2.72
5,150 -3.02 -3.09 -0.42 -5.60 0.00 1 0 -2.85
5,500 -3.08 -3.26 -0.31 -6.97 2e-14 1 0 -3.00
5,1500 -3.22 -3.41 -0.26 -8.19 le-12 1 0 -3.17
5,5000 -3.35 -3.63 -0.22 -9.56 0 1 0 -3.32
5,15000 -3.53 -3.74 -0.20 -10.84 | le-15 1 0 -3.53
20,200 -5.56 -5.89 -2.52 -2.24 1le-09 1 0.74 -3.30
20,600 -6.05 -6.55 -1.86 -7.57 0 1 0 -4.83
20,2000 -6.81 -7.17 -1.44 -11.27 | 1e-13 1 0 -6.29
20,6000 -7.25 -7.73 -1.17 -12.98 0 1 0 -6.75
20,20000 -7.71 -8.03 -0.99 -14.62 0 1 0 -7.36
20,60000 -7.93 -8.09 -0.87 -16.17 | 1e-08 1 0 -7.96
40,400 -8.36 -8.83 -5.35 -1.31 3e-09 1 1
40,1200 -9.27 -9.54 -4.33 -2.94 8e-05 1 0.97
40,4000 -10.00 -10.15 -3.47 -8.25 3e-05 1 0
40,12000 -10.38 -10.48 -2.88 -16.30 0.01 1 0

Table 15.1: Table of convergence rates for EMNA. We see thapR works very
well (ii) reweighting does not always improve the resultsh@s been published as a
tool against premature convergence and not as a tool farfimgt EMNA) (iii) the
log(A) correction greatly improves the results, but only if revirtigg is applied; this
is somewhat natural, as, without reweighting, the(fogcorrection increases the risk
of premature convergence.
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A CMA | CMA with log(A)-correction

Dimension 2

8x N -0.100+0.001 -0.177A-0.001

8x NZ | -0.07410.0009 -0.1344+-0.001
Dimension 10

8x N | -0.0338:6e-05 -0.0389:0.0001

8x N? | -0.00971:6e-05 -0.0174+0.0001
Dimension 30

8xN | -0.010A-1e-05 -0.0118+2e-05

8x N? | -0.00188:1e-05 -0.00370:1.e-05

Table 15.2: Comparison between CMA and CMA with (8g-correction in various
dimensions. The maximum number of function evaluation®& @ dimension 2), 10
000 (in dimension 10) and 90 000 (in dimension 30), and theteor? involved in the

A correction (Eq. 15.8) @2 in dimension 2, 1 in dimension 10,3%/3% in dimension

30. In all cases thd -correction provides an improvement. Whereas in the case of
EMNA we could use the same constant in all cases and the segett very stable as

a function of the constant, with CMA we had to modify the cam$t as a function of

the dimension in order to get good results. Also, we have imederately good results,
whereas the improvement was better for EMNA and very immbifiar CMSA.
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Chapter 16

Introduction to Machine
Learning tools *

Machine Learning is the field of computer science devoted to the analysis afrpras
or robots which learn from examples.

In 1955, Alex Lewyt predicted that “Nuclear powered vacudeaners will proba-
bly be a reality within 10 years.” Early predictions in adiél intelligence were nearly
that wrong.Artificial intelligence is the design of programs or machines which have
some forms of intelligence. ThEuring test is a test consisting in discussing with a
human: if it is not possible, for a human, to guess whethes liéscussing with a com-
puter or with a human, then the machine has passed the TashgHor the moment,
if machines had some success when compared to humans forhsginhespecialized
forms of intelligence (for example, playing chess, or ptay®x9 Go, or piloting), they
are far from success in the Turing test, or even just for a fémutes standing up in
front of journalists (Fig. 16.1). For example, autopilots better than humans in most
situations (in particular, they use less fuel than humangifoting a plane), they are
nonetheless less flexible than humans for difficult and néwatons (as in the exam-
ple of planes in icy environments, in which autopilots arbjsct to fatal errors, as
illustrated by various crashes in aviation history). Algtssiles in modern military
aircrafts are extremely autonomous and able of making esin a set of possible
targets, but they don't replace humans in the plane (Fidl)16.

Supervised learningis the automatic building of an applicatidﬁ close to an
unknown functionf, thanks to examplesa, i), . ., (Xn, Yn) Where it is assumed that

e eitherVi € [[1,n]], f (X)) = Vi (supervised noise-free learning);

e orVi e [[Ln]], f(x) = Eyi|x (supervised noisy learning with no bias);

1This part, benefiting from collaborations with S. Gelly, Jafy, P. Rolet and M. Sebag, is devoted
to supervised machine learning. Supervised machine leamsingeful in many applications, and it is in
particular used as a module for many other chapters of thisrdeoti surrogate models, approximation of
Bellman values, imitation learning. We will first present teenmtinology of machine learning (chapter 16)
and some main tools. The further chapters will be devoted tallphactive learning (chapter 17).

177
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Figure 16.1: Top: A french Mirage 2000-5. Autopilots in niigs are highly au-
tonomous; even the choice of priority among targets is aatmally performed by the
plane in many modern planes. Bottom: the “HRP-4C” robot,clvhihade mistakes in
her facial expressions during her first show in front of jalists in March 2009.

e or other formalizations such thet € [[1,n]], f (%) ~ Vi.

f is sometimes referred to as theacle or target function (wheny-values are ifR) or
target concept(wheny-values are in some discrete set). When a supervised learning
algorithm proposes a functioﬁ(termed a classifier, or predictor) from a given family
H, then thisH is termedthe family of modelsor the model of the learning algorithm.
When a supervised learning algorithm proposes a fundtiamich has the form of a
finite tree with simple functions at each node, as in Fig. 1$8n this algorithm is
termed adecision tree

Some algorithms for supervised learning (which are citethovuit much details
here) are based on the idea of using a given algorithm melltipies on modified
versions of the original, complete dataset:

e Bagging consists in averaging multiple predictors learnt on ranigodnawn
subsets of the dataset[39]; these subsets are bootstriégatep of the origi-
nal dataset; see section 13.3.2 for more on this. Roughlgostrap replicate
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of a dataset oN items is a family ofN individuals randomly drawn, with re-
placement, in this dataset; this means that (at least in cagsis) some items are
present more than once (and others are missing).

e Subaggingconsists in averaging multiple predictors learnt on ranigiainawn
small subsets of the dataset[46]. It is similar to baggixgept that in subag-
ging bootstrap replicates are smaller than the completesdgtfor example, we
randomly drawM = N /20 items in a dataset &f items.

e Boosting consists in averaging multiple predictors learnt on weaghtamples
of the dataset[106]. Individuals which are poorly predickave their weights
increased.

e Random subspaceconsists in averaging multiple predictors learnt on projec
tions of the dataset on randomly chosen subspaces.[180]

These methods are quite convenient for parallelization.

Artificial intelligence for learning policies is a compliteal field (see Part II); more-
over, in many cases, it is far weaker than humans. Theretdaseappealing to use a
human as a policy, to log its observations and actions amdtthkearn a policy by su-
pervised learning. This replaces a control problem, or aiggproblem, by supervised
learning. This method is termeahitation learning [204].

Sigmoidal functions are non-constant and non-decreasing mappiogsirto R,
with a finite limit in —co and+oo; usual sigmoidal function$ verify f(x) = —f(—x),
have a derivativd’, and verify limy_,. f'(X) = 0. When a function can be written with
only +, x, tanh (or other sigmoidal functions) and real parametéem it is termed
aneural network (see Fig. 16.4). The first layer of a neural network is alsmést
the input layer: there’s one neuron in the input layer perettigion. The second layer
is made of neurons such that there is an edge from the inpet taythese neurons.
The third layer is defined similarly, and so on. The outpuefag made of all neurons
whose output is the output of the neural network: there ntighbutput neurons in the
first layer even if there are 20 layers. The notion of layeessluseful when there are
cycles in the graph of the neural network.

In some cases, Gaussian functions are allowed in a neusabrietthen, we can
use exp—||. —.||>/K) in the mathematical writing of the function; in many casés, t
Gaussian functions are only allowed in the first layer of biddodes. More generally,
neurons withg(—||. — .||?) for some functiorg decreasing to O (i.e. lig,.g(x) =0
andx >y = g(x) < g(y)) are sometimes allowed and these nets are then termed|“radia
basis function”(RBF) networks. There are neurons not sdéréen being radial basis
neurons in animals and humans.

The parameters are termed theights of the neural net. If the underlying graph
is acyclic then the neural network is termfsdforward. When all the weights are
chosen randomly by the algorithm, independently ofxfeandy;’s, except those in
the output layer, and if the neural net is sparse, then thaittign is termedeservoir
computing.

When thex;’s in supervised learning are chosen randomly and indepeiydia
their domain, then the learning is termpdssive When the learning algorithm is al-
lowed to chooseg; as a function oky,...,Xi_1,¥1,...,Yi—1, then the learning is termed
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active. It has been shown a long time ago that active learning wasrexdy efficient
when learning is performed in a small family of models; inestbases, active learning
is not so strong and might not be worth the candle[227].

16.1 Supervised learning and loss functions

Supervised learning is the following task:

e Inputs: (X1,Y1),- ., (Xn,Y¥n) (usually assumed to be sampled according to some
probability distribution(x,y)). Each(x,Y;) is termed arexample vy; is often
termed dabel.

e Outputs: f

e Goal:
Ln =EJ|f(x) —y||? as small as possibly (16.1)

L, is termed thegeneralization error. We here considelf.||?, but many other norms
or dissimilarity measures can be considered; this is terthetbss function In an
unsupervised setting there’s noy;’s, only thex;’s are available, and we look for a
function f so that thef (x;) keep some structure of the's. Some examples are as
follows:

o we minimizey; ;(||f(x) — f(x;)|| = ||% —xj||)? (we aim at preserving the dis-
tances), forf constrained to be in a set of functions which reduce the déoen

e we minimize;(f(x) —x)? with f constrained to have values in a finite set (e.g.
in K-means algorithmsf has values in a set of carding).

Let's come back to supervised learning. Many results canrbeeg for various
families of functions, but for clarity we will consider ontie quadratic loss function
(Eq. 16.1). The problem is ill posed in the sense that witremgumption on the
distribution, we cannot reach the minimum of Eq. 16.1. Nbaktss, many things are
possible. In this short overview, we will not give a lot of diét and refer to [87, 238]
for more. A classical and simple algorithm for thikisearest neighbours:

1K
f(x) = K _ZY(x,i)
i=

where(x,i) is the index of the'h closest ta« point among the; (break ties randomly).
Itis possible (see [87] and references therein) to ensaite th

e L, — 0almost surely, independently of the distributior(xfy) provided thay is
a deterministic function af (with k nearest neighbours withfixed or going to
oo sufficiently slowly as a function af, but also for structural risk minimization
and some other approaches);

e Ly — inffE||f(x) —y||? almost surely (for example fd«(n)-nearest neighbours,
with k(n) — oo sufficiently slowly.
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Empirical risk minimization in a familyF of functions consists in selectinge F
minimizing theempirical risk, i.e.

- 10 )
f—argrrgmﬁi;IIf(m)—y.ll : (16.2)

If f* minimizingE|| f (x) —y]|? lies in a given seF with finite VC-dimension, then itis
known thatempirical risk minimization has the same good properties as above, plus
convergence rates which do not depend on the distributiomadny cases, it is more
efficient to minimize a regularized term:

N 10 )
f—argrqlnﬁgillf(m)fy.ll +C(f,n) (16.3)

whereC( f,n) is some complexity measure, typically the sum of the squpaegimeters
whenf is parametric{f € F,30, f = fg; O is the parameter dof), multiplied by some

parameter depending amn
|6

Clfo.n) =k(n) 3 €

Minimizing the regularized empirical risk is often termesfjularized empirical risk
minimization or sometimestructural risk minimization . k(n) is usually chosen by
hold out or cross-validationinstead of a fixed value depending n

e in hold-out, a random subset of the available examples @erthetest set) is
not used in the regularized empirical risk minimization. eOegularized risk
minimization is performed for each value kfn) in a finite set. The general-
ization error is then evaluated on the examples which havbeen used in the
empirical minimization (the bedt(n) is kept for minimizing Eq. 16.3 on the
whole set);

e in cross-validation, the hold-out is performed for sevesatitions of the data set
into a test set and a learning set, and the results are adef@gs those random
partitions);

(there are other forms of cross-validation, elgfold cross validation, or bootstrap,
which are not discussed here).

Usual families of functions for empirical risk minimizatiare neural networks or
decision trees (see above). However, choosing the stauofus neural network (the
underlying graph) and the parameters of the neurons is neaaytask. For a single
neuron, we know which output should be associated with whiphit: therefore, a
simple linear regression can be performed; or techniqlesHiebbian rules can be
applied (not discussed further here - Hebbian rules coimsisinforcing weights which
are often activated simultaneously). For the general caskawve a credit assignment
problem: how to know which connections are good (and theeeshould be reinforced
by increasing their weights), and which connections are(had therefore should have

2The other examples are termed tharning set
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their weights decreased, or even should be removed) ? Thie iso-calleccredit
assignment problem

We have presented supervised learning. We have discusggdoainrisk mini-
mization as a reasonable tool for choosing the parameteadwofction in supervised
learning. Now, we’'ll see how to actually perform risk miniration (or its variants) -
which is basically an optimization problem.

16.2 The credit assignment problem and back-
propagation

Consider a neural network as in Fig. 16.5. Then the questiondw to minimize the
regularized empirical risk ? We now present algorithms lids setting, but we'll see
that the same technique can be used for other things thamieahpisk minimization,
and in particular for direct policy search when the policg iseural network.

[202] proposed the backpropagation for computing the gradof a neural net-
work. More precisely, consider that you want to minimize gaeriterion. Typically,
the empirical risk

31700

Usually it is not difficult to know the gradient of the criteri with respect to the outputs
of your neural networks (however, this might be uneasy fartid applications, like
direct policy search - except by unfolding over a given numiifeiterations). For
empirical risk as above, this is

Ooutput = _2% IZ(f(xi) —Yi)-
This formula is obtained by deriving the empirical risk abdiEq. 16.2). This is
intuitively an “error signal”; in gradient descent we wodikle to “push” the neural
network in this direction. For this, we have to propagateetrer signals until all the
weights. How can we propagate the signal, backwards thraugguron ? The output
of the neuron i® = g(TF_; Wix +Wo). How to computedw; for somej, and alsadxm
so that we propagate the error signal to previous layers 8 i$hd simple calculus of
derivative:

0o , _
ox, = 9 (3 WX +Wo) X Wy
Jdo .

i, — 9 (2 WX+ Wo) X X

Or, in more concise notations:

g0 _ [ X W,
axm_g ms
Jo ' x



16.2. THE CREDIT ASSIGNMENT PROBLEM AND BACK-PROPAGATION83

Therefore, the error signals can be computed as follows:
Oxm = d x Wm x & (this propagates the error signals to other neurons)

andowm = g x xm x & (this propagates the error signals to weights)

We can therefore summarize the propagation of error signal$eedforward neu-
ral network as follows:

e the error signal for an output neuron is
1
%o =—2_ IZ(f(xi) —Yi)-

As this is usually applied for one example at a time only (tiveresignal is then
propagated for each example in turn), this leads to

% = —2(f(x) —¥i).
o the error signal for other neurons is

so= % g X Wo oy X Oy
o;0—0
(whereo' loops on neurons which hawein their inputs, andy, y is the weight
of the connection betweemando')

e when the error signal reaches a neuron, then the error signabe sent to the
weights:
dw=9 xxx&
whered is the derivative of the output is the output of the neurorx is the
value connected to the neuron with weigh{x can be an input or the output of
another weight, this does not matter).

These equations are the backpropagation and can be usettlydivefeedforward neu-
ral network. The weights can then be adapted by stochastitiagrt descent, i.e.

1
W W ﬁd,v”

(or other functions oh than% can be considered, e.g./¥n, 1/(ng+n)...) where
3" is the error signal for the!" example (omt" time step in a control application).
When a recurrent neural network is used, then the neural nietvem be unfolded in
order to account for several time steps; and backpropagetin be used as well. This
is termedback-propagation through time (BPTT). Nonetheless, it must be pointed
out that backpropagation for many layers is not comfortabiestable, slow, and in
particular when time is involved in the problem; time imgli@fter unfolding of the
neural controller, very big networks. Also, for a contropépation, this implies the
derivation of the plant to be controlled. Direct policy sgramith an optimization
algorithm with no gradient might be more convenient, and neally less efficient.
Using genetic algorithms can be interesting as well, as ghtallow to evolve the
structure of the controller, and not only the weights[11E8]1

As a summary around backpropagation:
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Backpropagation is the application of gradient
descent to minimize loss functions in neural
networks.

Backpropagation has the advantage of scaling
well with the number of examples, much more

than SVM (but not with the number of layers or

the dimension).

Backpropagation is slow and unstable when
there are many layers or when the network is
unfolded for a discrete time control problem.

Recent techniques (section 16.5) for credit as-
signment problems consist in learning each
layer, one at a time, by unsupervised learning,
and then to learn the output layer by super-
vised learning and then optimize the complete
network by backpropagation (see deep net-
works in section 16.5). Other specialized tech-
niques, with very impressive results in some vi-
sual recognition tasks, are convolutional neural
networks[151, 250].

e Other recent techniques consist in having one
big hidden layer only (possibly with cycles, in
control problems), and to learn only the output
weights (see reservoir computing and random
kitchen sinks in section 16.4).

e For control problems, direct policy search by
gradient-free techniques is often simpler and
more efficient than backpropagation.

Neural networks for direct policy search

Essentially the approach above provides a tool for comgutie gradient of a neural
network with respect to its output, its inputs, its weighihis can directly be used in a
stochastic gradient descent, in a quasi-Newton, in BFGSi(gkex), and so on. How-
ever, gradients are often difficult to evaluate, and in maases direct policy search
will be performed by gradient free algorithms.



16.3. AVOIDING LOCAL MINIMA: SUPPORT VECTOR MACHINES 185

When using direct policy search with a neural
network as a controller:

e Unrolling the neural network and the plant on
many levels and computing the derivative of all
this is possible, but tedious and unstable.

e Directly optimizing the coefficients by (i)
Monte-Carlo estimation of the loss, (ii) opti-
mization of this estimated loss without deriva-
tive or by finite-differences, is a simple and sta-
ble idea (see section 14.2 for more on the opti-
mization of stochastic fitness functions).

e Using reservoir computing strongly reduces the
dimensionality of neural net based direct policy
search.

16.3 Avoiding local minima: support vector machines

Generalized linear regression is a tool for supervisecdiegr it consists in learning
parametersvy, ..., W such that

f(X) = ‘iwi Ki (X) +h.

In the case of support vector machinkss equal to the numbaer of examples; if the
examples aréxi,y1),--., (%, Yn), Ki(X) = K(X;,X). The usual regularized loss function
is then

1 n

”i;

+CZVVinK(Xi,Xj)

g I7J

<inK(Xj7Xi)+b> —Yj
j

=1

empirical loss regularization

where|.|¢ is thee-insensitive loss functiofx|s = max(0, |x| — €).
In the case of binary classification i.g; € {—1,1}, the loss function above is
usually replaced by

iiimaX(yi (jiwj'K(Xj,Xi) +b> —1,0) +C%wiwj|<(xi,xj)_

empirical loss regularization
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Support vector machines:

e are the most classical tool for supervised learn-
ing;

e have no local minima;

e can use (highly ill-conditioned) quadratic pro-
gramming;

e are very (very) slow for big numbers of exam-
ples;

e are more compliant with high-dimension than
back-propagation neural networks;

o are less effective than convolution networks for
building complex internal representations[151,
250].

16.4 Simple efficient algorithms: random kitchen sinks

Random kitchen Sinks (RKS) are a now classical learningrilgo; it's a form of
reservoir computing. It is so simple that we can presentsit fty copy pasting a few
lines from [188]; see Alg. 20. The main result in [188] showatt for any distribution

Input: A dataset {x;,y;}i=1. m of m points, a bounded feature function |¢(x;w)| < 1,
K, ascalar C', and a probability distribution p(w) on the parameters of ¢.
Output: A function f(z) = 31| o(x;w)ay.
Draw wq,...,wgk iid from p.
Featurize the input: z; « [d(z;;wy), ..., a‘)(zi;wﬁ-)]T.
With w fixed, solve the empirical risk minimization problem

m

o 1 P T

minimize — E C(G' Zis yz')

agRX UL '
i—

st lalle < C/K.

Algorithm 20: Random kitchen sinks. The constraint (last line) is usuamoved,
and usuallyc(a, b) = ||a— b||? in regression (or any other classical loss function). A
simple example ig(a,b) = cogbp + bi.a; +bp.ap+--- +by.aq).

p, the generalization error of RKS is upper bounded by

e the minimum reachable error for functions that can be writtas
Jaw)e(.,w)dwwith a(w) = O(p(w)),
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e plus,/log(d) x O(1/\/n+1/vVK),

with probability 1— d.
As a summary:

e RKS are a very comfortable and user-friendly
algorithm.

e RKS are often as efficient as other more com-
plicated algorithms.

e RKS have a memory-consuming representatior
(scaling linearly with the product of the dimen-
sion and of the numbé¢ of kitchen sinks).

16.5 Deep networks

It is known that many functions are much more properly regmésd by neural net-
works with several hidden layers, instead of only one or y@fs; this is a weakness
for random kitchen sinks, support vector machines, andfatsbackpropagation neu-
ral networks as backpropagation becomes very slow for ninane two hidden layers.

As a consequence, people have tried to design multilayezethhnetworks, with
a learning algorithm different from backpropagation (sesiavey in [20, 9]). A par-
ticularly important recent family of algorithms consistslearning each layer in an
unsupervised manner, and then to finalize the learning byestassical supervised
learning algorithm (e.g. backpropagation).

Deep networks:

e are a much more compact representation thamn
one-layered neural networks in many cases;

e are often trained by unsupervised learning first,
one layer at atime, and (possibly) afterwards by
classical supervised learning (supervised learnt
ing is mandatory for the output layer);

e can have loops in particular when used as con
trollers.

16.6 Big datasets and parallel machine learning

What about machine learning for big datasets ?
There has been a lot of work on supervised learning for bigsdds. A long time
ago, it was classical to claim that the best algorithm for SWiké using the quadratic



188 CHAPTER 16. INTRODUCTION TO ML

nature of the problem. Now, we often see more stochastidgggradescent, a generalist
algorithm[69] (whereas 10 years ago it was a blaspheme tpogmsomething like

that). There are also papers recalling that for big datas#étsr algorithms are much
better than SVM[156].

Some simple facts for supervised learning of big
datasets:

e Decision trees are very fast;

Quadratic programming does not always out-
perform stochastic gradient descent;

Linear SVM are much faster than Gaussian
SVM for big numbers of examples.

Parallelization matters, with little programma-
tion work (see below).

On the parallel side, many algorithms have been designecifispdly; parallel
mixture of SVMs[70], Cascade SVM[117], with moderately daesults. It was then
pointed out that the main tools for parallel machine leagnimnight be the most sim-
ple ones:[55] suggests in particular that parallelizing ¢hoss validation for choosing
the parameters is extremely easy, simple, and efficient;naigtit make other paral-
lelizations less worth the candle. Other aspects than-sgiation that can be easily
parallelized are discussed below:

Some machine learning tools which are easy to paral
lelize:

e Cross-validation for choosing parameters (easy
and efficient parallelization).

e Bagging and a fortiori subagging.
e Random subspaces.

Also stochastic gradient descent can be parallelized
by averaging the computation of the gradient on mul-
tiple examples.[84]
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Figure 16.2: Various cyborgs, from top to bottom and leftight. a cyborg by Plas-
ticPals, named Simon, based on imitation learning; the tlloWing robots, based on
human (remote) pilots, are maybe less elegant but moreezftich cyborg setting up a
small bomb for destroying a dangerous packet; a medical fobcurgery. The next

robot is here for helping disabled people; the last robokpiep irradiated bodies (4
last images from botson.com).
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Dependent variable: PLAY

Play 9
Don't Play 5
OUTLOOK ?
sunn / oveizast \ rain
Play 2 Play 4 Play 3
Don't Play 3 Don't Play O Don't Play 2

HUMIDITY 2 WINDY 2

=70 / \ =170 TRUE \ FALSE
4 X X

Play 2 Play 0 Play 0 Play 3
Don't Play 0 Don't Play 3 Don't Play 2 Don't Play 0

Figure 16.3: An example of decision tree, from the "Monk” \sib
(http://gautam.lis.illinois.edu/monkmiddleware/publi c/
analytics/decisiontree.html ).
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AR R
e \*\" L=
S \x . %/ Output layer

Hidden layer

Input layer

X; » yy————————» 7z €—o, Target

Figure 16.4: An example of neural network, from the Emeradjht http://
emeraldinsight.com ) website. The output I8V’ x tanh(W x X), whereX in
the input vector and wheranh(vy, ..., v) = (tanh(vy),tanh(vs), ... tanh(v)). The
coefficients in the matri¥v and the matri3tV’ are termed the weights (output weights
for W'). The neural network can be based on a non-acyclic graphgamte sparse.

Input

Input 2

Input

Input Output 1
Input Output 2

Output 3
Output 4

sigmoidal function
+

linear combination

X2 glw X WX F WX Fw )

X3

Figure 16.5: Top: a neural network. Bottom: a neuron. A nleuetwork is a graph,
with each node equipped with one bias plus one weighty; for each of its input
edge. This neural network is feedforward (no cycle), big ithinot necessary; also, the
output of a neuron can be the input of several other neuractheuti trouble.



192 CHAPTER 16. INTRODUCTION TO ML



Chapter 17

Parallel Active Supervised
Learning *

Active learning [4] is a branch of statistical Machine Leamin which the learning
algorithm is allowed to choose the examples. It is partidylsuited to settings where
labeling instances is costly. This chapter analyzes thedspe of batch (parallel) ac-
tive learning compared to sequential active learning (@hestances are chosen 1 by
1). The contributions reside in proving lower and upper lsuon the possible gain,
and illustrating them by experimenting on usual activerieay algorithms. Roughly
speaking, the speed-up is asymptotically logarithmic m blatch sized (i.e. when
A — ). However, for some classes of functions with finite VC-dirsienV, a linear
speed-up can be achieved until a batch si2é-efpractically speaking, this means that
parallelizing computations on an expensive-to-learn lgmob suited to active learning,
is very beneficial untiV processors, and less interesting (yet still bringing inpro
ment) afterwards.

The main limitation of this chapter is that all results arsdxhon the assumption of
exact model.

17.1 Introduction

Active learning [4] is a Machine Learning setting in whictetlearning algorithm is
allowed to choose the examples. Batch active learning [2B2, 133] is the particular
case of active learning in which the algorithm must chobsgamples at each iteration.
Active learning is particularly efficient if the oracle ldlieg the examples is expensive;
batch active learning comes into play when it can be callegbmh computation unit of
a parallel machine. This chapter provides rigorous boundfi® number of iterations
before a given precision is reached for batch active legrimirbinary classification,
in particular as a function ok. This model of complexity, based on the number of
iterations only, is relevant to cases in which almost all ¢bset is in the calls to the

1This chapter is based on a collaboration with M. Sebag andletR
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People generally People are able to...
remember... (learning outcomes)
(leaming actlvitles)

Define  List

10% of what they read Describe Explain

20% of what they hear

30% of what they ses

% of what

An
Bete

Create
Evaluate

Figure 17.1: Active Learning, far from computer sciencesxgdained on the EduTech-
norama website: we keep in memory what we actively do muctertttan what we
passively see. In machine learning, the active part is irchivéce of examples.

oracle function éxpensiveracle), and that at leadt computation units are available.
The internal cost of the learning algorithm is not taken iextoount. Obviously, under

this assumption, passive learning has a linear speed-upgisense that for passive
learning all the points can be generated simultaneousbesindoes not make any
difference with the case in which points are generated seiglly. We here investigate

to which extent such a good speed-up can be recovered foe é&sirning. The chapter
is organized as follows:

e Section 17.2 presents the framework and notations, so tmaplexity bounds
can be properly formalized.

e Section 17.3 shows bounds for batch active learning usiagrétg and packing
numbers. Results include lower and upper bounds on the ageed batch
learning, seen as a parallel algorithm.

e Section 17.4 presents some experiments; these experigrengmed at com-
paring predicted speed-ups (for optimal algorithms) togpeed-ups of simple
or usual algorithms.

e Section 17.5 concludes.

State of the art

The query learning models introduced by [4] can be viewedhadfitst attempts of
the learning algorithm to directly interact with the oracknother early work ([146])
establishes a lower bound for the instance size in any Alsifleation setting, loga-
rithmic in the e-packing number of the hypothesis spa#e—the number ok-radius

balls needed to cove# (see section 17.2 below).
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Classification

[67] devised a heuristic for error-free learning (i.e.,he tealizable setting) of a binary
classifier, considering a large pool of unlabeled examptessalecting the best exam-
ple to be labeled in each time step (pool-based adaptivelsaghpConsidering the set
of hypotheses compatible with the available examplesy@nsion spacg¢VS) defined
in [168]), the selected examples were meant to prune théovespace.

[105] analyzed another algorithm based on a Bayesian pmithre@hypothesis space
called Query-by-committeéQBC) from [211]; it directly reduces the VS volume. A
related research direction focuseseamor reduction meant as the expected general-
ization error improvement brought by an instance. Manyedst reflecting various
measures of the expected error reduction have been proff68ed38, 200, 154, 80]),
with sometimes encouraging results in, for instance, phaeutical industry ([242]).
Specific algorithms and methods have been developed aetwaihg in linear and
kernel spaces, either heuristically ([209]) or theorélyogrounded ([56, 80, 18]).

On the theoretical side, [105] related the efficiency of QB@ statistical criterion
calledInformation Gain measuring how efficiently the VS can be divided. [78] shown
that with a Bayesian prior, greedily choosing examplesiadt evenly divide the VS
is an almost optimal AL strategy.

Dasgupta also studied the non-Bayesian setting ([79])vidgrupper and lower
complexity bounds based on a criterion calégditting index

Batch active learning has received less attention. [132] assdahgeinformation
brought by batches of examples via a criterion based on Fisfegmation matrix re-
duction. [120] seeks sets of examples with low uncertaititgy phrase this as an
optimization problem (NP-hard), and devise a method to fiméeceptable approxi-
mation of the solution. Both works provide empirical eviderf the soundness of their
strategies. However, they do not provide any formal proafrgnteeing their behav-
ior. Further, we are not aware of any theoretical study ofsgheed-up of batch Active
Learning over sequential Active Learning , in terms of sarg@mplexity bounds.

17.2 Framework

In all the chapter, log refers to the logarithm with basisf2x ¢ [07oo[d, then we note
[0,x] = {ac R%Vi,0< a < x}. Thespeedupof a parallel algorithmez, over its
sequential counterpart A is the ratio of A’s complexity.afi’s complexity.

Only deterministic algorithms are considered here; theelobounds can be ex-
tended, nonetheless, to stochastic cases within logddttiependencies on the rigk
2 and simulation results (Theorem 7) can also be extendedktsttithastic case. The
framework of batch active learning is presented in Algo. Zlbatch active learn-
ing algorithm.e, is thus defined by the triplelearn, ,generatg,updatg ). LetD
be a domain with measure 1, and D — {0, 1} be the unknown oracle, supposed to
be deterministic and to belong to some $etc {0,1}°. We assume that considered

2Precisely, the sample complexity is multiplied by (ag- &) if we request that the algorithm finds the
solution with probability 1- &.
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concept class# has a finite VC-dimensioR'. It is common to consider finite VC-
dimension in active learning settings since the improvenogar passive learning is
potentially much bigger in this case (sample compleNty- ©(V log(1/¢)), see for
instance [79, 105]).

lp = initial state
n<0
while truedo
fn < learn (In)
(XA 415+ - X+ ) = generatg (In)
for i € [[1,A]] do
Yar+i = F(Xmai)
end for
Int1 < updatg (In, X1, ..., X, Y1, Y1)
n<—n+1
end while

Algorithm 21: Batch active learning algorithmk is the number of visited points per
iteration.

For a givenA and a given algorithm A, it is said that the algorithm reqsuhag“()
iterationsif
N, (&) = supmin{n; || f, — f|| < &}
fekF

with ||.|] theL; norm. In the sequel, for some of our results, the followingagpn
will be assumed:

packs (g) > (M/g)( V) (17.2)

for constant€ andM. It states that we have log-packing numbers at le&¥ log(¢).
packs (£)* is the maximum number of points i with pairwise distance at least
2¢ for the Ly norm. The produc€C x V in Eq. 17.1 stems from many results em-
phasizing some consta@{ and the VC-dimensioN [79], such as, for example, the
well-known case of homogeneous linear separators (lireggarators with the origin at
the boundary) of the sphere with homogeneous distributies[80, 18] Y is equal to
the dimension of the domain in this case).

17.3 Covering numbers and batch active learning
Eq. 17.1 has the following consequence (see [147, 239]):

Ni(g) > [CVIog(M/€)]. (17.2)

3notedN, () unless the context requires an explicit A.
“hereafter notegpack €) for short
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Eqg. 17.2 (lower bound on the sample complexity of AL) has tileWing consequence
(lower bound on the sample complexity of batch AL):

Ny (€) > [CVlog(M /&) /A] (17.3)

Eqg. 17.3 is the ultimate limit for batch active learning;stthe case of a linear
speed-up. The following explores the extent to which it campproached, depending
onA. In a parallel setting, in which calls to the oracle are performed in parallel, Eq.
17.3 refers to a linear speed-up for the parallel (i.e. Baimm of active learning. It
will be convenient to note

La(e)=_ inf Ny(e)
all algorithms
the infimum ofN, (¢&).

The first contribution of this work is the following extengiof the classical bound

17.2:

Theorem 6 (Lower bound for batch AL) If % has packing number

packe) > (M/g)cV, (17.4)
then the following holds:
L,(g) >CVlog(M/g)/log(K) (17.5)
where K= AV ifV >3(K =AYV +1ifV <2),ie.
Lx () > Clog(M/g)/(log(A)). (17.6)

Remark. K is an upper bound on the number of possible classificatioAgaoints,
given a class of function with VC-dimensiah K = AV stems from Sauer’s lemma
(see [203)).

Proof: Consider an algorithm realizirlg, (¢).

There is one possible valug, . .., x, for this algorithm, independently df.

(X1,-..,%y) = generatélp).

Thanks to the finiteness of the VC-dimension and to Sauerisna, there are at most
K possible values foyy,...,V,; therefore there are at moKt possible values foh
(since the algorithm is assumed to be deterministic).

Similarly, for each possible value of, there are at mod€ possible values fok;
therefore the total number of possible valueslids at most?.

By induction, there are at mo&t' possible values fol;. After L, (¢) iterations,
each possible statg, () corresponds to a function learned witth, (¢) examples.
Since the algorithm realizes the boung(€), for any 2 oracle functions distant efor
more, the algorithm must have 2 different states. Thus, tia fiumber of states is at
least as big as the packing numbigta (€) > pack ). As a consequence,

Ly () > log(packe)), log(K). (17.7)

Egs. 17.7 and 17.4 yield the expected reslt.
The following result shows that this bound is tight, at lestmptotically f — ).
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Theorem 7 (Upper bound for batch AL) Consider the batch AL framework (Algo.
21). If # has VC-dimension V, then the following holds for alb1.:

Ly/(g) < [Lx(g)/D] (17.8)
where o
,  KP—1
N=At— (17.9)
andK=AY +1.

Remark. Eq. 17.8 leads to

La(€) < [La(g)/Q(log(A))] (17.10)

for fixedV andA; this is a logarithmic speed-up.

Proof: The proof exhibits an algorithm realizing Eq. 17.8. Consige algorithm
o/, = (learn,,generatg,updatg ) realizingL, (¢) and consider some > 1. Define
A=A %. Consider, then, another algorithe,, = (learn,,,generatg,,update)
which generated’ points by simulating AorD steps; if thes7) has internal stat,,
then.z), hasn internal state/, = Ip,. At each iteration:

e generatg, simulates th&P possible internal paths

lon, Ibn+1; - - -, Ibn+D- (17.11)

and generates for each iteration all thigpossible visited points (note that as
in Eq. 17.9 is enough) for internal states in Eq. 17.11;

e the targetf is computed at thes¥ points in order to see which path (among the
KP possible paths) is the good one;

e updatg: is the result olipdatg for the path selected igeneratg;.

o the output oflearn,: is the output ofearn, on all points visited in the selected
path3

Egs. 17.6 and 17.8 show that [dg is the optimal speed-up when no assumption
on A are made: theorem 7 shows that in all cases, a logarithmadspe is achievable
and theorem 6 shows that we cannot do much bettet farge.

The remaining question is what happens for moderate vafuksamd in particular
how many processors we need for removing the dependenty We now show that
A =V leads to a nearly linear speed-up, for some famili€sand this removes the
dependency iV in runtimes - this means that we can break the curse of dirensi
ality, with V processors, whereas using more processors {thavill only provide a
logarithmic speed-up.

SPlease note that a big part of the points for which the targketevhas been computed is discarded. This
is necessary for the formal proof of the simulation result. ieai-world applications, we guess that applying
the learning algorithms on all points might be much better, witinstant factors however.
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Theorem 8 (Linear speed-up untilA =V) Consider%, = {[0,x],x< [0,1]V};VC—
dim(.#) =V. Then, for some M- 0,M’ > 0,
3C > 0,WV, Jgp, Ve < £0,L7V (€) > CVlog(M/) (17.12)
and _
3C’; WV, 3o, Ve < €0,V (€) < C'log(M’ /). (17.13)

Egs. 17.12 and 17.13 state the linear speed-up for batatledetirning withA =V for
this family of fitness functions (within the constaisndC’).
Proof: We first show that Eq. 17.14 holds:

3C > 0,WV, 3ep, Ve < &, pack (&) > M/e©V), (17.14)

Eq. 17.14 is a version of Eg. 17.1 modified for consideringy@an$mall; it is weaker
than Eq. 17.1 and sufficient for our purpose.
Eq. 17.14 is proved as follows:

e Forxandyin [%,1}V, theL? distance betweef®d, x| and|[0,y] is lower bounded
by O(|x—y[])-

e Therefore, the packing number of thi, x];x € [0,1]9} is©(1/&V) and is there-
fore f(1/V/2).

e This shows Eq. 17.14 f&@ = 3.

Then, Eq. 17.14 classically leads to Eq. 17.15 (this is aymle to the proof of Eq.
17.2 from Eq. 17.1, see section 17.2):

3C > 0,WV, Jep, Ve < &, N1 (€) > [CVlog(1/¢€)]. (17.15)

Eq. 17.15 is the first part of the theorem (Eq. 17.12). Let ws sloow Eq. 17.13, by
considering the following algorithm ( described at itevatn):

e generatg sets thejt" coordinate ok, i, for j #iand(i, j) € [[1,A])> to 0, and
chooses thé" coordinate ok, ,; for i € [[1,A]] as follows®:

(Xa )i = % (nmig{()(:]’)\+i)i|)/rl')\+i =0}
+max (X )i Yva i = 1}> : (17.16)

e learn, selects any functioffi, € %y, which is consistent withx, ..., X -

At a given iteratiom each poini,; of the batch of siz&d makes sure that the domain
will be halved along théth coordinate. Thus, aftéM iterations, it is known that the
target oracle/classifier is in a square of edge siZé 2As a consequence, precisien
is reached in at mo®(log(1/¢)) iterations, which shows Eq. 17.13,

This theorem shows that, at least & as above, we can have a linear speed-up
until A =V; this is the tightness of Eq. 17.3 far< V—similarly to the tightness of
Eqg. 17.6 {.e. logarithmic speed-up) shown by Eq. 17.10 folarge.

6In Eq. 17.16, if no poinkﬁMJri has been labeled as 0, the minimum is set to 0; equivalently, poirat

has been labeled as 1, the maximum is set to 1.



200 CHAPTER 17. PARALLEL ACTIVE LEARNING

17.4 Experiments

We have formally proved both lower and upper bounds on batchTAe following
illustrates whether some simple or usual algorithms mdtekd bounds.

17.4.1 Experiments with naive AL

We here experiment a simple batch AL algorithm #&r= {[0,x];x € [0,1]V} (VC-
dimensiorV). The new sample($h) 11, - - -, Xn4+1)2 areA points randomly drawn im
where

v={xe[[0,2]V;Vj € [[1,nM]lyj = 0= —(x; <X)}

N{xe [[0,1];Vj € [[L,m]ly; = 1= x; < x}.

This means that we randomly sample the version space.

We plot the inverse of the number of iterations for reachingcision 0003D?,
depending on\; this means that the ordinate is the rate. Results are pgegsanFig.
17.2. Runtimes are averaged over 33 runs.

Rates for reaching precision 0.001xD2 in batch AL in dim D
0.3

dim1 ——
dim 2

025 S
0.2
0.15

0.1

rate (1/nb iterations)

0.05

0 5 10 15 20 25 30
batch size

Figure 17.2: Speed-up of batch AL for a simple AL algorithraggext). We see that
the speed-up is consistent with theory; in particular, Hrgdr the dimension and the
better the parallelization. Nonetheless this algorithmghhbe easier to parallelize than
a good AL algorithm as max-uncertainty (see section 17.4.2)

17.4.2 Experiments with max-uncertainty

This part of the experiments is concerned with a straigitod adaptation of a good,
classical active learning heuristic that we ddiximum Uncertaintyo the batch set-
ting. The idea behindlaximum Uncertaintys to select the examples that split the
version space, the space of all possible functions comsistith examples observed
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so far, the most evenly. It has been studied empirically &edretically algorithms
enforcing this criterion have been proposed[211, 78].

Experiments learn homogeneous linear separatd€ oivhere examples lie on the
hyperspher&?-1 for dimensionsd = 2,4,6,8. This setting has been widely studied
for sequential active learning[18, 80, 105] and thus fitted speed-up analysis for the
batch setting.

In such a setting, fod > 2, an infinite number of points of the hypersphere max-
imize uncertainty given previously witnessed instances-erels ifd = 2, the max-
imum is unique. Thus, a possibly good batch strategy mayisoimsselectingA of
those points maximizing uncertainty, at each iteration.

Batch sizes are\ = 1,2,4,6,8,12 16,20,24,32,40,48 64. Precision is set to
0.0001x (d/2)*. For each(d,A), the number of iteration is averaged over 160 ex-
periments.

1/runtime for batch AL (max uncertainty)

05 dim 2, precision 0,0001 ~——
045 dim 4, precision'0.0016 -
04 ¢ dim 6, precision 0,008%.

0.35 } dim 8,pre
03}

0.25 F
0.2 F
0.15 f
01}~
0.05 |

1/runtime

0 10 20 30 40 50 60 70
batch size

Figure 17.3: Speed-up of batch maximum uncertainty, witlddwersity preservation.
We see that the parallelization works better in high dimamsthe speed-up is nearly
linear until a larger number of processors.

17.5 Summary and discussion

This chapter shows that batch active learning exhibits

¢ alinear speed-up untl =V for some families
of target functions;

e aspeed-up at least logarithmic in all cases;

e and a logarithmic speed-up at most fotarge.
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Please note that the logarithmic speed-up is a simulatismtreThe point is not
to analyze the convergence rate of active learning in géneuato emphasize that
anyactive learning algorithm can be transformed into a battk@tearning algorithm
(with A computation units) which simulates it with speeddpwith D logarithmic as
a function ofA.

All proofs have been made for deterministic algorithms. iflextensions to
stochastic cases, however, is straightforward.

Experiments have been performed only in moderate dimeraidrfor easy fam-
ilies of functions; the extension of the experiments to bigdimensions and to other
families of functions, is a possible further work.
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This document covers several fields of artificial intelligenincluding discrete time
control (a somehow extremely general form of decision mgkiaptimization (an es-
sential part of many algorithms) and supervised learning. WM here try to extract
the main lessons of the last years, in these fields, from albigh point of view.

Monte-Carlo Tree Search is incredibly efficient in some casds which all other
techniques fail. It's not better than dynamic programming (or than retrogradalysis,
in games) in small dimension, but it's much more able to hamigh dimension. It's
extremely easy to code (unless you try to have a very fast ptichized version for
competitions). Very importantly, it is able to tackle prefbis with little or no structure.
In some sense, it is ia general direction of Al, namely working on more accurate
models, with techniques which do not rely on a strongly simgfied model of the
world; this direction is made possible by the increased compmurtatipower. It is often
said that MCTS would make no sense with computers as in tlse 80me weaknesses
are however very clear; the algorithm has no extrapolatiomfone branch to another,
i.e. no (or almost no) extrapolation from one analyzed simteewly visited ones
The fact that the algorithm performs much better than othpr@aches in spite of such
weaknesses is interesting. The application to Go is imjmedsut we must point out
some facts:

e contrarily to what is often said, the use of the UCB formulaM&TS is not
important for Go. Indeed, it’'s not the best formula, and ifiygse it you must
modify the formula deeply by reducing the exploration cansto almost zero
(as discussed by many people in [175]);

e it was necessary to strongly adapt the Monte-Carlo part,viarg complicated
way (not yet clearly understood).

A main trouble is that MCTS relies on the capacity to simylate need a model. There
are some works for performing Monte-Carlo simulations withmodels[103]. Also,
the partially observable case, which leads to much highepbexity classes, remains
moderately explored, in particular with the point of viewaainsistency; see however
[195, 15].

Essentially, tree search methods (alpha-beta and dynaondcgmming, or MCTS)
provide great results in observable cases; in some ranédnuizses, the evaluation
function becomes more crucial than the tree search; a tegetswith depth 1 is often
enough (as in backgammon). In partially observable casestéACarlo simulations,
conditionally to observations, provides a good set of fiestfior developing heuristics
by policy search (possibly optimized by evolutionary onadationary algorithms).

Machine Learning is an old field in which you can find plenty of useful algo-
rithms, most of them able to outperform all the others if yawedully choose your
testbeds. There are problems for which none of them workereds they are easy for
humans, as shown by the many failed attempts for learniaglid death problems in
Go, even very simple ones. A basic conclusion is that supetMearning can help in

"“To generalize is to be an idiot”, according to William Blakeit he was answering Reynolds: “disposi-
tion to abstractions, to generalising and classificatiothé great glory of the human mind”, which is about
art. For making decisions, we have to generalize
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some cases but extrapolation techniques are still far blelonan capabilities in many
cases in which we would need it. Nonetheless, there are nméenesting algorithms,
their variety showing that things are not over, by far; SVM arstandard choice for
supervised machine learning, and are strong for high-dsineal cases, but they often
fail for large databases; decision trees have plenty ofradges of readability, but are
very suboptimal for law dimensional sets with separatiomslving all variables; clas-
sical neural networks with backpropagation are stronglyrowed in some cases by the
use of random weights or unsupervised layers (deep netyaksrvoir computing).
But more than algorithms, machine learning provides cotscesupervised learning,
unsupervised learning, reinforcement learning, poli@ree, belief states.

Evolutionary algorithms. [I've often been said that evolutionary algorithms are
only for people who are not able to code serious algorithkesBFGS. This opinion
is unfortunately often dominant. Nonetheless, the geridea above, that Al should
tackle unstructured problems, can be applied here: ewolaty algorithms require nei-
ther convexity nor differentiability. Evolutionary algtrms are great tools and people
who don't like them nonetheless often use them in despettatations, e.g. for prob-
lems involving both continuous and discrete variables,oordiscrete problems with
complicated structures that can be encoded only in a cressovandomized mutation
operator.

Classical evolutionary algorithms in continuous domainseae the best of my
knowledge all weak when the population size is large, cosubdo the new algo-
rithms proposed here. The difference, however, is all incaftr the monomodal
case; the linear speed-up until a number of processors kplighar as a function of
the dimension was already reached - we improve the speetopd(min(d,A)) to
O(min(dlog(A),A)). The case of multimodal fithess functions is probably muchemo
parallel.

At the intersection of evolutionary optimization, dis@eime decision making in
uncertain environments, supervised machine learningmihia point in this work re-
mains the idea of working on tools which do not rely on strogguanptions on the
problems to tackle.

What is new in this work

As it is often said currently in France that researchers@mefiow useless, it might be
worth mentioning the main new results obtained recentlyramEe around the topics
analyzed in this document. This part will also survey ourtdbations. | consider as
new (at least at the time of their first presentation) theofeihg elements:

e Parallel versions of the MCTS algorithms. The algorithm barused far from
Go. | point out that the version provided by Tristan Cazenal®o in France,
is simpler than our algorithm, and as efficient for many (bott all) cases. In-
cidentally, most of the research around MCTS, which is antifie revolution,
appeared in Paris, Orsay, Lille - French towns.

e The clear understanding of the semeai weakness. This issnoathboring issue:
semeais are only Go positions, but a general solution to gakmess of MCTS
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shown by semeais would be interesting far from Go. This opeblpm (how
to play Go correctly, including semeai situations) is a @udl open problem.
It also shows simple things which are beyond computersitedsil(see section
5.3.5).

The bounds on optimization and parallel optimization agbteér and more gen-
eral than previously existing bounds. We could deduce frioesé¢ bounds al-
gorithms which are much better than existing algorithms mtie number of
computation units is large. This bridges a gap, in my humbplaion, between
theory and practice: it provides new bounds, which are tigind leads to modi-
fications in real-world algorithms which lead to better cergence rates[224].

The bounds on noisy optimization are better than publistoeshtls. The version
of UH-CMA taking into account the requirement of cancellihg residual er-
ror by increasing the number of evaluations per stage toityfis the first one
with good asymptotic behavior in terms of the dependenchefirecision as a
function of the number of evaluations - a main further worthis analysis of the
dependency in the dimension. Another crucial point is thakmess of evolu-
tionary algorithms, when they don’t use surrogate modet:ydisy optimization
problems with strong models of noise; this does not appetira@mesults of the
BBOB challenge, as the BBOB challenge is restricted so thatitains only fit-
ness functions which are reasonably well solved by classicdution strategies,
but we have clearly seen that on other noise models theidlg eetrouble in e.g.
UH-CMA. The quadratic logistic regression by R. Coulom peris much bet-
ter for binary fithess values: evolutionary algorithm, untteir current form,
are not able to sample the most informative points insteaf@fsing on the
currently best points: there’s a subtle issue here whichotsonly the explo-
ration/exploitation dilemma. A natural solution for thelike that are tools like
IAGO (but at the price of a huge computational cost) or stategnodels. QLR
has its own weaknesses, and noisy optimization is a very belehfor further
research.

The bounds and algorithms proposed in this document foveatdiarning are
tighter than existing bounds. The parallel active lear@nglysis is new.

This is not in the main topics of this document (but see TaBld ith very

clear positive results for quasi-random numbers) We pregdise use of Quasi-
Monte-Carlo methods in active learning[233], for mutatiaon evolutionary

algorithms[232], for restarts[208]. A main conclusionhiat, at least with good
Quasi-Random sequences, we are rarely disappointed whéacirgg random
by Quasi-Random.

Some other main parts of my research are not cited here dimgjiglobal opti-

mization. Essentially, these results show the signifiaaprovement that we can
have by using quasi-random restarts instead of randomrt®ssad also show
that some sophisticated algorithms are in fact not bettn tlestarts. A deep
problem around multimodal optimization is that we haveditinderstanding of
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what is a good model of multimodal optimization problemdieg to contradic-

tory published results; also, some simple baselines havbaen used in some
published tests, whereas they seemingly perform as wellaae sophisticated
techniques in many cases.

Further research

In my humble opinion, the main directions for future resbaamund topics discussed
in this document are:

including the use of value function into MCTS algorithms ¢ase in [160] for
Amazons);

sharing information between nodes in MCTS algorithms, nibem in Rave;
some preliminary and interesting works around that are191, 190, 134, 90].
As pointed out by M. Miller in [175], introducing some “divide-and-conquer”
ideas into MCTS might be a key for strong future improvemeriactorized
states/actions might be a key for further research; takisgiration from the
works in reinforcement learning might be useful[145, 214].

evaluating the dependency in the dimension in noisy (eiwlaty) optimization.

the speed-up of parallel optimization algorithms improgedmuch in the re-

cent years that | guess many improvements are still possigeh publication

provides huge improvements, and therefore this is probalgigod direction of

research. There are ultimate limits which are not so far aiseg the log speed-
up in chapter 14) but only in the monomodal case.

globalization of optimization algorithms is, in my humblgioion, necessary,
and not yet fully analyzed in the evolutionary community. Méed good models
of multimodal problems for setting the basis for further won this, and we
have to keep quasi-random restarts in the comparison.



Appendix A

Sociological and biological
elements

What is inspired by, or related to, biology or sociology inaithms above, and can
we compare humans, animals and computers ?

Computers are often compared to nature. This provides natergs, as in Fig.
A.1. Games are a nice tool for visualizing the differencesvben humans and com-
puters, as discussed in section A.2; some cases show thesafgeriority of humans
(are there cases of animal superiority over computers irdraports ?). Neural net-
works are obviously related to biology (section A.3). Natisrthe biggest evolutionary
algorithm experimentation (section A.4).

A.1 Games, humans and economy

Obviously, the title of this section is by far too ambitiows the few paragraphs below.
We will just outline a few things about games and their intetg@tion for humans, in
the special case in which no limit on the computational posfdrumans is involved -
this means that we consider games in which the mathematibahg is possible and
easy, but are nonetheless interesting for what they sayt aifauwe are.

Games have been widely used as a model for the economic worddely used
model is that humans have rational actions, maximizing tben reward; this is in
particular used in works emphasizing the market economyasalution for every-
thing (this is often attributed to Adam Smith in [216]; yet, &d Smith himself had
discussed a lot the limitations of this approach and theedfe weakness of this model
should not be considered as a mistake by Adam Smith, who wlagéhstrongly in fa-
vor of public services, in spite of the fact that he is usualtgd by people who want
the destruction of public services). Nonetheless:

e there are plenty of examples of games for which the “ratibsalution, in the
sense of the solution which arises if everyone is egoceatricmaximizes only
his own reward, is a disaster, whereas a simple collaborat@kes the solution

209
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All Thinks, Great and Small
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Figure A.1: Computers and animals on the same graph. X-meagabytes of memory.
Y-axis: millions of instructions per second. Source: H. klgrc (1998). The main
weakness of this graph is that networks are not taken intousatcthe networks of the
human or animal brains are very impressive.

much better. A very nice example Bosenthal’s centipede gan{é@99]: there
are 100 rounds (0,1,2,...,99). The pot is madgxoéuros at round. At the
beginning, there’s no money in the pgiy(= 0); the player (whose turn it is to
play) chooses between:

— Stealing half of the pot, plus one; i.e. his reward /2 + 1; the other
player takes the other half minus 1, ig/2— 1. The game is over.

— Cooperating in that case (and except at the last round) the pot is ineceas
by 2: pry1 = pt + 2. The other player becomes to play.

After the 100 rounds, if no player has stolen the pot, theh ptayers earn half
of the pot. Informally, the game is therefore as follows:

— Alice plays first; the pot contains 0 euro. She can “steal” tbéand Bob
earns nothing), and then the game stops.
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— If Alice does not steal, the pot contains 2 euros; Bob carl &tearos (and
Alice earns nothing), and then the game stops.

— If Bob does not steal, the pot contains 4 euros; Alice carl 8tearos (and
Bob earns 1 euro), and then the game stops.

— If Alice does not steal, the pot contains 6 euros; Bob carl étearos (and
Alice earns 2 euros), and then the game stops.

— If Alice (resp. Bob) does not steal, the pot contaitkseRiros; Bob (resp.
Alice) can steak+ 1 euros (and Alice (resp. Bob) earks 1 euros), and
then the game stops.

— If Alice does not steal, the pot contains 198 euros; Alicestaal 100 euros
(and Bob earns 98 euros), and then the game stops.

— Otherwise, both players earn 99 euros.

One can immediately check that at the last round, Bob earms money if he
steals (he then earns 100 euros instead of 99). Thereforesignid steal, and
Alice will earn nothing. Knowing this, Alice should stealife game reaches the
98" round... Knowing this, Bob should steal if the game reache®#" round,
and so on. By induction, we see that the “best” (the “ratinaioice is always
to steal. The consequence is that Alice earns 1 euro, Bols eathing, whereas
the trivial solution with complete cooperation gives 99auto both. Humans
are usually somewhere between this (dirty) “rationalityifull cooperation;
as the number of rounds increases, humans become closatitmé&lity”. Ex-
periments show that humans tend to steal if the amounts grebd not if the
amounts are small; humans are seemingly more gentle, lessmmgic, for small
things than for big things... Nonetheless, for the ultimagame (discussed be-
low), [178] shows that very high stakes lead to equilibradedisions in which
players have an equal income; things are therefore not qaesim

e There are many other cases in which humans choose a nonabtitution
(non-optimal from a “rational” point of view), because thegve a sense of
dignity, politeness, which leads to much better overalutohs than “rational
solutions”. Counter-examples to rational behaviors in gocentric world arise
immediately for parents taking care of their children, ding care of their old
parents; but a more surprising example is the so-cailithatum game. In the
ultimate game, a playek is given 100 $.A must propose a deal to the player
B: he should propose some amouniandb should either accept or reject. If
B acceptsB earnsx euros, andA earns 100- x; if B rejects, they don’t earn
anything. In the “rational agents” theo#y,should propose 1 euro & B should
accept and win 1 euro, amslwould win 99 euros - in realityB usually accepts
only if he gets at least 20 euros (and often at least 40 eufts3.happens even
if the game is anonymous and if players will never meet agahis is true for
most cultures, but there are cultures in which people ppess, and cultures
in which people propose more than in our occidental civiiaas[179].
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These results are mathematically simple, but they show‘tatbnality” (as dis-
cussed above, this term “rational” might be irrelevant duigstusual non-mathematical
meaning...) is clearly not a good solution, and does notitetheaccount the possibility
of cooperation. As a summary,

Humans usually cooperate much more than what is
predicted in the so-called “rational” (which means
selfish) model.

Cooperative biases which deviate from the rational
model lead to better overall rewards.

They cooperate less for important things than for
small ones.

A.2 Games and interaction in the animal and human
world

Why are games important for research in computer science ?

Humans, computer & games.Games are fun for humans, and they are also fun
for animals. This is usually used as an argument for justifyiesearch in games: if
games are important for animals, they are probably also iitapbfor computers. |
prefer to emphasize that pointing out games in the animadwefun and philosophi-
cally/ethologically/psychologically interesting. Ndheless, there are serious reasons
for considering that games are really important for comyztas well as for humans
or animals:

e We use games for comparing artificial intelligence systdrfisd that funny that
without our work on Go, we would never have had the opporyuaittesting
Monte-Carlo Tree Search on industrial applications. Aftrthis is not so far
from choosing a sexual partner from the result of a fight betwmooses.

e We use games for understanding weaknesses of computers tfas éxample
from Fig. 5.14). An important weakness of Monte-Carlo Trearsh is shown
in section 5.3.5: this weakness is termed Semeai, and thankis weakness in
Go we could understand a general limitation of the MCTS aagino

Animals and games.Some examples of animals who like games are known:
e many animals (e.g. cats) play during childhood, mimickingting and battles.
e macaques can play with snowballs, and learn that game bglsoigiraction[94].
e games can cross species; eared seals sometimes play vathsaggishes.

Collaboration between animals. Some examples of collaborative activities be-
tween animals (see [166] for more details):
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¢ Dictyostelium Discoideum (amoeba) are able of suicide faitding fruiting
bodies (the stalk in Fig. 11.2, right, is made of dead c&l&j)[

e in groups of muskoxen, the strongest will be in the frontiiman attack.
e great tits can take care of orphans.

e penguins form groups when there is a cold wind, and the grotgieas so that
the penguins who suffer from the wind are regularly changed.

e many species can get grouped for protection against preatiso, predators
can establish bands for attacking more efficiently somesbgya sophisticated
methodology (pack-hunting strategies). Pack huntingegias are quite elabo-
rate, require sophisticated planning abilities (see tmeptexity of decentralized
POMDP[127]), and it's conjectured that dinosaurs wereaalyeable of pack-
hunting[181].

Games and wars.The fact that games can be used in order to train, or for reqgac
war, is also true for humans. For the case of the game of Ge #ne legends according
to which some wars have been replaced by Go games. Alsolizéddights (which
are a kind of game, more or less dangerous depending on a@iexiét among animals
for avoiding real fights. This exists both among humans andrgnanimals, and can
be used for biasing the choice of sexual partners[157, 153, 8

A.3 Neural networks

One might find inspiration in biology fareural networks; for example, sparsity as in
reservoir computing, the importance of unsupervised lagrim recent deep networks,
the use of recurrent neural networks. Mathematics and é&npmight be considered
as a more comfortable framework for inspiring neural neksoneural networks are
essentially a parametric family of functions in which datives are easy to compute
and which empirically don't need too many parameters foraximating complex
landscapes. See Fig. A.1 for a (user-friendly) comparisevéen natural neural
networks and computers.

A recentimprovement in robotics which was directly insgibg biology iscentral
pattern generators this is briefly sketched in section 11.2 and shows that ex@m f
lampreys we have many things to learn. Alaaticipatory behaviors (with architec-
tures dedicated to anticipation) [184] have their rootsiohdgy; the idea is to separate
prediction and decision; and to use predictions in decisides.

Backpropagation, or time-consuming iterations of learning algorithms, dav
sometimes beelated to dreams it is believed that all mammals and birds have
dreams[247] (do dinosaurs dream ?), with a decompositistabes related to the struc-
ture of human dreams. The very effecta@nvolutional neural networks[151, 250]
are sometimes related to biological networks and their DNécBICt representation.

Radial basis functionsare also quite related to biological input layers.

1“Involvement in wrestling had a significant positive effeatmens number of offspring and a marginally
significant effect on polygyny, controlling for age, bodyndition and socioeconomic status.” [157]
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A.4 Evolutionary optimization, Nash equilibria and
real life

In this section we’ll see (very briefly) three classical tspin the analysis of natural
evolution, and their counterparts in artificial evolution.

A.4.1 Isthe result of evolutionary optimization optimal ?

Coevolution as often simulated on computers is quite amaisgo dynamic game the-
ory, and is a reasonable model for biological coevolutionctittous play[193] is a
formal algorithm that can be considered as dynamic gameaytheach individual, in
turn, is optimized in front of the other individuals. It isduwn that fictitious play does
not necessarily optimize the reward (in particular whenpawation is involved) but
provides solutions close to nature. This has been used fdaieing various subopti-
malities in the animal world:

e Suboptimality of the size of bands of female lionsoften of size 3, whereas
the optimal size is 2 (depending on the preys) - roughly, 3dautionary stable,
whereas 2 is best on average for the lions;

e Existence of cheating behaviors in various animal specigg.g. birds), who
don't look for food and just wait for another bird to find sotmieg and then
try to steal something, whereas the optimal strategy ctmsissearching (all
together) and sharing the rewards; interestingly, in thaecmathematical game
theory can predict the proportion of cheaters in a poputd{io7] and references
therein).

¢ A less impressive but philosophically interesting examgplhe case ofompe-
tition between males for females or of females for malesit is limited in some
(but not all) species, so that fights are “ritualized” so thaly don't lead to mur-
ders. Alsomales often Kkill children of other males(e.g. white bears), what is
clearly suboptimal for the community, but efficient at thdiindual level (inci-
dentally, female lions protect their children, but if thegnit avoid the murder of
their children will try to have new children with the killer)

For more on this, the interested reader is referred to [58, 107, 57]. As a summary,

Many animals have a collectively suboptimal behav-
ior.

Mathematical models of (co-)evolution predict this
behavior (sometimes quantitatively).
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A.4.2 Diversity in nature and diversity in computer evolution

The diversity mechanism (i) as a tool for robustness in fafritynamic environments
(i) as a necessity for optimal joint work (collaboratios)sometimes emphasized in
some really funny (yet serious, but not fully admitted) we[R5]:

e Cases in which specificities which are dangerous at theiohaiV level are effi-
cient at the cooperative (global) level: schizophrenia amorexia are examples
of disease which might be (or have been) helpful for popoitetj whenever at
the individual level they are dangerous.

e Sickle-cell disease might be useful in some cases ; popuaktvith such a dis-
ease are more robust in front of paludism. This is an examphich a disease
might be correlated with a good property; a disease mightetioms be here
due to its efficiency in some variants of the environmenés @ue to a dynamic
environment).

e Homosexuality among male geese [47] has also been shownasdaapl for
protecting children in case of hostile environment (seq fd7 understanding
how homosexuality among male geese can be useful for regioduin hostile
environments).

A related point is that nature provides aging and a delayrbafgproducing ability,
what has sometimes been emphasized in artificial evolutyalgorithms as well[135,
48].

A.4.3 Sexis useful

The use of(u, A)-strategies instead @i, A) is directly related to the existence of sex
(defined as: a new individual is a combination/mutation ofeast two individuals):
it improves convergence rates. This was already shown ihg2@ generalize to high
scale cases in [224]. Please note, however, that what is igount the fact that there
are two different sexes (what might be good for other readikesdiversity), but the
fact that two different persons can share their DNA (thid$e @one in some parame-
cia, without having two different sexes). Also, this does explain why, in most
sexual reproduction, there are two partners involved; giodyt might be diversity. In
nature, “merging” DNA from two different species is (by détilon of species) impos-
sible; this is consistent with cross-over operators, inianary algorithms, limited
to individuals which are close to each other.[158].

Yet, some particular cases must be emphasized (theseutartiases remind us
the use of migrations between artificial “islands” in artdicevolution); there are in
nature surprising examples of “merging” between differgmtcies. Humans contain
mitochondria, which were seemingly incorporated from aat¥acteria in eucaryotic
cells[97]. Therefore we contain DNA from proteobacteriahisTis an example of
“merge” between different species, termed endosymbidSHoroplasts are another
example of endosymbiosis (between plant cells and cyanetiac

There are many recent works aimed at explaining psychologgrious aspects of
animals’ life by evolutionary aspects[249, 85].
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As a summary,

Sharing DNA is crucial, both in mathematical models
and in the real world[29]. This does not imply the
existence of two (or more) different sexes.

Most simple mathematical models encourage high
scale DNA sharing with more than 2 partneusx 1),

but this result is independent of logistic constraints
and it assumes that efficient mutations frequently
occur - the discrepancy with the usual schema of 1 of
2 partners in nature might come from this.

The existence of different sexes (males and females)
might be good for population diversity and can be
seen as a more or less collaborative game betweg
males and females[159].

>

A crucial difference between computational coevo-
lution and biological coevolution is that in biology

there’s no mecanism for optimizing the overall
behavior (this implies suboptimal behavior), except
when several groups compete for resources (selectio
at the level of groups). The importance of group
selection in the biological world is controversial.

>S5

Another difference (between artificial evolution tar-
geted to engineering and natural evolution) is that on a
non-parallel (or a limitedly parallel) computer a huge
population has an immediate negative consequence
on the overall efficiency (nature is an unlimited com-
puter for species which have nearly infinite room to
conquer around them).
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