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Introduction (FR)

The qualitative laws of natural phenomena and their quantitative relations under very
simple circumstances, for example the conditions of equilibrium of a heavy parallelepiped
of edges in the ratio 1 : 2 : 3, can of course be pictured in the mind without starting
from a very large finite number of elements. However, as soon as one wants to specify
the quantitative laws for complicated conditions one always must start from differential
equations, that is first imagine a large finite number of points in the manifold, in short
one must think atomistically, and this is not altered by the fact that afterwards we can
increase the number of imagined points and so come arbitrarily close to the continuum
without ever reaching it.

BOLTZMANN, 18973

Prouver mathématiquement la loi de Fourier pour la conduction de la chaleur reste un problème
totalement inachevé. Pour le résoudre, il est nécessaire de comprendre les phénomènes de
transport sous-jacents qui impliqués au niveau microscopique. L’équation de la chaleur est connue
pour être un phénomène macroscopique, émergeant après une remise à l’échelle diffusive, en
espace et en temps. Il existe des modèles microscopiques pour lesquels l’énergie se comporte
de manière balistique : par exemple, il est bien connu que la conductivité thermique est infinie
pour des systèmes linéaires d’oscillateurs de dimension 1. Puisque la loi de Fourier n’est pas
vérifiée lorsque les interactions sont linéaires, la dynamique microscopique doit prendre en compte
certaines non-linéarités. Plus précisément, ces dernières doivent apporter suffisamment de “
chaoticité ” pour que le système (à l’échelle macroscopique) soit dans un état d’équilibre local.
Cette notion est sous-entendue avec une remise à l’échelle : dans une région de dimension N´1,
à une échelle de temps tNa, le système devrait être proche d’un équilibre, paramétré par une
certaine température – cette dernière s’exprimant comme moyenne locale de l’énergie cinétique.
Autrement dit, la validité des équations hydrodynamiques (telles que l’équation de la chaleur)
découlerait des propriétés suffisamment “mélangeantes” de la dynamique microscopique.

3Lectures on the Principles of Mechanics, as translated in Theoretical Physics and Philosophical Problems, D. Reidel
Publishing Company, Dordrecht, Holland (1974), p. 227-8.
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Du monde microscopique au monde macroscopique

Équation de la Chaleur pour un Système Isolé

On considère un système macroscopique isolé, muni d’une température initiale non uniforme
T0pxq : par exemple, un fluide ou un solide entouré de parois adiabatiques. À l’instant t ą 0, la
température évolue à cause de flux thermiques, et la température interne satisfait l’équation de
conservation :

BTpx , tq

Bt
“∇ ¨ rDpTq∇Ts

où DpTq est le coefficient de diffusion. La condition initiale s’écrit : Tpx , 0q “ T0pxq, et les conditions
au bord doivent être choisies convenablement. L’état stationnaire, atteint au bout d’un temps
infiniment long, est donné par une température uniforme T˚. Le flux JpTq :“ ´DpTq∇T est la
quantité de chaleur traversant une unité de surface par unité de temps, et Tpx , tq est la température
locale. Cette loi expérimentale a été proposée pour la première fois par Fourier dans Théorie
analytique de la chaleur (Oeuvre de Fourier, Gauthier-Villars, Paris, 1822). Une telle équation est
supposée valide proche de l’équilibre. La définition du flux d’énergie local JpTqpx , tq et du champ
de température Tpx , tq repose sur l’hypothèse d’équilibre local.

Plaçons-nous maintenant à l’échelle microscopique, et laissons le système de N ě 1 particules
évoluer et interagir selon les lois de Newton. L’objectif final (mais encore non atteint) consisterait
à prouver que l’énergie empirique du système converge dans l’échelle diffusive lorsque N tend
vers `8 vers la solution de l’équation de la chaleur précédente. Autrement dit, si le système se
trouve dans un état proche de l’équilibre à l’instant initial, il devrait progressivement relaxer vers
un état stationnaire complètement décrit par la loi de Fourier.

Équilibre Thermique Local

Prouver un équilibre local revient à définir une température de manière locale, pour un volume
macroscopiquement petit, mais microscopiquement grand, en tout point x et à tout instant t.
Plus généralement, les quantités utilisées pour décrire des systèmes à l’état d’équilibre local sont
supposées être des fonctions continues du temps et de l’espace. Pour cela, on doit être capable
d’extraire un “petit” volume V (d’un point de vue macroscopique) autour d’un point x , c’est-à-dire
petit comparé aux échelles de longueur L pour lesquelles les quantités macroscopiques typiques
changent de manière notable. On doit également être sûr qu’un nombre suffisamment “grand”
de particules se trouvent dans V. Enfin, le temps nécessaire pour atteindre l’état d’équilibre local
doit être petit devant les échelles de temps pour lesquelles les changements macroscopiques ont
lieu. Chaque petite région macroscopique donnée atteint un équilibre, mais plusieurs régions
différentes peuvent être dans plusieurs états d’équilibre différents, chacun correspondant à une
valeur donnée des paramètres.
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Modèle Microscopique

Au niveau microscopique, on suppose que le système physique satisfait les lois de la mécanique
classique, et possède un nombre fini N de degrés de libertés. Les états possibles du système sont
représentés par des points ω appartement à un espace de dimension 2N : les N premières coor-
données tqxu sont les positions des atomes, et les N suivantes tpxu sont les moments. Puisque l’on
recherche des modèles qui conservent l’énergie, le point ω“ pq1, ...,qN, p1, ..., pNq se situe sur la
surface d’énergie constante SN

E :“ tHNpωq “ Eu, où HN est l’Hamiltonien, et Eą 0 l’énergie initiale.
Par exemple, dans le cas d’oscillateurs harmoniques, l’Hamiltonien est une forme quadratique, et
les surfaces d’énergie constante sont des ellipsoïdes de dimension 2N´1.

Plus précisément, la dynamique Hamiltonienne est donnée par les équations de mouvement
suivantes :
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pour t ą 0 et x P t1, ...,Nu.

Rappelons que l’énergie totale du système est égale à HNpωq : on peut alors facilement vérifier que
le point ω reste bien sur une surface SN

E lorsque le temps évolue. On dit que HN est une quantité
conservée pour le système dynamique. La distribution microcanonique est la loi de probabilité
naturelle pour les systèmes conservatifs. Elle est concentrée sur les points ω qui possèdent une
énergie fixée E, et est égale à la mesure uniforme sur la sphère SE

N.

Tous les modèles microscopiques que l’on étudie ici sont construits pour qu’une famille d’états de
Gibbs canoniques soit associée aux lois de conservation du système. Si HN est l’unique quantité
conservée, cette famille s’écrit

dµN
T pωq :“

1

ZN
expp´T´1HNq

N
ź

i“1

dpidqi,

où Tą 0 et ZN est la constante de normalisation. Si d’autres quantités sont constantes au cours
de l’évolution, les états de Gibbs doivent être modifiés afin de prendre en compte ces lois de
conservations additionnelles.

Ensemble Microcanonique et Ergodicité

L’existence d’un état d’équilibre local est fortement reliée à la notion d’ergodicité pour des systèmes
de dimension infinie, même si aucune définition ne fait encore consensus (voir par exemple [79]).
Dans le cas de la dimension finie, un système dynamique est ergodique si, de manière grossière,
il parvient à atteindre presque tous les états possibles (parmi ceux qui conservent l’énergie) au
bout d’un temps très long. Pour les systèmes finis, ceci revient à montrer que la distribution
microcanonique est la seule mesure invariante (en temps) pour la dynamique [3]. Si le système
est ergodique, la loi microcanonique peut alors être utilisée pour calculer des valeurs à l’équilibre :
prenons f une observable macroscopique du système, et notons ω l’état initial de la dynamique,
pour lequel f pωq peut prendre une valeur loin de sa valeur moyenne à l’équilibre. Lorsque le
temps évolue, on s’attend à ce que cette quantité s’approche puis reste très proche de la moyenne
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temporelle f ‹. L’ergodicité implique que cette valeur d’équilibre est presque toujours égale à
x f ymc, la moyenne de f par rapport à la loi microcanonique.

La question de l’ergodicité pour des systèmes Hamiltoniens quelconques de dimension finie est
toujours sans réponse (voir par exemple [66, 82]). Depuis les travaux de Kolmogorov, Arnold
et Moser dans les années 1960, on ne peut pas s’attendre à ce que des systèmes Hamiltoniens
génériques suffisamment réguliers soient ergodiques. Par ailleurs, d’un point de vue mathématique,
la dérivation d’équations hydrodynamiques macroscopiques est basée sur la conservation de la
propriété d’équilibre local à tout instant t ą 0. La méthode la plus aboutie pour prouver cette
conservation a été développée par Varadhan et ses co-auteurs [70]. Une condition suffisante (dans
certains modèles) pour appliquer leurs techniques est reliée à une certaine forme d’ergodicité, et
se formule de la manière suivante :

Les seuls états “réguliers" infinis4, invariants en temps et en espace pour la dynamique,
sont des combinaisons convexes de mesures de Gibbs canoniques (infini-dimensionnelles).

En particulier, on n’a pas réellement besoin d’ergodicité pour le système fini-dimensionnel sous-
jacent. Seulement le système infini doit être ergodique au sens ci-dessus. Par conséquent,
les résultats de KAM ne vont pas à l’encontre de la dérivation des limites hydrodynamiques.
Néanmoins, Fritz et al. [40] soulignent que cette condition d’ergodicité est particulièrement
difficile à obtenir pour des systèmes Hamiltoniens déterministes.

Conductivité Thermique

Donnons à présent un second exemple de problèmes de diffusion : on considère un système uni-
dimensionnel en contact avec des réservoirs de chaleur à ses extrémités. Les réservoirs imposent
une température constante aux deux points extrémaux : TL et TR. Lorsque le système atteint un
état stationnaire, un courant de chaleur non nul JpTq apparait, donné par la loi de Fourier

JpTq “ ´κpTq∇T,

où κpTq représente la conductivité thermique. Pour un système uni-dimensionnel de longueur N,
la conductivité thermique peut être définie en fonction du flux moyen stationnaire de chaleur.
Dans [33] il est prouvé que l’état stationnaire hors équilibre de ce système dynamique est unique,
et nous le notons µN

ss. On définit d’abord ∆T “ TR ´ TL la différence de température, puis la
conductivité thermique κN,∆T pour le système fini de la manière suivante :

κN,∆T :“´

ş

JN dµN
ss

∆T{N
“

“courant d’énergie stationnaire”

“gradient de température moyen”
.

Dans le cas où
κpTq :“ lim

NÝÑ8
lim
∆TÝÑ0

κN,∆T

existe et est fini, la diffusion est normale et on dit que le système vérifie la loi de Fourier [22].

4Un état régulier est un état qui possède une entropie relative finie (par unité de volume) par rapport aux
mesures de Gibbs. En particulier, ceci implique que la mesure conditionnelle de tout volume fini Λ, étant donnée la
configuration à l’extérieur de Λ, est absolument continue par rapport à la mesure de Lebesgue.
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La théorie de la réponse linéaire fournit une autre définition de κpTq, appelée la formule de Green-
Kubo. Reprenons l’exemple précédent, et supposons que les deux températures aux extrémités
soient égales : TL “ TR “ T. Dans ce cas, l’unique mesure invariante du système est un vrai état
d’équilibre, noté µN

T (il n’y a pas de courant de chaleur au travers du système). On peut alors voir
l’état stationnaire hors équilibre µN

ss comme une perturbation de la mesure d’équilibre µN
t , lorsque

la différence ∆T“ TR´ TL est petite. On définit fss comme étant la densité de µN
ss par rapport à

la mesure µN
T (voir [16] pour l’existence et la régularité de fss), et on écrit un développement de

Taylor formel jusqu’à l’ordre 1 :

fss “ 1`∆T ¨ u` op∆Tq,

où u est une fonction a priori non explicite. Formellement, en utilisant le fait que le courant
d’énergie est de moyenne nulle par rapport à µN

T , on obtient
ż

JN dµN
ss “∆T ¨

ż

pJNuq dµN
T ` op∆Tq.

La conductivité thermique de Green-Kubo est alors définie comme suit

κGKpTq “ ´ lim
NÝÑ8

N ¨
ż

pJNuq dµN
T .

De plus longs calculs montrent que les corrélations courant-courant sont impliqués dans cette
formule. Plus précisément, imaginons que le système microscopique est formé d’une chaîne
d’atomes indexée par Z. On note ex l’énergie de la particule x , définie par

ex :“
p2

x

2mx
` Vpqx`1´ qxq,

avec mx la masse de l’atome x , p2
x{p2mxq l’énergie cinétique, et V le potentiel d’interaction entre

les atomes. Puisque la dynamique conserve l’énergie totale, il existe des courants microscopiques
d’énergie jx ,x`1 (qui sont des fonctions locales des coordonnées du système), tels que

dex

dt
“ jx´1,xptq ´ jx ,x`1ptq.

Le courant s’écrit de manière explicite

jx ,x`1 “´
px`1

mx`1
V1pqx`1´ qxq.

En suivant par exemple [78], on peut alors écrire

κGKpTq “
1

T2

ÿ

xPZ

ż `8

0

"
ż

jx ,x`1ptq j0,1p0q dµT

*

dt.

Dans la formule ci-dessus, deux limites apparaissent, en temps et en espace. Pour prouver leur
existence, on a besoin d’un bon contrôle de la décroissante temporelle des corrélations courant-
courant : cette question est très difficile, même pour des systèmes dynamiques de dimension
finie. Nous renvoyons le lecteur aux ouvrages [16, Chapitres 5-6], [17,55] pour des dérivations
heuristiques de la formule de Green-Kubo.

Des simulations numériques ainsi que certaines considérations analytiques montrent que la
conductivité thermique diverge pour des systèmes uni-dimensionnels d’oscillateurs qui conservent
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le moment total (en plus de l’énergie) [64]. Ces résultats confirment les mesures expérimentales
effectuées sur des nanotubes de carbone [27, 80]. Dans le cas d’oscillateurs harmoniques (la
plus simple, et presque unique, classe de systèmes pour lesquels des calculs explicites peuvent
être effectués), le flux d’énergie stationnaire peut être exprimé, et on montre qu’il ne décroit pas
lorsque la taille N du système augmente : cette particularité est due au transport ballistique de
l’énergie, portée par des phonons qui n’interagissent pas [60].

Quelques questions étudiées dans cette thèse

Limites hydrodynamiques

Les limites hydrodynamiques reposent sur des changements d’échelle, à la fois en temps et en
espace, et permettent d’obtenir des équations différentielles partielles non linéaires. Comme déjà
évoqué, on aimerait expliquer les relations qui existent entre le monde microscopique et le monde
macroscopique. Puisque ce programme se situe au-delà des techniques mathématiques actuelles,
il a été proposé ces dernières années d’ajouter à la dynamique déterministe une perturbation
stochastique qui conserve l’énergie. Ces forces stochastiques sont censées apporter des propriétés
ergodiques au système, sans modifier le comportement macroscopique typique de l’énergie. En
particulier, les systèmes harmoniques purement Hamiltoniens transportent l’énergie indépendam-
ment de la longueur de la chaîne, car ils conservent un nombre infini de quantités. Dans cette
thèse, nous nous focaliserons sur le cas harmonique, et nous étudierons l’impact de différents
types de perturbation.

La dérivation des limites hydrodynamiques est basée sur des principes de moyennisation : sur
une grande échelle de temps, la dynamique restreinte à chaque boîte mesoscopique (c’est-à-dire
grande d’un point de vue microscopique, mais petite d’un point de vue macroscopique) est proche
de l’équilibre, celui-ci étant paramétrisé par l’énergie propre de la boîte. Habituellement, ces
énergies évoluent selon des courants qui sont de moyenne nulle par rapport à toutes les mesures
d’équilibre. Par conséquent, une simple moyennisation de ces courants effectuée à une échelle de
temps d’ordre N ne disperse aucune énergie. Pour cette raison, on se place à l’échelle de temps N2,
là où l’énergie évolue grâce aux fluctuations du courant par rapport à l’équilibre. On établit un
théorème central limite pour les courants de l’énergie, et la conductivité thermique est donnée par
une double intégrale en temps et en espace des corrélations courant-courant : c’est la formule de
Green-Kubo. Cette conductivité devrait être bien définie lorsque le système à l’équilibre possède
suffisamment de propriétés mélangeantes.

Modèles non-gradients

Lorsque les courants microscopiques de l’énergie jx ,x`1 peuvent être écrits comme des gradients
discrets, le comportement diffusif de l’énergie est obtenu relativement facilement. Dans ce cas, le
système est dit gradient. Cependant, les modèles physiques naturels, en particulier les systèmes
Hamiltoniens, sont non-gradient. Pour ces systèmes, la modélisation mathématique est beaucoup
plus ardue.
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Les techniques habituelles utilisées dans les modèles gradients remplacent des quantités mi-
croscopiques par leurs moyennes temporelles, grâce à des propriétés d’ergodicité locale. Cette
procédure n’est cependant pas suffisante pour traiter les modèles non-gradient. Certains d’entre
eux sont plus simples à étudier : il est parfois possible de remplacer le courant de l’énergie par la
somme d’un gradient et d’un terme de fluctuations. Un exemple de ce type de modèle sera étudié
au chapitre II : on introduit un système Hamiltonien d’oscillateurs couplés, dont la dynamique est
perturbée par un bruit stochastique dégénéré. Ce dernier transforme aléatoirement les vitesses
des oscillateurs en leurs opposés, grâce à des processus Poissoniens. L’évolution de ce système est
caractérisé macroscopiquement par un système parabolique non linéaire couplé pour les deux lois
de conservation du modèle : l’énergie, et la longueur totale de la chaîne.

Les systèmes non-gradient généraux sont plus ardus. Sans entrer dans les détails, la loi de Fourier
doit être établie à un petit terme fluctuant près. Un exemple naturel de ce type de modèle peut
être obtenu en ajoutant du désordre au système Hamiltonien précédent : dans le chapitre III, on
suppose que les oscillateurs évoluent dans un environnement aléatoire. Puisque la perturbation
stochastique est très dégénérée, les limites hydrodynamiques demandent beaucoup plus d’effort,
et ne sont encore pas bien comprises. Pour cette raison, nous prouvons uniquement que les
fluctuations de l’énergie à l’équilibre évoluent selon un processus d’Ornstein-Uhlenbeck infini
dimensionnel. Nous concluons le chapitre en expliquant pourquoi les limites hydrodynamiques ne
peuvent pas être obtenues directement.

Diffusion anormale et fluctuations macroscopiques

Ces dernières années, des comportements anormaux ont été observés pour les systèmes unidimen-
sionnels. On s’attend par exemple à ce que la conductivité thermique diverge pour les systèmes
Hamiltoniens déterministes lorsqu’ils sont “unpinned”5, et plus génériquement, pour les systèmes
dynamiques qui conservent le moment total en plus de l’énergie (voir les articles [31,64]). Une
superdiffusion de l’énergie doit être observée, plus précisément la conductivité thermique diverge
comme κN „ Nα, pour un certain α P p0, 1q.

Nous nous intéressons toujours à la chaîne harmonique d’oscillateurs, sans désordre, et nous
introduisons une nouvelle perturbation stochastique dégénérée. De la même façon que dans [18],
nous construisons un modèle simplifié qui présente plusieurs similarités avec les chaînes standards
(notamment la linéarité des interactions, ainsi que la conservation de l’énergie). Une diffusion
anormale peut être observée et elle est causée par la conservation d’une quantité supplémentaire.

Donnons un peu de détails. L’état du système est noté pω1, ...,ωN). La nouvelle perturbation
stochastique que nous considérons est de type échange : les valeurs voisines ωx et ωy sont
échangées à des temps Poissoniens aléatoires. Cette perturbation a la particularité de conserver ce
qui est appelé le volume de la chaîne

ř

ωx , en plus de l’énergie totale
ř

ω2
x . Bernardin et al. [18]

prouvent que la conductivité thermique donnée par la formule de Green-Kubo est infinie.

Récemment, Bernardin et al. [12] sont allés plus loin et ont montré que le champ de fluctuation de
l’énergie évolue selon un processus d’Ornstein-Uhlenbeck infini dimensionnel et 3{4–fractionnaire,
en utilisant certaines idées introduites dans [46]. Avec C. Bernardin, P. Gonçalves, M. Jara et M.
Sasada, nous suivons leur approche, en s’inspirant de [5,11], et nous observons deux phénomènes

5Une chaîne d’oscillateurs est appelée “unpinned” lorsque le potentiel de pinning, souvent noté Wpqq, est nul.
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distincts à partir d’un seul système microscopique.

Plus précisément, nous considérons la chaîne simplifiée perturbée par le bruit “flip” d’intensité γ,
et le bruit “échange” d’intensité λą 0. Les deux bruits conservent l’énergie

ř

ω2
x , mais seulement

le deuxième conserve le volume total
ř

ωx . Si γ “ 0, le volume est conservé, le transport de
l’énergie est superdiffusif et décrit par un processus de Lévy dirigé par un Laplacien fractionnaire.
Si γą 0, le volume n’est plus conservé, et on peut prouver que le transport de l’énergie devient
diffusif. Notre objectif est d’étudier le cas γ ÝÑ 0, avec λ d’ordre 1, et d’obtenir un “crossover”
pour le champ de fluctuations de l’énergie, dans une échelle de temps adaptée entre ces deux
différents régimes. Les résultats détaillés sont expliqués dans le Chapitre IV.

Note pour le lecteur – Les Chapitres II, III et IV peuvent être lus de manière indépendante. Les
notations sont rappelées lorsque nécessaires. Le Chapitre I donne une introduction plus détaillée
aux trois problèmes proposés dans cette thèse.

Cette thèse a été en partie financée par la Bourse française L’Oréal–UNESCO Pour les Femmes et la
Science.



Introduction (EN)

The qualitative laws of natural phenomena and their quantitative relations under very
simple circumstances, for example the conditions of equilibrium of a heavy parallelepiped
of edges in the ratio 1 : 2 : 3, can of course be pictured in the mind without starting
from a very large finite number of elements. However, as soon as one wants to specify
the quantitative laws for complicated conditions one always must start from differential
equations, that is first imagine a large finite number of points in the manifold, in short
one must think atomistically, and this is not altered by the fact that afterwards we can
increase the number of imagined points and so come arbitrarily close to the continuum
without ever reaching it.

BOLTZMANN, 18976

Deriving the Fourier law for heat conduction is a totally unsolved problem, which assumes a good
understanding of the underlying transport phenomena that are involved at a microscopic level.
The heat equation is known to be a macroscopic phenomenon, emerging after a diffusive rescaling
of space and time. There exist microscopic models for which the energy ballistically disperses: for
instance, it is well-known that the thermal conductivity is infinite in a linear system of interacting
oscillators [60]. Since the Fourier law is not valid for linear interactions, non-linearities in the
microscopic dynamics are needed. Precisely, they should give enough “chaoticity” such that locally
the system (in the macroscopic time scale) is in a state of so-called local equilibrium. This notion
involves a scale parameter N: in a region of linear size N´1, at a large time scale Na t (a ą 0), the
system is close to the equilibrium given by the temperature equal to the local average of kinetic
energy. In other words, the validity of the hydrodynamic equations (such as the heat equation)
should be due to good mixing properties of the microscopic dynamics.

From the Microscopic World to the Macroscopic World

Heat Equation for an Isolated System

Let us consider an isolated macroscopic system, with an initial non-uniform local temperature
T0pxq, e.g. a fluid or solid surrounded by adiabatic walls. At t ą 0, the local temperature evolves,

6Lectures on the Principles of Mechanics, as translated in Theoretical Physics and Philosophical Problems, D. Reidel
Publishing Company, Dordrecht, Holland (1974), p. 227-8.
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due to heat current, and the bulk temperature satisfies the conservation equation:

BTpx , tq

Bt
“∇ ¨ rDpTq∇Ts

where DpTq is the diffusion coefficient. This equation is to be thought with the initial condition
Tpx , 0q “ T0pxq, and suitable boundary conditions. The stationary state, achieved in the large
time limit, is given by a uniform temperature T˚. The flux JpTq :“ ´DpTq∇T is the amount
of heat transported through a unit surface per unit time and Tpx , t) is the local temperature.
This phenomenological relation was first proposed by Fourier in Théorie analytique de la chaleur
(Oeuvre de Fourier, Gauthier-Villars, Paris, 1822). Such an equation is expected to be valid close
to equilibrium. The very definition of the local energy flux JpTqpx , tq and of the temperature field
Tpx , tq relies on the local thermal equilibrium hypothesis.

At the microscopic scale, let a system of N" 1 particles evolve and interact according to Newton
laws. The ultimate (and still unachieved) goal would be to prove that in the large N limit, the
empirical energy converges in the diffusive time scale to the solution of the heat equation above.
In other words, starting with an initial state close to equilibrium, the system should relax towards
a stationary state, described by the Fourier law.

Local Thermal Equilibrium (LTE)

Proving local thermal equilibrium consists in defining a local temperature, for a macroscopically
small but microscopically large volume, at every point x for every time t. The quantities that are
used to describe systems in thermal equilibrium are assumed to be continuous functions of space
and time. One should be able to exhibit a macroscopically small volume V at a macroscopic point
x , namely small compared to the length scales on which typical macroscopic quantities change
noticeably, but large enough so that there are “many” particles in V. In addition, the time needed
to reach LTE should be small compared to the time scales on which macroscopic changes occur.
Eventually, each given small macroscopic region of the system reaches equilibrium, but different
regions may be in different equilibrium states, corresponding to different values of the parameters.

Microscopic Models

At the microscopic level, we assume that the physical system obeys the classical mechanics’ laws,
and has a finite number N of degrees of freedom. Its possible dynamical states can be viewed
as points ω in a 2N-dimensional space, with N position coordinates tqxu and N momentum
coordinates tpxu. Since we are looking for energy conservative systems, its dynamical state
ω “ pq1, ...,qN, p1, ..., pNq must lie on the energy surface SN

E :“ tHNpωq “ Eu, where HN is the
Hamiltonian function and Eą 0 is the initial energy of the system. For example, in the case of a
harmonic oscillators, the Hamiltonian is a quadratic form, and the energy surfaces are p2N´1q –
dimensional ellipsoids.
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More precisely, the Hamiltonian dynamics is given by the following equations of motions
$

’

’

’

&

’

’

’

%

dpxptq

dt
“´

BHN

Bqx

`

ωptq
˘

dqxptq

dt
“`

BHN

Bpx

`

ωptq
˘

for t ą 0 and x P t1, ..., Nu.

Since the total energy equals HNpωq, then one can easily check that the point ω always stays
on the energy surface along the time evolution of this conservative system. We say that HN is
a conserved quantity for the dynamical system. The microcanonical distribution is the natural
probability law for conservative systems, as it is concentrated on points ω with a definite energy
E, i.e. the uniform measure on the sphere SN

E .

All microscopic models are constructed in such a way that a family of canonical (Gibbs) states is
associated to the conservation laws of the underlying system. If HN is the only conserved quantity,
they are given by

dµN
T pωq :“

1

ZN
expp´T´1HNq

N
ź

i“1

dpidqi,

where T ą 0 and ZN is the normalization constant. If there are other quantities that remain
constant over the time evolution, the Gibbs states shall be modified to take into account the extra
conservation laws.

Microcanonical Ensemble and Ergodicity

The existence of LTE is strongly related to the notion of ergodicity for infinite systems, even if a
consensual definition of that notion is still missing, as explained for example in [79]. Roughly
speaking, in the finite-dimensional case, one wonder whether the system, after a long time
evolution, passes close to almost all the dynamical states compatible with energy conservation.
For finite systems, this is equivalent to prove that the microcanonical distribution is the only
time-invariant law of the dynamics [3]. If the system is ergodic, the microcanonical distribution
can then be used to calculate equilibrium values: suppose that f is some macroscopic observable
and that the system is started at time zero from a dynamical state ω, for which f pωq has a value
that may be very far from its equilibrium value. As time evolves, we expect the current value
to approach and stay very close to an equilibrium value, which is equal to the time average f ‹.
Ergodicity tells us that this equilibrium value is almost always equal to x f ymc, the average of f
with respect to the microcanonical law.

Proving ergodicity for generic finite dimensional Hamiltonian systems is an unsolved problem (see
for instance [66,82]). More precisely, since the work of Kolmogorov, Arnold and Moser in the 60’s,
we cannot expect ergodicity for generic sufficiently regular (and finite dimensional) Hamiltonians.
From a mathematical point of view, the derivation of macroscopic hydrodynamic equations relies
on the fact that the microscopic system stays in LTE for t ą 0. The so far strongest method worked
out in the last decade was initiated by Varadhan and his coworkers [70]. A sufficient condition for
their method to work (in some cases) is the following ergodicity type condition:

Every “regular” infinite state7, invariant with respect to both translations in the space
and the dynamics, is a mixture of canonical (infinite dimensional) Gibbs measures.

7Regularity means that the state has finite relative entropy (per unit volume) with respect to the Gibbs measure.
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In particular, ergodicity for finite dimensional systems is not really needed, and only the infinite
system has to be ergodic in the sense above. Thus, KAM results do not really impede the derivation
of hydrodynamic limits. Nevertheless, Fritz et al. [40] remark that such an ergodicity condition is
still very challenging for deterministic Hamiltonian systems.

Thermal Conductivity

As a second example of diffusion problems, let us consider a one-dimensional system in contact
with heat reservoirs at its extremities. The reservoirs specify a time invariant temperature at the
two boundary points: TL and TR. When the system comes to a stationary state, there is a non-zero
heat current JpTq, given by the Fourier law:

JpTq “ ´κpTq∇T,

where κpTq is the thermal conductivity. For a one-dimensional system of length N, the thermal
conductivity can be defined through the stationary flux of energy. In [33] it is shown that the
non-equilibrium stationary state for this dynamical system is unique, and we denote it by µN

ss. We
define ∆T “ TR ´ TL as the temperature difference, and the thermal conductivity of the finite
system, denoted by κN,∆T, as the following

κN,∆T :“´

ş

JN dµN
ss

∆T{N
“

“stationary energy current”

“mean temperature gradient”
.

Whenever
κpTq :“ lim

NÝÑ8
lim
∆TÝÑ0

κN,∆T

exists and is finite, then the conductivity is normal and the system is said to satisfy the Fourier
law [22].

The linear response theory gives another formula for κpTq, called the Green-Kubo formula. In the
previous example, suppose that the two boundary temperatures are equal: TL “ TR “ T. In this
case, the unique invariant measure is a real equilibrium state, denoted by µN

T (there is no heat
current across the system). One may consider that the non-equilibrium stationary state µN

ss is a
small perturbation of the equilibrium measure µN

T when the difference ∆T“ TR´ TL is small. Let
us define fss as the density of µN

ss with respect to the measure µN
T (see [16] for the existence and

regularity of fss), and write a formal Taylor expansion up to order 1:

fss “ 1`∆T ¨ u` op∆Tq,

where u is a formal function hardly computable. Formally, since the energy current has zero
average with respect to µN

T , one gets
ż

JN dµN
ss “∆T ¨

ż

pJNuq dµN
T ` op∆Tq.

The Green-Kubo thermal conductivity is defined as

κGKpTq “ ´ lim
NÝÑ8

N ¨
ż

pJNuq dµN
T .

This assumption implies, in particular, that the conditional distribution in any finite volume Λ, given the configuration
outside Λ, is absolutely continuous with respect to the Lebesgue measure.
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Further computations show that this formula involves current-current correlations. Let us consider
that the microscopic system is constituted by a chain of interacting atoms indexed by Z. We denote
by ex the energy of atom x , which reads

ex :“
p2

x

2mx
` Vpqx`1´ qxq,

where mx is the mass of the atom x , then p2
x{p2mxq states for the kinetic energy, and V is the

potential associated to the interaction between atoms. Since the dynamics conserves the total
energy, there exist energy currents jx ,x`1 (local functions of the system coordinates) such that

dex

dt
“ jx´1,xptq ´ jx ,x`1ptq.

Here, the current explicitly writes as

jx ,x`1 “´
px`1

mx`1
V1pqx`1´ qxq.

Following for instance [78], one can rewrite

κGKpTq “
1

T2

ÿ

xPZ

ż `8

0

"
ż

jx ,x`1ptq j0,1p0q dµT

*

dt.

In the above formula, two formal limits have to be taken, in space and time. For proving its
well-posedness, one needs a good control of time decay of the current-current correlations, a
difficult problem even for finite dimensional dynamical systems. For heuristic derivations of the
Green-Kubo formula, we refer the reader to [16, Chapters 5-6], [17,55].

It is well known, by numerical experiments and certain analytical considerations, that the thermal
conductivity diverges for one-dimensional systems of anharmonic oscillators with a momentum
conserving dynamics [64]. This is also consistent with some experimental results on the length
dependence of the thermal conductance of carbon nanotubes [27,80]. For a chain of harmonic
oscillators (the simplest and almost unique class of systems for which we can perform explicit
calculations), the stationary energy flux can be computed explicitly and does not decrease when
the size N of the system increases. This is due to the ballistic transport of energy carried by the
non-interacting phonons [60].

Main Issues Addressed in this Thesis

Hydrodynamic Limits

Hydrodynamic limits hold when non-linear partial differential equations are obtained through a
limiting procedure that involves scale changes, both in space and time. As already explained, the
challenge is to elucidate the relation between the microscopic world and the macroscopic world.
Since this program is out of the range of current mathematical techniques for purely Hamiltonian
systems, it has been proposed over the past few years to superpose a stochastic energy conserving
perturbation to the underlying deterministic dynamics. The purpose of these stochastic forces is to
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give ergodic and chaotic properties to the system, without modifying the macroscopic behavior of
the energy. In particular, purely harmonic Hamiltonian systems have energy transport independent
of the length of the chain, because of their infinitely many conserved quantities. In this thesis, we
focus on the harmonic case, and investigate the effect of different kinds of perturbation.

The proof for hydrodynamic limits is based on averaging principles: at a large time scale the
dynamics of each mesoscopic box, namely microscopically large, but macroscopically small, is
close to the equilibrium dynamics parametrized by its own energy. Usually, these energies evolve
through their currents, which have null averages with respect to all equilibrium measures. Hence,
a simple averaging of these currents (which would occur in a time scale of order N) would not
disperse any energy. We then look at the time scale N2, when the energy evolves due to the
fluctuations of the currents in equilibrium. We establish a central limit theorem for the energy
currents, and the thermal conductivity is given by the Green-Kubo formula. This conductivity
should be well-defined if the system at equilibrium has enough mixing properties.

Non-gradient Models

When the microscopic energy current jx ,x`1 can be written as a discrete gradient, the diffusive
behavior of the energy is easily guessed. In this case, the system is called gradient. However, the
models that are natural from the physical point of view, in particular the Hamiltonian systems, are
non-gradient. For these systems, the mathematical setting is hard to be rigorously analyzed.

For gradient models, the main strategy consists in replacing microscopic quantities by their
ensemble averages over a long period of time, thanks to local ergodicity. This procedure is not
sufficient for non-gradient models. Some of them have helpful properties that permit to replace
the energy current with the sum of a gradient plus an explicit fluctuating term. An example of
such models will be investigated in Chapter II: we introduce a Hamiltonian system of coupled
oscillators, whose dynamics is perturbed by a degenerate stochastic noise, which randomly flips
the sign of the velocities. The evolution yields two conservation laws (the energy and the length
of the chain), and the macroscopic behavior is given by a non-linear parabolic system.

General non-gradient models are even more challenging. Roughly speaking, the Fourier law
is established microscopically up to a small fluctuating term. One natural example of these
systems can be obtained by adding some disorder in the previous Hamiltonian model: in Chapter
III, we suppose the harmonic oscillators to evolve in a random environment, in addition to be
stochastically perturbed. Because of the high degeneracy of the noise, the hydrodynamic limits
procedure needs much more effort. For that reason, we only prove a macroscopic behavior that
holds at equilibrium: precisely, we show that energy fluctuations at equilibrium evolve according
to an infinite dimensional Ornstein-Uhlenbeck process. We conclude the chapter by explaining
what fails in the derivation of the hydrodynamic limits.

Anomalous Diffusion and Macroscopic Fluctuations

Over the last few years, anomalous behaviors have been observed for one-dimensional systems.
The divergence of the thermal conductivity is expected to hold for a deterministic Hamiltonian
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system when unpinned8, and more generically for dynamical systems which preserve momentum
in addition to the energy (see the review papers [31,64]). An energy superdiffusion is expected in
these cases, namely the thermal conductivity diverges as κN „ Nα, for some α P p0, 1q.

We still focus on the harmonic chain of oscillators (without disorder), and consider a new
degenerate stochastic noise. Following [18], we construct a simplified model which presents
several similarities with standard chains (e.g. the linearity of interactions, and the conservation
of energy). An anomalous diffusion transport can be observed for this system, because of the
conservation of an extra quantity.

Let us give a few details. The dynamical state is denoted by pω1, ...,ωNq. The new stochastic
perturbation under investigation is of exchange type, namely nearest neighbour values ωx and ωy

are exchanged at random Poissonian times. This perturbation conserves the so-called total volume
of the chain

ř

ωx , and the total energy
ř

ω2
x . Bernardin et al. [18] then prove that the thermal

conductivity defined by the Green-Kubo formula is infinite.

Recently, Bernardin et al. [12] went further and showed that the energy fluctuation field evolves
according to an infinite dimensional 3{4-fractional Ornstein-Uhlenbeck process, by using some
ideas introduced in [46]. With C. Bernardin, P. Gonçalves, M. Jara and M. Sasada, we follow their
approach, use some additional ideas from [5,11], and finally observe two distinct phenomena
from one microscopic system.

More precisely, we consider the simplified chain perturbed by the flip noise with intensity γ and
the exchange noise with intensity λą 0. The two noises conserve the energy

ř

ω2
x but only the

latter conserves the total volume
ř

ωx . If γ“ 0, the volume is conserved, the energy transport is
superdiffusive and described by a Levy process governed by a fractional Laplacian. If γą 0, the
volume is no longer conserved and one can prove that the energy transport is diffusive. Our aim
is to study the case γÝÑ 0, with λ of order 1, and to obtain a crossover in a suitable time scale
between these two very different regimes for the energy fluctuation field. The result is explained
in more details in Chapter IV.

Note for the reader – Chapters II, III and IV can be read independently of each other. All
notations are recalled when needed. The aim of Chapter I is to give a more detailed introduction
to the three problems under investigation.

This thesis has been partially supported by the French grant L’Oréal–Unesco Pour les Femmes et la
Science.

8A chain of oscillators is called unpinned when the pinning potential, sometimes denoted by Wpqq, vanishes.
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CHAPTER I

Preliminary

The intuitive idea behind the definition of global equilibrium by the Gibbs states is that
inevitably there are small perturbations not taken into account explicitly, which, in course
of time, lead to a maximally mixed state, the (mean) energy being the only conserved
quantity [...]. These perturbations – “a grain of dust in the system” – act as thermalizing
agents.

ROOS [73]

1 Fourier Law for a Microscopic Model of Heat Conduction

1.1 Infinite Harmonic Hamiltonian Systems

We start with performing explicit calculations for the class of purely harmonic chains. We briefly
recall how to derive the thermal conductivity for a harmonic crystal in dimension 1 in contact
with two heat reservoirs at different temperatures. Even if it has been known for a long time that
the conductivity of perfect harmonic crystals is infinite, the forthcoming computations provide a
good way to understand the main features of transport energy accross the system: in particular,
the latter is qualitatively very different than the diffusion predicted by Fourier law.

As Lebowitz and Bergmann [8], we can imagine the reservoirs made up of an infinite number of
identical noninteracting components, each of which interacts with the system at most once. It is
assumed that prior to the interaction the components of each reservoir are at equilibrium, with
some fixed temperature. We assume that the regions of the system in direct contact with a given
reservoir are essentially at the “temperature” of that reservoir. We refer the reader to [60,64] for
more details.

1.1.1 Modelisation

We consider a harmonic crystal containing N particles of unit mass, which can be represented as a
chain of N oscillators. Let ω “ pp1, ..., pN, q1, ..., qNq P R2N be the point in the phase space of the
system: px stands for the momentum of the oscillator at site x , and qx denotes its position. The
dynamics in the bulk of the chain is governed by the Hamiltonian HNpωq. We denote by t¨, ¨u the
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Poisson bracket, namely: for A and B two observables of the system,

tA,Bu :“
N
ÿ

x“1

"

BA

Bqx

BB

Bpx
´
BA

Bpx

BB

Bqx

*

.

We denote by dµN
t pωq the probability law on R2N which describes the state of the system at time

t. Under idealised assumptions, the collisions effect with the reservoirs may be represented by a
Fokker-Planck term (see [59,61]). We assume the reservoirs to be attached to each extremity of
the chain, one at temperature TL, the other one at temperature TR.

The density µN
t is assumed to satisfy the Liouville equation

BµN
t

Bt
`tµN

t ,HNu “ κ
B

Bp1

«

p1µ
N
t ` TL

BµN
t

Bp1

ff

`κ
B

BpN

«

pNµ
N
t ` TR

BµN
t

BpN

ff

, (I.1)

where κ is the “friction constant”. The right hand side of (I.1) represents the effects of collisions
with reservoir components.

Under very general conditions, µN
t converges to a stationary distribution µN

ss as t goes to 8.
This distribution corresponds to an equilibrium if TL “ TR. Otherwise it represents a stationary
non-equilibrium state in which there are heat currents flowing through the system. The harmonic
Hamiltonian (i.e. the total energy of the system) reads for instance

HNpωq :“
N
ÿ

x“1

p2
x

2
`

N
ÿ

x“0

pqx ´ qx`1q
2

2
,

with fixed boundaries, meaning that q0 “ qN`1 “ 0. Equation (I.1) rewrites as

BµN
t

Bt
“

2N
ÿ

i, j“1

#

Ai, j

B

Bωi

”

ω jµ
N
t

ı

`
1

2
Di, j

B2µN
t

BωiBω j

+

(I.2)

where A“ pAi, jq and D“ pDi, jq are two p2N, 2Nq-matrices that we write in terms of NˆN blocks:

A :“

˜

0 ´I
G κR

¸

D :“

˜

0 0
0 E

¸

.

Here, the tridiagonal matrix G and the two matrices R and E are defined as

Gi, j :“

$

&

%

2δi, j ´δi`1, j ´δi, j`1, if j “ 1, ..., N´ 1,

2δi,N´δi,N´1 if j “ N,

Ri, j :“ δi, jpδi,1`δi,Nq,

Ei, j :“ 2TiRi, j.

In other words, the equations of motion are given for x “ 1, ...,N by
#

9qx “ px

9px “ pqx`1´ 2qx ` qx´1q `δx ,1pξL´κ 9q1q `δx ,NpξR´κ 9qxq

where ξL and ξR are independent Wiener processes with zero mean and variance 2κTL and 2κTR

respectively.



1. FOURIER LAW FOR A MICROSCOPIC MODEL OF HEAT CONDUCTION 3

1.1.2 The Stationary State

The Gaussian stationary solution µN
ss of this equation (corresponding to BµN

ss{Bt “ 0) appears to be
of the form

dµN
sspωq :“

det
`

C´1{2
˘

p2πqN
exp

„

´
1

2

ÿ

i, j

ωiω j

Ci, j



dω,

where C is the symmetric covariance matrix defined as Ci, j :“
ş

ωiω jdµ
N
ss. By replacing the

definition of C into (I.2), one finds that

9C“ D´AC´CA˚

and the asymptotic stationary solutions can be determined from the following equation:

D“ AC`CA˚.

Once C is known, all the properties of the stationary state (heat flux, kinetic temperature) are
available. The explicit computation is done in [60,64]. When TL “ TR “ T, it is easy to see that
dµN

sspωq9expr´βHNpωqsdω, with β “ T´1.

From calculations it follows that position-position and velocity-velocity correlations are equal for
all pairs of particles px , yq such that x` y is constant. This fact can be explained qualitatively: the
boundary effects exponentially decay with x and y . We recall the explicit results obtained in [60]
and [64] without repeating the proof.

Kinetic temperature – The stationary kinetic temperature Tpxq of the atom x is defined as
Tpxq :“

ş

p2
x dµN

ss and is shown to be given by

Tpxq “
TL` TR

2

ˆ

1` 2
|TL´ TR|

TL` TR
Φpxq

˙

where Φ is an explicit function of the form

Φpxq :“
sinhrαpN´ xqs

sinhpαNq
, αą 0.

This unexpectedly implies that the temperature is higher near to the coldest reservoir. Because of
the exponential decay of Φ, in the bulk the temperature profile is constant as if the system were at
equilibrium at constant temperature.

Heat flux – Let us define the microscopic energy ex of the atom x as

ex :“
p2

x

2
`
pqx`1´ qxq

2

4
`
pqx ´ qx´1q

2

4
.

The stationary energy flux between particle x ´ 1 and x is then given for x “ 2, ..., N´ 1 by

jx´1,x “
1

2

ż

pqx´1´ qxqppx´1` pxq dµN
ss “

|TL´ TR|

κ
Φp1q.
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Therefore, jx´1,x is independent of the lattice position x in the stationary state, and coincides with
the energy flux j1 “ ´ jN coming from the reservoir at the left and going to the reservoir at the
right. If the local thermal equilibrium hypothesis would be valid, then it would imply that

ż

pxpqx`1´ qx´1qdµ
N
ss ÝÝÝÑNÝÑ8

0.

This convergence does not hold for this model. Besides, the heat flux is proportional to the
temperature difference rather than to the gradient. This proves that homogeneous harmonic
chains do not exhibit normal transport properties since the bulk conductivity diverges.

1.2 General Introduction to the Results of Chapter II

Chapter II is based on the published article [76] and aims at proving the Fourier law for a Hamil-
tonian system of N coupled harmonic oscillators, when perturbed by an additional conservative
mixing noise. This system is called the velocity-flip model. This procedure has been proposed to
overcome the lack of ergodicity of purely harmonic chains. Olla, Varadhan and Yau [70] introduced
a stochastic pertubation for the first time in the context of gas dynamics, and then [40] follows
this idea in the context of Hamiltonian lattice dynamics. We refer to [4,9,14,15,17,18,37,65] for
more recent related works.

We study the macroscopic behavior of the velocity-flip model as N goes to infinity, after rescaling
space and time with the diffusive scaling. The system is considered under periodic boundary
conditions – more precisely we work on the one-dimensional discrete torus TN :“ t0, ..., N´ 1u.
The configuration space is denoted by ΩN :“ pRˆRqTN . A typical configuration is given by
ω“ ppx , rxqxPTN

where px stands for the velocity of the oscillator at site x , and rx represents the
distance between oscillator x and oscillator x ` 1. The deterministic dynamics is described by the
harmonic Hamiltonian

HNpωq “
ÿ

xPTN

#

p2
x

2
`

r2
x

2

+

.

The stochastic perturbation is added only to the velocities, in such a way that the energy of
particles is still conserved. Nevertheless, the momentum conservation is no longer valid. The
added noise can be easily described: each particle independently waits an exponentially distributed
time interval and then flips the sign of velocity. The strength of the noise is regulated by the
parameter γą 0. The total deformation

ř

rx and the total energy
ř

pp2
x ` r2

x q{2 are the only two
conserved quantities. Therefore, the Gibbs states are parametrized by two potentials, temperature
and tension: for β ą 0 and λ P R, the equilibrium Gibbs measures µN

β ,λ on the configuration space
ΩN :“ pRˆRqTN are given by the product measures

dµN
β ,λ “

ź

xPTN

e´βex´λrx

Zpβ ,λq
drxdpx ,

where ex :“ pp2
x ` r2

x q{2 is the energy of the particle at site x , and Zpβ ,λq is the normalization
constant. The temperature is equal to β´1 and the tension is given by λ{β .
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1.3 Hydrodynamic Limits

The goal is to prove that the two empirical profiles associated to the conserved quantities converge
in the thermodynamic limit N ÝÑ8 to the macroscopic profiles rpt, ¨q and ept, ¨q which satisfy
an autonomous system of coupled parabolic equations. Let r0 : T ÝÑ R and e0 : T ÝÑ R be
respectively the initial macroscopic deformation profile and the initial macroscopic energy profile
defined on the one-dimensional torus T “ r0,1s. We shall show that the functions rpt, qq and
ept, qq defined on R`ˆT are solutions of

$

’

’

’

&

’

’

’

%

Btr“
1

γ
B

2
qr

Bte“
1

2γ
B

2
q

˜

e`
r2

2

¸ q P T, t P R` (I.3)

with the initial conditions rp0, ¨q “ r0p¨q and ep0, ¨q “ e0p¨q.

The initial probability measure µN
0 on the space of configurations ΩN is related to the two initial

profiles r0 and e0 in the following way:

DEFINITION I.1. A sequence tµNuN of probability measures on ΩN is a local equilibrium associated to
a deformation profile r0 : TÝÑ R and an energy profile e0 : TÝÑ p0,`8q if for every continuous
function G : TÝÑ R and for every δ ą 0, we have

$

’

’

’

’

’

&

’

’

’

’

’

%

lim
NÝÑ8

µN

«
ˇ

ˇ

ˇ

ˇ

ˇ

1

N

ÿ

xPTN

G

ˆ

x

N

˙

rx ´

ż

T
Gpqqr0pqqdq

ˇ

ˇ

ˇ

ˇ

ˇ

ą δ

ff

“ 0,

lim
NÝÑ8

µN

«
ˇ

ˇ

ˇ

ˇ

ˇ

1

N

ÿ

xPTN

G

ˆ

x

N

˙

ex ´

ż

T
Gpqqe0pqqdq

ˇ

ˇ

ˇ

ˇ

ˇ

ą δ

ff

“ 0.

EXAMPLE 1.1. For any integer N we define the probability measures

µN
e0p¨q,r0p¨q

pdr, dpq “
ź

xPTN

expp´β0px{Nqex ´λ0px{Nqrxq

Zpβ0p¨q,λ0p¨qq
drxdpx , (I.4)

where β0p¨q and λ0p¨q are related to e0p¨q and r0p¨q through thermodynamical identities (see
Equation (II.1)). The sequence

 

µN
e0p¨q,r0p¨q

(

N is a local equilibrium, and it is called the Gibbs local
equilibrium state associated to the macroscopic profiles e0 and r0. Both profiles are assumed to be
continuous.

The hydrodynamic limits procedure consists in proving that this property of local equilibrium
remains in force for the probability measure µN

tN2 (which represents the state of the system at time
tN2), and with the two time dependent profiles rpt, ¨q and ept, ¨q solutions of (I.3). We approach
this problem by using the relative entropy method, introduced for the first time by H. T. Yau [83]
for a gradient diffusive Ginzburg-Landau dynamics. Let us recall that a conservative system
is called gradient if the currents corresponding to the conserved quantities are gradients. For
non-gradient models, Varadhan [82] has proposed an effective approach. Funaki et al. followed
his ideas in [41] to extend the relative entropy method to some non-gradient processes and
introduced the concept of local equilibrium state of second order approximation.
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1.4 The Relative Entropy Method

The usual relative entropy method works with two time-dependent probability measures. Let us
denote by µN

0 the Gibbs local equilibrium associated to a deformation profile r0 and an energy
profile e0 (Definition I.1 above). As we work in the diffusive scaling, we look at the state of the
process at time tN2. For the sake of simplicity, we now denote it by µN

t . Let µN
ept,¨q,rpt,¨q be the Gibbs

local equilibrium associated to the profiles rpt, ¨q and ept, ¨q that are solutions of the system (I.3).

If we denote by f N
t and φN

t , respectively, the densities of µN
t and µN

ept,¨q,rpt,¨q with respect to a
reference equilibrium measure µN

˚
:“ µN

1,0, we guess that φN
t is a good approximation of the

unknown density f N
t . The existence of these two densities is justified in Section 2.1, Chapter II.

We measure the distance between these two densities by their relative entropy

HNptq :“
ż

ΩN
f N
t pωq log

f N
t pωq

φN
t pωq

dµN
˚
pωq.

Then, the strategy is to prove that

lim
NÝÑ8

HNptq

N
“ 0, (I.5)

and deducing that the hydrodynamic limit holds (for this last step, see [16,49,70]). In the context
of diffusive systems, the relative entropy method can be used if the following conditions are
satisfied.

• First, the dynamics has to be ergodic: the only time and space invariant measures for the
infinite system, with finite local entropy, are given by mixtures of the Gibbs measures in
infinite volume µβ ,λ (defined in (II.4)). From [40], we know that the velocity-flip model is
ergodic in the sense above (see Theorem II.4, Chapter II, for a precise statement).

• Next, we need to establish the so-called fluctuation-dissipation equations in the mathematics
literature. Such equations express the microscopic current of energy (which here is not
a discrete gradient) as the sum of a discrete gradient and a fluctuating term. More
precisely, the microscopic current of energy, denoted by jx ,x`1, is defined by the local energy
conservation law

Lex “∇ jx´1,x

where L is the generator of the infinite dynamics. The standard approach consists in proving
that there exist local functions fx and hx such that the following decomposition holds

jx ,x`1 “∇ fx `Lhx . (I.6)

Equation (I.6) is called a microscopic fluctuation-dissipation equation. The term Lhx , when
integrated in time, is a martingale. Roughly speaking, Lhx represents rapid fluctuation,
whereas ∇ fx represents dissipation. Gradient models are systems for which hx “ 0 with the
previous notations. In general, these equations are not explicit but we are able to compute
them in our model (see (V.9) and (V.10)).

• Finally, since we observe the system on a diffusive scale and the system is non-gradient,
we need second order approximations. If we want to obtain the entropy estimate (I.5) of
order opNq, we can not work with the measure µN

ept,¨q,rpt,¨q, but we have to correct the Gibbs
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local equilibrium state with a small term. This idea was first introduced in [41] and then
used in [81] for interacting Ornstein-Uhlenbeck processes, and in [56] for the asymmetric
exclusion process in the diffusive scaling. However, as far as we know, it is the first time that
this is applied for a system with several conservation laws.

Recently, Even et al. [37] used the relative entropy method for a stochastically perturbed Hamilto-
nian dynamics which is quite close to the dynamics of this work: the time evolution is governed by
the same Hamiltonian of anharmonic oscillators but the process is perturbed by a different noise:
velocities are exchanged and not flipped. Besides, the boundary conditions are mechanical instead
of periodic. Contrary to this work, the model is studied in the hyperbolic scale, so that the authors
do not need to modify the local equilibrium state.

1.5 Technical Novelties

Up to present, the derivation of hydrodynamic equations for the harmonic oscillators perturbed
by the velocity-flip noise was not rigorously achieved [14], mainly because the control of large
energies has not been considered so far. Indeed, to perform the relative entropy method, we need
to control the moments

ż
„

1

N

ÿ

xPTN

|px |
k



dµN
t , (I.7)

for all k ě 1, uniformly in time and with respect to N. In fact, the only first several moments
are necessary to cut-off large energies (as it is explained in Section 2.2, Chapter II) and we need
all the others to obtain the Taylor expansion which appears in the relative entropy method (see
Proposition II.7 and Lemma V.4). Usually, the entropy inequality (II.17) reduces the control of
(I.7) to the estimate of the following equilibrium exponential moments

ż

exppδ|px |
k
q dµN

1,0

with δ ą 0 small. Unfortunately, in our case these integrals are infinite for any k ě 3 and any
δ ą 0.

To avoid this problem, we could cut-off large velocities by taking a relativistic kinetic energy (as
done in [70]). Nevertheless, we should change the physics of the problem by modifying the
Liouville operator, and consequently the fluctuation-dissipation equations would not be available
any more. Similar difficulties have already appeared in other models: in [19], Bertini et al. do not
have these precious exponential moments to derive rigorously their results. In another context,
Bonetto et al. [21] study the heat conduction in anharmonic crystals with self-consistent reservoirs,
and need energy bounds to complete their results. Bernardin [9] deals with a harmonic chain
perturbed by a stochastic noise which is different from ours but has the same motivation: energy
is conserved, momentum is not. He derives the hydrodynamic limit for a particular value of the
intensity of the noise. In this case the hydrodynamic equations are simply given by two decoupled
heat equations. The author highlights that good energy bounds are necessary to extend his work
to other values of the noise intensity. In fact, only the following weak form is proved in his paper:

lim
NÝÑ`8

ż

«

1

N2

ÿ

xPTN

p4
x

ff

dµN
t “ 0.
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We get uniform control of (I.7) (see Theorem II.3, Chapter II), thanks to a remarkable property of
our model: the set of convex combinations of Gaussian measures is preserved by the dynamics.
This is one of the main technical novelties in our work.

2 Thermal Conductivity in Disordered Chains of Oscillators

2.1 Effect of Disorder for the Purely Harmonic Chain

Chapter III is based on the submitted paper [77], and addresses diffusion problems for chains
of oscillators with random defects. The presence of impurities may strongly affect the thermal
conductivity. Thus, without introducing anharmonic potentials (and then non-linearities), we
attempt a further comprehension of the disorder impact on heat conduction.

The disordered (and purely deterministic) harmonic chain of N oscillators was introduced in [26]
and since then has attracted a lot of interest. After the first analyses of [26, 30], Ajanki and
Huveneers [1] study this disordered chain when coupled at the boundaries to Langevin heat baths,
with respective temperatures TR and TL. They prove that

E
„
ż

JN dµN
ss



„ pTR´ TLqN
´3{2

in the limit NÝÑ8, where E states for the expectation with respect to the random environment.
As for the ordered case, the proof relies on an explicit representation of the current in terms of
matrix elements.

The aim of Chapter III is to study the diffusive behavior for the disordered harmonic chain,
but still perturbed by an energy conserving noise. Thanks to the stochastic perturbation, the
conductivity of the one-dimensional chain should become finite and positive. We also expect that
some homogenization effect occurs and that the conductivity does not depend on the statistics of
the disorder in the thermodynamic limit.

2.2 When the Disorder Chain is Perturbed by a Stochastic Noise

The disorder effect has already been investigated for lattice gas dynamics, for example in [38,47,
68,71]. These papers share one main feature: the models are non-gradient due to the presence of
the environment. Non-gradient systems are usually solved by establishing a microscopic Fourier
law up to a small fluctuating term, following the sophisticated method initially developed by
Varadhan in [82], and generalized to non-reversible dynamics [51]. The previous works mainly
deal with symmetric systems of particles that evolve according to an exclusion process in random
environment: the particles are attempting jumps to nearest neighbor sites at rates which depend
on both their position and the objective site, and the rates themselves come from a quenched
random field. Different approaches are adopted to tackle this non-gradient system: whereas the
standard Varadhan’s method is helpful only in dimension d ě 3 [38], the “long jump” variation
developed by Quastel in [71] is valid in all dimensions.

The study of disordered chains of oscillators perturbed by a conservative noise has appeared
more recently, see by instance [10, 13, 32]. In these papers, only the behavior of the thermal
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conductivity defined by the Green-Kubo formula is investigated. Here, the diffusion coefficient is
defined through fluctuating hydrodynamics.

Our first motivation was to investigate the same chain of harmonic oscillators as in Chapter
II, still perturbed by the velocity-flip noise, but now provided with i.i.d. random masses. This
makes all previous computations pointless: if the system evolves in a random medium, the
fluctuation-dissipation decomposition does not hold microscopically, because the fluctuations
induced by the random environment are too large. As a consequence, such a decomposition can
only be approximated by a sequence of local functions, in the sense that the difference has a small
space-time variance with respect to the dynamics in equilibrium. The main ingredients of the
usual non-gradient method are: first, a spectral gap for the symmetric part of the dynamics, and
second, a sector condition for the total generator.

Our model has special features that enforce the Varadhan’s method to be considered with new
perspectives. In particular, the symmetric part of the generator is poorly ergodic, and does not
have a spectral gap when restricted to microcanonical manifolds. Moreover, due to the degeneracy
of the noise, the asymmetric part of the generator is difficult to control by its symmetric part (in
technical terms, the sector condition does not hold), with the only velocity-flip noise. Besides,
let us remark that the energy current depends on the disorder, and has to be approximated by a
fluctuation-dissipation equation which takes into account the fluctuations of the disorder itself.

2.3 Non-Gradient Approach with Degenerate Perturbations

Because of the high degeneracy of the velocity-flip noise, we add a second stochastic perturbation,
that exchanges velocities (divided by the square root of mass) and positions at random independent
Poissonian times, so that a weak sector condition can be proved (see Proposition III.15, Chapter
III). However, the spectral gap estimate and the usual sector condition still do not hold when
adding the exchange noise, meaning that the stochastic is still very degenerate. The harmonic
chain has helpful properties, in particular the generator of the dynamics preserves the degree of
polynomials, and even a degenerate noise is sufficient to follow Varadhan’s approach. The sector
condition and the non-gradient decomposition are only needed for a specific class of functions.
The stochastic noise still does not have a spectral gap, but it does make no harm. Contrary to
the standard Varadhan’s approach, we do not need to prove any general result concerning the
so-called closed forms (we refer to [49,75] for the general theory). As far as we know, this is the
first time that the non-gradient method is used successfully without the spectral gap estimate nor
the usual sector condition.

2.4 Macroscopic Energy Fluctuations and Thermal Conductivity

For the non-linear ordered chain investigated in [69], one need a less degenerate noise than ours,
in particular both the spectral gap and the sector condition hold. The authors show that ideas
from Varadhan’s method can be used to prove a diffusive behavior of the energy: its fluctuations
in equilibrium evolve following an infinite Ornstein-Uhlenbeck process. The covariances character-
izing this linearised heat equation are given in terms of the diffusion coefficient, which is defined
through a variational formula.
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We show that the diffusion coefficient can be equivalently defined by the Green-Kubo formula.
More precisely, the latter is the space-time variance of the current at equilibrium, which is only
formal in the sense that a double limit (in space and time) has to be taken. As in [10], we
prove here that the limit is well-defined, and that the homogenization effect occurs for the Green-
Kubo formula: for almost every realization of the disorder, the thermal conductivity exists, is
independent of the disorder, is positive and finite.

Finally, let us introduce γ ą 0 the intensity of the flip noise, and λ ą 0 the intensity of the
exchange noise. We denote the diffusion coefficient by Dpλ,γq when obtained through the
variational formula in the Varadhan’s method, and by sDpλ,γq when defined through the Green-
Kubo formula. We prove that the two conductivities are equal: Dpλ,γq “ sDpλ,γq, when the two
intensities λ,γ are positive. In addition, in Chapter III we show (Theorem III.23) that the Green-
Kubo formula remains well-defined when λ “ 0, namely: sDp0,γq exists, is finite and positive.
Finally, Theorem III.26 states that Dpλ,γq tends to sDp0,γq as λ goes to 0. The existence question
for Dp0,γq, when defining through hydrodynamics (or even fluctuating hydrodynamics) remains
open.

2.5 Description of the Results in Chapter III

Let us now be more precise on the model and the convergence result of Chapter III. As before, we
investigate the harmonic Hamiltonian system described by the sequence tpx , rxuxPTN

. The only
difference is that each atom x P Z has a mass Mx ą 0, and then the velocity of atom x is given
by px{Mx . We assume the disorder M :“ tMxuxPZ to be a collection of real i.i.d. positive random
variables such that

@ x P Z,
1

C
ďMx ď C,

for some finite constant Cą 0. The equations of motions are given for x P TN by

$

’

’

&

’

’

%

dpx

dt
“ rx ´ rx´1,

drx

dt
“

px`1

Mx`1
´

px

Mx
.

The dynamics conserves the total energy

E :“
ÿ

xPTN

#

p2
x

2Mx
`

r2
x

2

+

.

To overcome the lack of ergodicity of deterministic chains, we add a stochastic perturbation to this
new dynamics, so that the convergence of the energy fluctuations distribution holds (Theorem
III.29). The noise can be easily described: at independently distributed random Poissonian times,
the quantity px{

?
Mx and the interdistance rx are exchanged with intensity λ, or the momentum

px is flipped into ´px with intensity γ. This noise still conserves the total energy E , and is very
degenerate.

Even if Theorem III.29 could be proved mutatis mutandis for this stochastically perturbed disor-
dered harmonic chain, for pedagogical reasons we now focus on a simplified model (as in [18]),
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which has exactly the same features and involves less painful computations. From now on, we
study the dynamics on the new configurations tηxuxPTN

written as

mxdηx “ pηx`1´ηx´1qdt, (I.8)

where m :“ tmxuxPTN
is the new disorder with the same characteristics as before. It is notationally

convenient to change the variable ηx into ωx :“
?

mxηx , and the total energy reads

E “
ÿ

xPTN

ω2
x .

Let us now introduce the corresponding stochastic energy conserving dynamics: the evolution
is described by (I.8) between random exponential times, and at each ring one of the following
interactions can happen:
a. Exchange noise – two nearest neighbour variables ωx and ωx`1 are exchanged;
b. Flip noise – the variable ωx at site x is flipped into ´ωx .

With these two perturbations, the dynamics conserves the total energy only, the other important
conservation laws of the Hamiltonian part being destroyed by the stochastic noises. As a result,
the following family tµN

βuβą0 of grand-canonical Gibbs measures is invariant for the process:

µN
βpdωq :“

ź

xPTN

d

2π

β
exp

ˆ

´
β

2
ω2

x

˙

dωx . (I.9)

The index β stands for the inverse of the temperature. Notice that µβ does not depend on the
disorder, and that the dynamics is not reversible with respect to the measure µβ . We define eβ as
the thermodynamical energy associated to β , namely the expectaction of ω2

0 with respect to µβ ,
and χpβq “ 2β´2 as the variance of ω2

0 with respect to µβ .

Energy fluctuations at equilibrium – We consider the system starting with µβ and we denote
by Eβ the expectation for the stochastic dynamics starting with this invariant distribution. We
prove a diffusive behavior for the energy: first, define the distributions-valued energy fluctuation
field

YN :“
1
?

N

ÿ

xPTN

δx{N

 

ω2
xp0q ´ eβ

(

.

It is well-known that YN converges in distribution as NÝÑ8 towards a centered Gaussian field
Y, which satisfies

Eβ
“

YpFqYpGq
‰

“ χpβq

ż 1

0
FpyqGpyqdy,

for good test functions F,G. In Chapter III we prove that these energy fluctuations evolve diffusively
in time (Theorem III.29). More precisely, the following distribution-valued process

YN
t “

1
?

N

ÿ

xPTN

δx{N

 

ω2
xptN

2
q ´ eβ

(

converges in law as NÝÑ8 to the solution of the linear Stochastic Partial Differential Equation
(SPDE)

BtY “ DB2
yYdt `

b

2DχpβqByBpy, tq,

where D :“ Dpλ,γq is the diffusion coefficient which has various expressions, and B is the standard
normalized space-time white noise.
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Hydrodynamic limits – Finally, we could think of using the entropy method to derive the
hydrodynamic equation. For that purpose, the initial law is not the equilibrium measure µN

β ,
but a local equilibrium measure (Definition I.1 above). We conjecture that this property of local
equilibrium propagates in time. In other words, let e0 : TÝÑ R be a bounded function. The goal
would be to show that the empirical energy profile converges in the thermodynamic limit to the
macroscopic profile ept, ¨q : TÝÑ R solution of

$

’

&

’

%

Be

Bt
pt, uq “ D

B2e

Bu2 pt, uq, t ą 0, u P T,

ep0, uq “ e0puq.

Unfortunately, even if the diffusion coefficient is well-defined through the non-gradient approach,
this does not straightforwardly provide a method to derive the hydrodynamic limits. We conclude
Chapter III by highlighting the step where the usual techniques fail.

3 From Normal to Super Energy Diffusion in the Evanescent
Flip Noise Limit

3.1 Energy Superdiffusion for One-Dimensional Chains of Oscillators

In Chapter IV, we present the results of a joint work with Cédric Bernardin (Université de Nice),
Patrícia Gonçalves (PUC, Rio de Janeiro), Milton Jara (IMPA, Rio de Janeiro) and Makiko Sasada
(Keio University, Tokyo).

Anomalous diffusion for one-dimensional systems has attracted a lot of interest over the last few
years. Several features of these models have been investigated. In [4] the thermal conductivity
is proved to be infinite for an unpinned harmonic chain of oscillators perturbed by an energy-
momentum conserving noise. Let us notice that when the stochastic perturbations of harmonic
systems do not conserve momentum, the thermal conductivity is always finite [15, 20]. The
Green-Kubo formalism is convenient to derive transport properties from the knowledge of the
equilibrium state, without any reference to heat baths. In this context the analytic results for heat
conduction always involve a calculation of the current-current correlation function.

Recently, in [12] Bernardin et al. study the infinite dynamical system tωxuxPZ on RZ which can be
described as the following: the equations of motion are given by

dωx “ pωx`1´ωx´1qdt, (I.10)

and, in addition, the nearest neighbours quantities ωx and ωx`1 are exchanged at random
Poissonian times. The authors present a general method to prove that under the subdiffusive scale
tN3{2, the energy-energy correlation function is given at the large N limit by the solution of the
fractional heat equation with exponent 3{4. This system is very close to the one introduced in
Chapter III, except that masses equal 1 and the flip noise vanishes.
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3.2 Energy Fluctuation Field and Fluctuation-Dissipation Equation

Let us define the distribution-valued energy fluctuation field EtNa in the time scale tNa (a ą 0) as

EtNap f q :“
1
?

N

ÿ

xPZ
f
´ x

N

¯

 

ω2
xptN

aq ´ β´1
(

,

where f is a smooth function defined on R. If we add the flip noise of intensity γ ą 0 to the
previous dynamics, the results of Chapter III show that EtN2 converges as N ÝÑ 8 towards an
infinite dimensional Ornstein-Uhlenbeck process solution of a linear SPDE. Actually, we could
prove this convergence without using the non-gradient Varadhan’s approach (that we absolutely
need if random masses are added).

Let us give a rough explanation. Without any disorder, the deterministic dynamics defined by
(I.10) has the same features as the harmonic chain of oscillators investigated in Chapter II. With
the only flip noise, the diffusive behavior of the energy can be entirely solved thanks to an explicit
fluctuation-dissipation equation of the form (I.6). Since the computation is within easy reach,
hereafter we go into more details.

Deterministic system (I.10) perturbed by the only flip noise – Let us denote by L the total
generator of the infinite1 dynamics tωxptq ; t ě 0uxPZ. The generator L is decomposed as the sum
L “ A` S, where A corresponds to the deterministic evolution (I.10) and S flip represents the
stochastic perturbation. More precisely, S flip and A act on local, smooth and bounded functions
f : RZ ÝÑ R as follows

A f pωq :“
ÿ

xPZ
pωx`1´ωx´1q

B f

Bωx
pωq,

S flip f pωq :“
1

2

ÿ

xPZ

 

f pωx
q ´ f pωq

(

,

where ωx is the configuration obtained from ω by changing ωx into ´ωx . The total energy
ř

ω2
x is preserved by the evolution, and therefore there exist energy currents jx ,x`1 satisfying

Lpω2
xq “ jx ,x`1´ jx´1,x . Here, the energy currents read

jx ,x`1 “ 2ωxωx`1.

A straightforward computation show that

jx ,x`1 “∇pω2
x `ωx´1ωx`1q ´Lpωxωx`1q,

where ∇ is the discrete gradient. In other words, an exact fluctuation-dissipation relation holds,
and only involves local functions: the situation is exactly similar to the velocity-flip model
investigated in Chapter II.

The additional exchange noise – Following [12,18] we now add to the dynamics the exchange
noise, described by the generator

Sexch f pωq “
1

2

ÿ

xPZ

 

f pωx ,x`1q ´ f pωq
(

,

1We report to Chapter IV more details on the existence of the infinite system.
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where ωx ,x`1 is obtained from ω by exchanging ωx and ωx`1. The first consequence of this
additional perturbation is the apparition of an extra gradient term in the current, which has no
impact on the existence of the fluctuation-dissipation equation. The second consequence has
a stronger effect: in fact, there is no real hope any more to write such a decomposition with
local functions. However, we are able to obtain non-local explicit functions f and g such that
j0,1 “∇p f q `Lpgq.

Recently, Basile et al. [5] show that a good control of these functions (w.r.t. suitable norms) is
sufficient to prove the diffusive behavior of the energy fluctuation field. The key point of the
argument is the so-called Boltzmann-Gibbs principle, which was first introduced by Brox and
Rost [24]. Roughly speaking, this principle states that the space-time fluctuations of any field
associated to an energy conservative model can be written as a linear functional of the energy
field. In our case, the same ideas from [5] can be adapted to prove the convergence of EtNa . This
is explained in more details in Chapter IV.

3.3 Two Regimes in the Evanescent Flip noise

Let us consider that the flip noise (resp. the exchange noise) is given with an intensity γą 0 (resp.
an intensity λ ą 0). In other words, the total generator writes L “ A` γS flip ` λSexch. We are
interested in the energy transport in the limit γ ÝÑ 0. For that purpose, we assume that there
exist two parameters c, b ě 0 such that

γ“
c

Nb .

If c “ 0 (or equivalently b “ `8), we recover the model of [12], and the energy transport is
superdiffusive. If b “ 0, we are in the case described above, and a non-local fluctuation-dissipation
equation permits to prove a diffusive behavior.

In Chapter IV we describe with more details the regimes where these two distinct phenomena
hold. If b ă 2{3, the space-time rescaling tN2´b{2 gives rise to the heat equation. If b ą 1, in the
space-time rescaling tN3{2 the energy fluctuation field is governed by the 3{4-fractional Laplacian.
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Hydrodynamic Limits for the Velocity-Flip Model
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We study the diffusive scaling limit for a chain of N coupled oscillators. In order to
provide the system with good ergodic properties, we perturb the Hamiltonian dynamics
with random flips of velocities, so that the energy is locally conserved. We derive the
hydrodynamic equations by estimating the relative entropy with respect to the local
equilibrium state, modified by a correction term (EXTRACTS FROM [76]).

1 Introduction to the Model and Main Results

1.1 Harmonic Chain and Velocity-Flip Noise

We consider the unpinned harmonic chain perturbed by the momentum-flip noise. Each particle
has the same mass that we set equal to 1. The configuration space is denoted by ΩN :“ pRˆRqTN .
A typical configuration is ω “ pr,pq P ΩN, where r “ prxqxPTN

and p “ ppxqxPTN
. The generator

of the dynamics is given by LN :“AN` γSN, where, for any continuously differentiable function
f : ΩN ÝÑ R,

ANp f q :“
ÿ

xPTN

rppx`1´ pxq Brx
f ` prx ´ rx´1q Bpx

f s

and

SNp f qpr,pq :“
1

2

ÿ

xPTN

r f pr,pxq ´ f pr,pqs .

Here px is the configuration obtained from p by the flip of px into ´px . The parameter γ ą 0
regulates the strength of the random flip of momenta.

The operator AN is the Liouville operator of a chain of interacting harmonic oscillators, and SN is
the generator of the stochastic part of the dynamics that flips at random time the velocity of one
particle. The dynamics conserves two quantities: the total deformation of the lattice R“

ř

xPTN
rx
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and the total energy E “
ř

xPTN
ex , where ex “ pp

2
x ` r2

x q{2. Observe that the total momentum is
no longer conserved.

The deformation and the energy define a family of invariant measures depending on two pa-
rameters. For β ą 0 and λ P R, we denote by µN

β ,λ the Gaussian product measure on ΩN given
by

µN
β ,λpdr, dpq “

ź

xPTN

e´βex´λrx

Zpβ ,λq
drxdpx .

An easy computation gives that the partition function satisfies

Zpβ ,λq “
2π

β
exp

˜

λ2

2β

¸

.

In the following, we shall denote by µr¨s the expectation with respect to the measure µ. We
introduce L2pµN

β ,λq, the space of functions f defined on ΩN such that µN
β ,λr f

2s ă `8. This is a
Hilbert space, on which AN is antisymmetric and SN is symmetric.

The thermodynamic relations between the averages of the conserved quantities r̄ P R and ē P
p0,`8q, and the potentials β P p0,`8q and λ P R are given by

$

’

’

’

&

’

’

’

%

ēpβ ,λq :“ µN
β ,λrexs “

1

β
`
λ2

2β2 ,

r̄pβ ,λq :“ µN
β ,λrrxs “ ´

λ

β
.

(II.1)

Let us notice that

@ β P p0,`8q,@ λ P R, ēpβ ,λq ą
r̄2pβ ,λq

2
.

We assume that the initial probability law µN
0 is close to a local equilibrium (see Definition I.1,

Chapter I), recalling that a local equilibrium is a sequence µN of probability measures that satisfies
$

’

’

’

’

’

&

’

’

’

’

’

%

lim
NÝÑ8

µN

«
ˇ

ˇ

ˇ

ˇ

ˇ

1

N

ÿ

xPTN

G

ˆ

x

N

˙

rx ´

ż

T
Gpqqr0pqqdq

ˇ

ˇ

ˇ

ˇ

ˇ

ą δ

ff

“ 0 ,

lim
NÝÑ8

µN

«
ˇ

ˇ

ˇ

ˇ

ˇ

1

N

ÿ

xPTN

G

ˆ

x

N

˙

ex ´

ż

T
Gpqqe0pqqdq

ˇ

ˇ

ˇ

ˇ

ˇ

ą δ

ff

“ 0 ,

for two given profiles e0 : T ÝÑ p0,`8q and r0 : T ÝÑ R, for every continuous function
G : TÝÑ R and for every δ ą 0. We recall that the Gibbs local equilibrium state associated to the
macroscopic profiles e0 and r0 is defined as the following:

DEFINITION II.1. For any integer N we define the Gibbs local equilibrium states as

µN
β0p¨q,λ0p¨q

pdr, dpq “
ź

xPTN

expp´β0px{Nqex ´λ0px{Nqrxq

Zpβ0p¨q,λ0p¨qq
drxdpx , (II.2)

where β0p¨q and λ0p¨q are related to e0p¨q and r0p¨q by (II.1)
#

e0p¨q “ ēpβ0p¨q,λ0p¨qq ,

r0p¨q “ r̄pβ0p¨q,λ0p¨qq .

Both profiles are assumed to be continuous.
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To establish the hydrodynamic limit corresponding to the two conservation laws, we look at the
process with generator N2LN, namely in the diffusive scale. The configuration at time tN2 is
denoted by ωN

t , and the law of the process pωN
t qtě0 is denoted by µN

t .

1.2 The Thermodynamic Entropy

The function
Spe, rq “ inf

βą0,λPR

 

λr` βe` log Zpβ ,λq
(

is called the thermodynamic entropy. An easy computation, coming from the explicit expression of
the partition function, gives

Spe, rq “ 1` logp2πq ` log
´

e´
r2

2

¯

, when e´
r2

2
ą 0 .

The relations (II.1) can be inverted according to

λpe, rq “
BSpe, rq

Br
, βpe, rq “

BSpe, rq

Be
.

These two equalities, together with (II.1), show that there exists a bijection between the two
sets

 

pβ ,λq P R2 ; β ą 0
(

and
 

pe, rq P R2 ; eą r2{2
(

. From the equations above, the inverted
relations can be written as

λpe, rq “ ´
r

e´ r2{2
, βpe, rq “

1

e´ r2{2
.

We denote by Ψ the function

Ψ :
 

pe, rq P R2 ; eą r2{2
(

ÝÑ
 

pβ ,λq P R2 ; β ą 0
(

pe, rq ÞÑ

ˆ

1

e´ r2{2
, ´

r

e´ r2{2

˙

.

If η “ pe, rq and χ “ pβ ,λq satisfy the relations (II.1), then η and χ are said in duality and we
have

´Spe, rq ` logZpβ ,λq “ ´η ¨χ . (II.3)

Here, the notation a ¨ b stands for the usual scalar product between a and b.

1.3 Hydrodynamic Equations

Let µ and ν be two probability measures on the same measurable space pX,Fq. We define the
relative entropy Hpµ|νq of the probability measure µ with respect to the probability measure ν by

Hpµ|νq “ sup
f

"
ż

X
f dµ´ log

ˆ
ż

X
e f dν

˙*

,

where the supremum is carried over all bounded measurable functions f on X. The Gibbs states in
infinite volume are the probability measures µβ ,λ on Ω“ pRˆRqZ given by

µβ ,λpdr, dpq “
ź

xPZ

e´βex´λrx

Zpβ ,λq
drxdpx . (II.4)

We denote by τxϕ the shift of ϕ: pτxϕqpωq “ ϕpτxωq “ ϕpωpx`¨ qq. In this article the following
theorem is proved.
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THEOREM II.1. Let tµN
0 uN be a sequence of probability measures on ΩN which is a local equilibrium

associated to a deformation profile r0 and an energy profile e0 such that e0 ą r2
0{2 (see (II.2)). We

denote by β0 and λ0 the potential profiles associated to r0 and e0:

pβ0,λ0q :“Ψpe0, r0q .

We assume that
H
´

µN
0 |µ

N
β0p¨q,λ0p¨q

¯

“ opNq

and that the initial profiles are continuous. We also assume that the energy moments are bounded:
let us suppose that there exists a positive constant C which does not depend on N and t, such that

@ k ě 1, µN
t

«

ÿ

xPTN

ek
x

ff

ď pCkqk N . (II.5)

Let G be a continuous function on the torus T and ϕ be a local function which satisfies the following
property: there exists a finite subset Λ Ă Z and a constant C ą 0 such that, for all ω P ΩN,
ϕpωq ď C

`

1`
ř

iPΛ eipωq
˘

. Then,

µN
t

«
ˇ

ˇ

ˇ

ˇ

ˇ

1

N

ÿ

x

G

ˆ

x

N

˙

τxϕ´

ż

T
Gpyq ϕ̃pept, qq, rpt, qqqdq

ˇ

ˇ

ˇ

ˇ

ˇ

ff

ÝÝÝÑ
NÝÑ8

0

where ϕ̃ is the grand-canonical expectation of ϕ: in other words, for any pe, rq P R2 such that
eą r2{2, let pβ ,λq “Ψpe, rq then

ϕ̃pe, rq “ µβ ,λrϕs “

ż

pRˆRqZ
ϕpωq dµβ ,λpωq .

Besides, e and r are defined on R`ˆT and are solutions of
$

’

’

’

&

’

’

’

%

Btr“
1

γ
B

2
qr ,

Bte“
1

2γ
B2

q

˜

e`
r2

2

¸

,
q P T, t P R, (II.6)

with the initial conditions rp¨, 0q “ r0p¨q and ep¨, 0q “ e0p¨q.

REMARK 1.1. 1. In order to prove the theorem, we shall show afterwards that

H
´

µN
t |ν

N
χtp¨q

¯

“ opNq.

Here νN
χtp¨q

is a probability measure which is close to the Gibbs local equilibrium µN
βpt,¨q,λpt,¨q

(II.2). The functions pβpt, ¨q,λpt, ¨qq are still related to ept, ¨q and rpt, ¨q by (II.1).

This fact allows to establish the hydrodynamic limit in the sense given in the theorem. For a
proof, we refer the reader to [70, Corollary 2.2 ], [16,49].

2. Let us notice that the functions e, r,β and λ are smooth when t ą 0, since the system of
partial differential equations is parabolic. Moreover, the function β´1 “ e´ r2{2 satisfies

Bt

ˆ

1

β

˙

“
1

2γ
B

2
q

ˆ

1

β

˙

`
1

γ
|Bqr|2 ě

1

2γ
B

2
q

ˆ

1

β

˙

.
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The supersolutions of the heat equation follow the minimum principle. Consequently, since
there exists c ą 0 such that the initial profile β0 has the following property

@ q P TN, β0pqq ě c ą 0 ,

then we know that the function β satisfies:

@ q P TN, @ t P r0,Ts, βtpqq ě c ą 0 . (II.7)

3. After some integrations by parts, a simple computation shows that

Bt

"
ż

T
Sprpt, qq,ept, qqq dq

*

“
1

2γ

ż

T

$

&

%

«

Bqβpt, qq

βpt, qq

ff2

` 2βpt, qq rBqrpt, qqs2

,

.

-

dq ě 0

when r and e are the solutions of the hydrodynamic equations (II.6). This fact is in
agreement with the second thermodynamic principle.

In Section 3, we will show that the hypothesis on moments bounds (II.5) holds for a wide class of
initial local equilibrium states. Before stating the theorem, let us give some definitions.

We denote by SNpRq the set of real symmetric matrices of size N. The correlation matrix
C PS2NpRq of a probability measure ν on ΩN is the symmetric matrix C“ pCi, jq1ďi, jď2N defined by

Ci, j :“

$

’

’

’

’

’

&

’

’

’

’

’

%

νrri r js i, j P t1, ...,Nu ,

νrri p js i P t1, ..., Nu, j P tN` 1, ..., 2Nu ,

νrpi r js i P tN` 1, ..., 2Nu, j P t1, ...,Nu ,

νrpi p js i, j P tN` 1, ..., 2Nu .

(II.8)

Let us denote by ΣN the subset of R2NˆS2NpRq defined by the following condition:

pm, Cq P ΣN ô

$

’

’

’

’

’

&

’

’

’

’

’

%

mk “ 0 for all k “ N` 1 . . . 2N ,

Ci, j “ 0 for all i ‰ j ,

Ci,i ą 0 for all i “ 1 . . . 2N ,

Ci,i ´m2
i “ Ci`N,i`N for all i “ 1 . . .N .

Precisely, it means that m is of the form m “ pm1, . . . , mN, 0, . . . , 0q, and C is a diagonal matrix
whose diagonal components can be written as pm2

1`α1, . . . , m2
N`αN,α1, . . . ,αNq, where αi ą 0

for all i “ 1 . . . N.

For pm, Cq P ΣN, we denote by Gm,Cp¨q the Gaussian measure with mean m and correlations given
by the matrix C. The covariance matrix of Gm,Cp¨q is thus C´mt m.

LEMMA II.2. Let λp¨q and βp¨q be two functions of class C1 defined on T, and µN
βp¨q,λp¨q be the Gibbs

local equilibrium defined by (II.2). If we denote by mβp¨q,λp¨q and Cβp¨q,λp¨q respectively the mean vector
and the correlation matrix of µN

βp¨q,λp¨q, then we have

pmβp¨q,λp¨q, Cβp¨q,λp¨qq P ΣN and µN
βp¨q,λp¨q “ Gmβp¨q,λp¨q,Cβp¨q,λp¨q .
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Proof. This result comes from the explicit formula of µN
βp¨q,λp¨q given in (II.2). First, notice that

each momentum px is centered under µN
βp¨q,λp¨q and

µN
βp¨q,λp¨qrrxs “ ´

λ

β

ˆ

x

N

˙

.

Second, we easily obtain the following expressions:

mβp¨q,λp¨q “

ˆ

´
λ

β

ˆ

0

N

˙

, ¨ ¨ ¨ ,´
λ

β

ˆ

N´ 1

N

˙

, 0, ¨ ¨ ¨ , 0
loomoon

N

˙

,

Cβp¨q,λp¨q “

˜

D 0N

0N D1

¸

where

$

’

’

’

&

’

’

’

%

D“ diag

ˆ

¨ ¨ ¨ ,
1

βpx{Nq
`
λ2px{Nq

β2px{Nq
, ¨ ¨ ¨

˙

,

D1 “ diag

ˆ

¨ ¨ ¨ ,
1

βpx{Nq
, ¨ ¨ ¨

˙

.

l

Now we state our second main theorem, which will be proved in Section 3.

THEOREM II.3. We assume that the initial probability measure µN
0 is a convex combination of Gibbs

local equilibrium states. More precisely, let σ be a probability measure whose support is included in
ΣN. We assume that σ satisfies:

for all k ě 1,
ż

“

Kpm, Cq
‰k

dσpm, Cq ă 8 ,

where Kpm, Cq :“ sup
i“1...N

 

Ci,i

(

. We define the initial probability measure µN
0 by

µN
0 p¨q “

ż

Gm,Cp¨q dσpm, Cq .

Then, (II.5) holds, and the conclusions of Theorem III.34 are valid.

REMARK 1.2. As in [14], we could consider a more general model, with a pinning potential.
Instead of the deformation rx , we now introduce the position qx of the particle x . The new
pinning Hamiltonian is given by

Hp
N “

ÿ

xPTN

p2
x

2
` ν2

ÿ

xPTN

q2
x

2
`

ÿ

|x´y|“1,
x ,yPTN

pqx ´ qyq
2

4
.

The strength of the pinning potential is regulated by the parameter ν ą 0. The energy of site x is
now given by

ex “
p2

x

2
` ν2

q2
x

2
`

1

4

ÿ

y;|x´y|“1

pqx ´ qyq
2 .

The stochastic operator S p
N remains equal to SN, and the Liouville operator Ap

N can be written as
follows:

Ap
N “

ÿ

xPTN

!

px Bqx
´ rpν2

´∆qqsx Bpx

)

,
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where ∆ is the discrete Laplacian: p∆uqx “ ux`1` ux´1´ 2ux .

Because of the presence of the pinning, the bulk dynamics conserves only one quantity: the total
energy

ř

x ex . It follows that the Gibbs equilibrium measures µN
β are fully characterized by the

temperature β´1. Under µN
β
, the variables px are independent of the qx and are independent

identically Gaussian variables of variance β´1. The qx are distributed according to a centered
Gaussian process with covariances given by

µN
βpqxqyq “ Γpx ´ yq, such that

“

pν2´∆q
‰

Γpzq “
1

β
1z“0 .

Observe that there exists C :“ Cpνq independent of N such that
ˇ

ˇµN
βpqxqyq

ˇ

ˇď C´1e´C|x´y| for any
Ně 1.

These correlations make computations more technical, but the hydrodynamic limit can be estab-
lished by following the proof here (in [14, Section 3.2], a heuristic argument is given). Assume
that the system is initially distributed according to a Gibbs local equilibrium associated to the
energy profile e0p¨q, and define ept, ¨q as the evolved profile in the diffusive scale. Then, if the
energy moments are bounded like (II.5), e is the solution of the following heat equation

#

Bte“ BqpDpeqBqeq , q P T, t P R,

ep0, ¨q “ e0p¨q ,

where Dpeq is the diffusivity given by

D :“ Dpeq “
1{γ

2` ν2`
a

ν2pν2` 4q
.

In our model, where the state space is not compact, what matters is the existence of moments
bounds. We will see in Section 3 that this existence can be easily justified by following the same
ideas which work for the unpinned model.

For the sake of simplicity, we will denote by etp¨q, rtp¨q, λtp¨q and βtp¨q, respectively, the functions
q ÞÑ ept, qq, q ÞÑ rpt, qq, q ÞÑ λpt, qq, and q ÞÑ βpt, qq defined on T.

1.4 Ergodicity of the Infinite Velocity-Flip Model

We conclude this part by giving the theorem of ergodicity, which is proved in [16, Sections 2.2,
2.4.2], by following the ideas of [40]. Let us define, for all finite subsets Λ Ă Z, and for two
probability measures ν and µ on Ω :“ pRˆRqZ, the restricted relative entropy

HΛpν |µq :“ HpνΛ|µΛq

where νΛ and µΛ are the marginal distributions of ν and µ on Ω. The formal generator of the
infinite dynamics is denoted by L. The Gibbs states in infinite volume are the probability measures
µβ ,λ on Ω given by

dµβ ,λ :“
ź

xPZ

e´βex´λrx

Zpβ ,λq
drxdpx .

THEOREM II.4. Let ν be a probability measure on the configuration space Ω such that
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1. ν has finite density entropy: there exists Cą 0, such that for all finite subsets ΛĂ Z,

HΛpν |µ˚q ď C|Λ| ,

with µ˚ :“ µ1,0 a reference Gibbs measure on pRˆRqZ,

2. ν is translation invariant, and stationary, i.e. for any compactly supported and differentiable
function Fpr,pq,

ż

ApFq dν “ 0 .

3. the conditional probability distribution of p given the probability distribution of r, denoted by
νpp|rq, is invariant by any flip pÝÑ px , with x P Z.

Then, ν is a mixture of infinite Gibbs states.

COROLLARY II.5. If ν is a probability measure on Ω satisfying 1, 2 and if ν is stationary in the sense
that: for any compactly supported and differentiable function Fpr,pq,

ż

LpFq dν “ 0 ,

then ν is a mixture of infinite Gibbs states.

The outline of the rest of the section is as follows. In the next section we expose the strategy of the
proof. We introduce the relative entropy HNptq of µN

t with respect to a corrected local equilibrium,
and we prove a Gronwall estimate of the entropy production of the form

BtHNptq ď C HNptq ` opNq , (II.9)

where C ą 0 does not depend on N. In Section 3 we prove Theorem II.3. We suppose that t
belongs to a compact set r0,Ts, T fixed. All estimates are uniform in t P r0, Ts.

2 Entropy Production

2.1 Introduction to the Method

For the sake of simplificity, we denote all couples of the form pβp¨q,λp¨qq by χp¨q. The corrected
Gibbs local equilibrium state νN

χtp¨q
is defined by

νN
χtp¨q

:“
1

Zpχtp¨qq

ź

xPTN

exp

ˆ

´βt

ˆ

x

N

˙

ex ´λt

ˆ

x

N

˙

rx `
1

N
F

ˆ

t,
x

N

˙

¨τxhpr,pq

˙

drxdpx

where Zpχtp¨qq is the partition function and F, h are functions which will be precised later on.
The notation a ¨ b still stands for the usual scalar product between a and b. An estimate of the
partition function Zpχtp¨qq is performed in Appendix 2.1.1.

We are going to use the relative entropy method, with the corrected local Gibbs state νN
χtp¨q

instead
of the usual one µN

χtp¨q
. We define

HNptq :“ H
´

µN
t |ν

N
χtp¨q

¯

“

ż

ΩN
f N
t pωq log

f N
t pωq

φN
t pωq

dµN
1,0pωq ,
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where f N
t is the density of µN

t with respect to the reference measure µN
1,0. This is a solution, in the

sense of the distributions, of the Fokker-Planck equation

Bt ft “ N2 L˚N ft

where L˚N “´AN`γSN is the adjoint of LN in L2pµN
1,0q. In the same way, φN

t is the density of νN
χtp¨q

with respect to µN
1,0 (which here is easily computable).

Thus, our purpose is now to prove (II.9). We begin with the following lemma.

LEMMA II.6.

BtHNptq ď
ż

1

φN
t

`

N2L˚Nφ
N
t ´Btφ

N
t

˘

f N
t dµ1,0 “ µ

N
t

«

1

φN
t

`

N2L˚Nφ
N
t ´Btφ

N
t

˘

ff

.

Proof. The case where f N
t is smooth is proved in [49, Chapter 6, Lemma 1.4]. Here, we do not

know that f N
t is smooth, so that we refer the reader to the proof in [17, Section 3.2], which can

be easily followed. l

Now, we choose the correction term. We consider

$

’

’

’

&

’

’

’

%

F

ˆ

t,
x

N

˙

:“

ˆ

´β 1t

ˆ

x

N

˙

,´λ1t

ˆ

x

N

˙˙

,

τxhpr,pq :“

ˆ

rx

2γ

ˆ

px`1` px `
γ

2
rx

˙

,
px`1

γ

˙

.
(II.10)

Thus,

φN
t pr,pq “

pZp1, 0qqn

Zpχtp¨qq

ź

xPTN

exp

ˆ

ex

ˆ

´βt

ˆ

x

N

˙

` 1

˙

´λt

ˆ

x

N

˙

rx `
1

N
F

ˆ

t,
x

N

˙

¨τxhpr,pq

˙

.

We define ξx :“ pex , rxq and ηpt, qq :“ pept, qq, rpt, qqq. If f is a vectorial function, we denote its
differential by D f .

In Appendix 2.1.1, the following technical result is proved.

PROPOSITION II.7. The term pφN
t q
´1

`

N2L˚Nφ
N
t ´Btφ

N
t

˘

is given by the sum of five terms in which a
microscopic expansion up to the first order appears. In other words,

1

φN
t

`

N2L˚Nφ
N
t ´Btφ

N
t

˘

“

“

5
ÿ

k“1

ÿ

xPTN

vk

ˆ

t,
x

N

˙„

Jk
x ´Hk

ˆ

η

ˆ

t,
x

N

˙˙

´ pDHkq

ˆ

η

ˆ

t,
x

N

˙˙

¨

ˆ

ξx ´η

ˆ

t,
x

N

˙˙

` opNq

(II.11)
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where
k Jk

x Hkpe, rq vkpt, qq

1 p2
x ` rx rx´1` 2γpx rx´1 e`

r2

2

´1

2γ
B2

qβpt, qq

2 rx ` γpx r ´
1

γ
B2

qλpt, qq

3 p2
x prx ` rx´1q

2 p2e´ r2
q

ˆ

e`
3

2
r2

˙

1

4γ
rBqβpt, qqs2

4 p2
x prx ` rx´1q r p2e´ r2q

1

γ
Bqβpt, qq Bqλpt, qq

5 p2
x e´

r2

2

1

γ
rBqλpt, qqs2

A priori the first term on the right-hand side of (II.11) is of order N, but we want to take advantage
of these microscopic Taylor expansions. First, we need to cut-off large energies in order to work
with bounded variables only. Second, the strategy consists in performing a one-block estimate: we
replace the empirical truncated current, which is averaged over a microscopic box centered at x ,
by its mean with respect to a Gibbs measure with the parameters corresponding to the microscopic
averaged profiles.

A one-block estimate will be performed for each term of the form

ÿ

xPTN

vk

ˆ

t,
x

N

˙„

Jk
x ´Hk

ˆ

η

ˆ

t,
x

N

˙˙

´ pDHkq

ˆ

η

ˆ

t,
x

N

˙˙

¨

ˆ

ξx ´η

ˆ

t,
x

N

˙˙

. (II.12)

In the following the index k is omitted, whenever this does not cause confusion. We follow the
lines of the proof given in [16, Section 3.3], and inspired from [70]. A sketch of the proof for the
one-block estimate is given in Appendix 2.1.2.

2.2 Cut-off of Large Energies

For x P TN, we define Ax ,M :“ tex ` ex´1 ďMu, Jx ,M :“ Jx 1Ax ,M
, and ξx ,M :“ ξx 1exďM. Then, Jx ,M

and ξx ,M are bounded by CpMq ą 0. We use twice the Cauchy-Schwartz inequality to write

µN
t

«

ÿ

xPTN

v
ˆ

t,
x

N

˙

Jx 1Ac
x ,M

ff

ď µN
t

«

¨

˝

ÿ

xPTN

v2

ˆ

t,
x

N

˙

J2
x

˛

‚

1{2 ¨

˝

ÿ

xPTN

1Ac
x ,M

˛

‚

1{2
ff

ď

¨

˝µN
t

„

ÿ

xPTN

v2

ˆ

t,
x

N

˙

J2
x



˛

‚

1{2 ¨

˝µN
t

„

ÿ

xPTN

1Ac
x ,M



˛

‚

1{2

.

First, v2
`

t, x{N
˘

is bounded by a constant which does not depend on N. Second, the term J2
x can

be bounded above by the squared energy e2
x . The hypothesis (II.5) shows that there exists C0

which does not depend on N such that

¨

˝µN
t

„

ÿ

xPTN

v2

ˆ

t,
x

N

˙

J2
x



˛

‚

1{2

ď C0 N1{2 .
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Moreover, Markov inequality proves that

µN
t

„

ÿ

xPTN

1Ac
x ,M



ď
ÿ

xPTN

µN
t

”

1exąM{2

ı

`µN
t

”

1ex´1ąM{2

ı

ď
4

M

ÿ

xPTN

µN
t rexs ď

C1

M
N .

Finally, we obtain a constant C independent of N such that

µN
t

„

ÿ

xPTN

v
ˆ

t,
x

N

˙

Jx 1Ac
x ,M



ď CN εpMq .

Observe that this estimate is in agreement with the Gronwall inequality we want to prove, since
we are going to divide by N. Thus, the error term is of order 1{M that goes to 0 as M ÝÑ 8.
Consequently, Jx can be replaced by Jx ,M in (II.12), and similarly, ξx can be replaced by ξx ,M.

2.3 One-block Estimate

Now we prove that

1

N
µN

t

»

–

ÿ

xPTN

v
ˆ

t,
x

N

˙„

Jx ,M´H

ˆ

η

ˆ

t,
x

N

˙˙

´ pDHq

ˆ

η

ˆ

t,
x

N

˙˙

¨

ˆ

ξx ,M´η

ˆ

t,
x

N

˙˙

fi

flď

ď C
HNptq

N
` εpN, Mq (II.13)

with εpN,Mq ÝÝÝÝÝÝÝÑ
MÝÑ8,NÝÑ8

0. We denote by Λ`pyq the box of length ` centered around y. We

introduce the microscopic average profiles

η`,Mpyq :“
1

`

ÿ

jPΛ`pyq

ξ j,M .

We split TN into p “ N{` boxes Λ`px jq centered at x j. Here ` is assumed to divide N for simplicity.
We will first let NÝÑ8, then `ÝÑ8 and then MÝÑ8. First of all, we want to replace

1

N

ÿ

xPTN

v
ˆ

t,
x

N

˙

Jx ,M

by

1

p

p
ÿ

j“1

v
ˆ

t,
xk

N

˙

»

–

1

`

ÿ

iPΛ`px jq

Ji,M

fi

fl .

The error term produced during this step can be written as

|RN| “
1

N

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

p
ÿ

j“1

ÿ

iPΛ`px jq

„

v
ˆ

t,
i

N

˙

´ v
ˆ

t,
x j

N

˙

Ji,M

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ď C1pMq
`

N
.

The last inequality comes from the smoothness of v, more precisely
ˇ

ˇ

ˇ

ˇ

v
ˆ

t,
i

N

˙

´ v
ˆ

t,
x j

N

˙
ˇ

ˇ

ˇ

ˇ

ď C0

`

N
.
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Similarly, we perform the same estimates for the other terms and it remains to prove that

µN
t

»

–

1

p

p
ÿ

j“1

v
ˆ

t,
x j

N

˙

$

&

%

1

`

ÿ

iPΛ`px jq

Ji,M´H

ˆ

η

ˆ

t,
x j

N

˙˙

´pDHq

ˆ

η

ˆ

t,
x j

N

˙˙

¨

ˆ

η`,Mpx jq ´η

ˆ

t,
x j

N

˙˙

+ff

(II.14)

vanishes as M, N,`ÝÑ8, the limit in N taken first, then the limit in ` and finally the limit in M.
The additive term which appears after performing this replacement can be bounded above by a
term εN,M,` which depends on N,M and `, but which is independent of the particular splitting of
TN into p boxes. This term is of order opNq in the Gronwall inequality we want to prove, in the
sense that

lim
MÝÑ8

lim
`ÝÑ8

lim
NÝÑ8

N´1 µN
t rεN,M,`s “ 0 .

Now we want to perform a one-block estimate. The main idea consists in replacing `´1
ř

iPΛ`px jq
Ji,M

by Hpη`,Mpx jqq. This is achieved thanks to the ergodicity of the dynamics (see Theorem II.4). In
order to use this ergodicity property, we have to work with a space translation invariant measure.
To obtain such a probability measure, we introduce a second average over the x j, 1ď j ď p. For
each k P t0, ...,`´ 1u, we can split TN into p disjoint boxes of length ` by writing

@ k P t0, ...,`´ 1u, TN “

p
ď

j“1

Λ`px j ` kq .

Then, we average the different splittings mentioned above. More precisely, in Appendix 2.1.2 we
recall how to prove

limsup
MÝÑ8

lim sup
`ÝÑ8

limsup
NÝÑ8

1

`

`´1
ÿ

k“0

µN
t

»

–

1

p`

p
ÿ

j“1

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

v

˜

t,
rx j ` ks

N

¸

ÿ

iPΛ`px j`kq

Ji,M´Hpη`,Mpx j ` kqq

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

fi

fl“ 0.

(II.15)

2.4 Large Deviations

The previous estimates are valid for any splitting of TN into p boxes of length `. Thus, it would
be sufficient to prove (II.14) with every x i replaced by x i ` k for arbitrary k P t1, ...,` ´ 1u.
Consequently, it is sufficient to prove (II.14) in an averaged form. Then, from the one-block
estimate, we have to deal with

1

`

`´1
ÿ

k“0

µN
t

»

–

1

N

p
ÿ

j“1

v

˜

t,
rx j ` ks

N

¸

Ω

˜

η`,Mpx j ` kq,η

˜

t,
rx j ` ks

N

¸¸

fi

fl , (II.16)

where Ωpw,uq :“ Hpwq ´Hpuq ´DHpuq ¨ pw´ uq. By definition of the entropy, for any αą 0 and
any positive measurable function f we have

ż

f dµď
1

α

"

log

ˆ
ż

eα f dν

˙

`Hpµ|νq

*

. (II.17)



2. ENTROPY PRODUCTION 27

This inequality, known as the entropy inequality, shows that: for any αą 0, (II.16) is less than or
equal to

HNptq

α N
`

1

`

`´1
ÿ

k“0

1

αN
logνN

χtp¨q

«

e
α`

řp
j“1 v

ˆ

t,
rx j`ks

N

˙

Ω
ˆ

η`,Mpx j`kq,η
ˆ

t,
rx j`ks

N

˙˙

ff

.

Notice that the last integral converges because all quantities are bounded.

The first term is in agreement with the Gronwall inequality we want to obtain. We look at the
second term. Since we have arranged the sum over p disjoint blocks which are independently
distributed by νN

χtp¨q
, the second term is equal to

1

`

`´1
ÿ

k“0

1

αN

p
ÿ

j“1

logνN
χtp¨q

«

e
α`v

ˆ

t,
rx j`ks

N

˙

Ω
ˆ

η`,Mpx j`kq,η
ˆ

t,
rx j`ks

N

˙˙

ff

.

We are going to show that this expression vanishes as M, N,`ÝÑ8 by using the large deviation
properties of the measure νN

χtp¨q
, that locally is almost homogeneous. In fact, by using the

smoothness for the various involved functions, we can substitute the inhomogeneous product
measure νN

χtp¨q
restricted to Λ`px j ` kq with the homogeneous product measure µN

χtprx j`ks{Nq, in
each expectation of the previous expression. More precisely, we prove the following lemma in
Appendix 2.1.2:

LEMMA II.8.

M1pN,`, k, Mq :“
1

αN

p
ÿ

j“1

logνN
χtp¨q

«

e
α`

ˇ

ˇ

ˇ

ˇ

v
ˆ

t,
rx j`ks

N

˙

Ω
ˆ

η`,Mpx j`kq,η
ˆ

t,
rx j`ks

N

˙˙ˇ

ˇ

ˇ

ˇ

ff

can be replaced by

M2pN,`, k,Mq :“
1

αN

p
ÿ

j“1

logµN
χtprx j`ks{Nq

«

e
α`

ˇ

ˇ

ˇ

ˇ

v
ˆ

t,
rx j`ks

N

˙

Ω
ˆ

η`,Mpx j`kq,η
ˆ

t,
rx j`ks

N

˙˙ˇ

ˇ

ˇ

ˇ

ff

.

The difference between these two terms is less than or equal to a small term which depends on ` (but
not on k) and vanishes in the N limit: there exists a constant Cp`,M, Nq which does not depend on k
such that

M1pN,`, k,Mq ´M2pN,`, k, Mq ď Cp`,M, Nq and Cp`,M, Nq ÝÝÝÑ
NÝÑ8

0 .

REMARK 2.1. In the following, we will prove that

limsup
MÝÑ8

lim sup
`ÝÑ8

lim sup
NÝÑ8

M2pN,`, k, Mq “ 0 .

In addition to this lemma, this implies that

limsup
MÝÑ8

lim sup
`ÝÑ8

lim sup
NÝÑ8

M1pN,`, k, Mq “ 0 ,

since M1pN,`, k, Mq is always nonnegative, and we know that, for all sequences tanu and tbnu,

limsup an ď lim suppan´ bnq ` lim sup bn .
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Lastly, we have to show that the limit

lim sup
MÝÑ8

lim sup
`ÝÑ8

limsup
NÝÑ8

1

`

`´1
ÿ

k“0

1

αN

p
ÿ

j“1

logµN
χtprx j`ks{Nq

«

e
α`v

ˆ

t,
rx j`ks

N

˙

Ω
ˆ

η`,M,η

ˆ

t,
rx j`ks

N

˙˙

ff

vanishes. Here, η`,M :“ η`,Mp0q “ `
´1

ř

iPΛ`p0qξi,M .

The limit in p results in an integral over T because we have a Riemann sum. Moreover, the integral
does not depend on k so that the averaging over k disappears in the p limit. Hence, the point is to
estimate

limsup
MÝÑ8

lim sup
`ÝÑ8

1

α`

ż

T
log µN

χtpqq

”

eα`vpt,qq Ωpη`,M,ηpt,qqq
ı

dq .

According to Laplace-Varadhan theorem applied to these product measures µN
χtpqq

, and according
to the dominated convergence theorem, the previous limit is equal to

limsup
MÝÑ8

1

α

ż

T
sup
zPR2

 

αvpt, qq Ωpz,ηpt, qqq ´ IMpz,ηpt, qqq
(

dq , (II.18)

where IMpz,ηpt, qqq is the rate function of the sequence
!

k´1
řk

i“1ξi,M

)

k
as prx , pxqxPTN

are

distributed according to the homogeneous product measure µN
χtpqq

.

The function IM is the Legendre transform of the cumulant-generating function of ξ0,M :

IMpz,ηpt, qqq “ sup
yPR2

!

y ¨ z´ logµN
χtpqq

rey¨ξ0,Ms

)

.

Hence
lim inf
MÝÑ8

IMpz,ηpt, qqq ě sup
yPR2

!

y ¨ z´ logµN
χtpqq

rey¨ξ0s

)

“ Ipz,ηpt, qqq ,

where Ipz,ηpt, qqq is the rate function of
!

k´1
řk

i“1ξi

)

k
as pry , pyqy are distributed according to

the homogeneous product measure µN
χtpqq

.

It follows, by Fatou’s lemma, that (II.18) is smaller than or equal to

1

α

ż

T
sup

z

 

αvpt, qq Ωpz,ηpt, qqq ´ Ipz,ηpt, qqq
(

dq .

From now on we omit the dependance in pt, qq of the involved functions v and η. Recall that χ
and η are in duality (see (II.3)). An easy computation gives that

Ipz,ηq “ sup
y

"

y ¨ z´ log

ˆ
ż

R2
ey¨ξeχ¨ξ´logZpχqdrdp

˙*

“ sup
y
ty ¨ z´ log Zpχ ` yq ` log Zpχqu

“ logZpχq ` z ¨χ ´ Spzq ,

where the last equality follows from the equality between the Fenchel-Legendre transform of logZ
and the function ´S. We observe that Ipη,ηq “ 0 and DzIpz,ηq “ 0. Furthermore, I is strictly
convex in z:

pD2
zIqpz,ηq “ pD2

zt´Suqpzq ą 0 .

Since Ωpη,ηq “ 0 and pDzΩqpz,ηq “ pDHqpzq ´DHpηq, we also get: pDzΩqpη,ηq “ 0 .
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LEMMA II.9. For αą 0 sufficiently small,

@ z P R2, @ q P T, αvpt, qqΩpz,ηpt, qqq ď Ipz,ηpt, qqq .

Proof. An easy computation provides an explicit expression for the rate function: if z “ pz1, z2q

and η“ pe, rq with e´ r2{2ą 0 then

Ipz,ηq “
1

e´ r2{2

˜

r2

2
´ z2r ` z1

¸

´ log

˜

z1´ z2
2{2

e´ r2{2

¸

´ 1 .

From the inequality ´ log x ě´x ` 1 (satisfied for any x ą 0), we get

Ipz,ηq ě
1

2pe´ r2{2q
pr ´ z2q

2 .

Thus, for a given η, the rate function zÝÑ Ipz,ηq is such that Ipz,ηq ě cη|z´η|
2, where cη is a

positive constant. Moreover, according to (II.7),

@ t P r0, Ts, @ q P T, cηpt,qq ě c ą 0

Let us fix z P R2. From the Taylor-Lagrange theorem, there exists a positive constant C such that

Ωpz,ηpt, qqq ď C|z´ηpt, qq|2 ď Ipz,ηpt, qqq .

More precisely, C is equal to
sup

pt,qqPr0,TsˆT
}D2Hpηpt, qqq}2 .

Since v is uniformly bounded, the result is proved. l

Consequently, for α small enough,

sup
z

 

αvpt, qq Ωpz,ηpt, qqq ´ Ipz,ηpt, qqq
(

“ 0 ,

and we have finally proved that

BtHNptq ď C HNptq `RN,`,Mptq

with

lim
MÝÑ8

lim
`ÝÑ8

lim
NÝÑ8

1

N

ż t

0
RN,`,Mpsq ds “ 0 .

By Gronwall’s inequality we obtain: HNptq{NÝÝÝÑNÝÑ8
0 and Theorem III.34 is proved.

3 Proof of Moments Bounds

In the following, we prove the two conditions on the moments bounds for a class of local
equilibrium states. First, we assume that the initial law µN

0 is exactly the Gibbs local equilibrium
measure µN

β0p¨q,λ0p¨q
. Second, we extend the proof to the case where µN

0 is a convex combination of
Gibbs local equilibrium measures.
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We need to control the moments µN
t

“
ř

x ek
x

‰

for all k ě 1. The first two bounds (k “ 1, 2q would be
sufficient to justify the cut-off of the currents, but here we need more because of Lemma V.4 (which
is necessary to prove Proposition II.7). Since the chain is harmonic, Gibbs states are Gaussian. We
recall that all Gaussian moments can be expressed in terms of variances and covariances. In the
following, we first give an other representation of the dynamics of the process, and then we prove
the bounds and precise their dependence on k.

From now on, we consider the process generated LN (i.e. the process is not accelerated any more).
The law of this new process pω̃tqtě0 is denoted by µ̃N

t . At the end of this part, Theorem II.3 will be
easily deduced since all estimates will not depend on t, and the following equality still holds:

µN
t “ µ̃

N
tN2 .

REMARK 3.1. 1. In the following, we always respect the decomposition of the space ΩN “

RN ˆRN. Let us recall that the first N components stand for r and the last N components
stand for p. All vectors and matrices are written according to this decomposition. Let ν be a
measure on ΩN. We denote by m P R2N its mean vector and by C PM2NpRq its correlation
matrix (see (II.8)). We can write m and C as

m“ pρ,πq P R2N and C“

˜

U Z˚

Z V

¸

PS2NpRq ,

where ρ :“ νrrs P RN , π :“ νrps P RN and U,V, Z PMNpRq .

2. Thanks to the convexity inequality pa` bqk ď 2k´1 pak ` bkq, for a, b ą 0, we can write

ek
x ď

1

2

`

p2k
x ` r2k

x

˘

.

Thus, instead of proving (II.5) we will show

µN
t

«

ÿ

xPTN

p2k
x

ff

ď pCkqk N and µN
t

«

ÿ

xPTN

r2k
x

ff

ď pCkqk N .

3.1 Poisson Process and Gaussian Measures

We are going to use a graphical representation of the process pω̃tqtě0. Let us define

A :“

¨

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˝

0 ¨ ¨ ¨ ¨ ¨ ¨ 0 ´1 1 p0q
...

... 0
.. . . . .

...
... 0

.. . 1
0 ¨ ¨ ¨ ¨ ¨ ¨ 0 1 0 0 ´1
1 0 0 ´1 0 ¨ ¨ ¨ ¨ ¨ ¨ 0

´1
... 0

...
...

. . . . . . 0
...

...
p0q ´1 1 0 ¨ ¨ ¨ ¨ ¨ ¨ 0

˛

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‚

PM2NpRq . (II.19)

We now consider pmt , Ctqtě0, a Markov process on R2NˆS2NpRq whose generator is denoted by
G and defined as follows.



3. PROOF OF MOMENTS BOUNDS 31

Take m :“ pρ,πq P R2N and C :“

˜

U Z˚

Z V

¸

PS2NpRq, where ρ,π are two vectors in RN, U,V are

two symmetric matrices in SNpRq and Z is a matrix in MNpRq. Hereafter, we denote by Z˚ the
transpose of the matrix Z.

The generator GN is given by

pGNvqpm, Cq :“ pKNvqpm, Cq ` γ pHNvqpm, Cq , (II.20)

where
KN :“

ÿ

i, jPTN

p´AC`CAqi, j BCi, j
`

ÿ

iPTN

!

pπi`1´πiqBρi
` pρi ´ρi´1qBπi

)

,

and

pHNvqpm, Cq :“
1

2

ÿ

kPTN

rvpmk, Ck
q ´ vpm, Cqs .

Here,

mk
“ pρ,πk

q and Ck
“ Σ˚k ¨C ¨Σk “

˜

U Zk˚

Zk Vk

¸

.

In these last two formulas, πk is the vector obtained from π by the flip of πk into ´πk, and Σk is
defined as

Σk “

˜

In 0n

0n In´ 2Ek,k

¸

.

More precisely,
Zk

i, j “ p´1qδk,i Zi, j and Vk
i, j “ p´1qpδk,i`δk, jqVi, j .

We denote by Pm0,C0
the law of the process pmt , Ctqtě0 starting from pm0, C0q, and by Em0,C0

r¨s the
expectation with respect to Pm0,C0

. For t ě 0 fixed, let θ t
m0,C0

p¨, ¨q be the law of the random variable
pmt , Ctq P R2NˆS2NpRq, knowing that the process starts from pm0, C0q.

Recall that we denote by Gm,Cp¨q the Gaussian measure on ΩN with mean m P R2N and correlation
matrix C PS2NpRq.

LEMMA II.10. Let µN
0 :“ µN

β0p¨q,λ0p¨q
be the Gibbs equilibrium state defined by (II.2), where λ0p¨q and

β0p¨q are the two macroscopic potential profiles.

Then,

µ̃N
t “

ż

Gm,Cp¨q dθ t
m0,C0

pm, Cq (II.21)

where

m0 :“

¨

˝´
λ0

β0

ˆ

0

N

˙

, ¨ ¨ ¨ ,´
λ0

β0

ˆ

N´ 1

N

˙

, 0, ¨ ¨ ¨ , 0
loomoon

N

˛

‚

and

C0 :“

˜

D 0N

0N D1

¸

with

$

’

’

’

&

’

’

’

%

D“ diag

ˆ

¨ ¨ ¨ ,
1

β0px{Nq
`
λ2

0px{Nq

β2
0 px{Nq

, ¨ ¨ ¨

˙

,

D1 “ diag

ˆ

¨ ¨ ¨ ,
1

β0px{Nq
, ¨ ¨ ¨

˙

.
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Proof. We begin with the graphical representation of the process pω̃tqtě0, which is based on the
Harris description. Let tNiuiPTN

be a sequence of independent standard Poisson processes of
intensity γ. In other words, we put on each site i P TN an exponential clock of mean 1{γ. At time
0 the process has an initial state ω0. Let T1 “ inftě0

 

D i P TN, Niptq “ 1
(

and i1 the site where
the infimum is achieved.

During the interval r0, T1q, the process follows the deterministic evolution given by the generator
AN. More precisely, let F : pr,pq P T2

N ÝÑ A ¨ pr,pq P T2
N where A is given by (II.19). Then, for any

continuously differentiable function f : ΩN ÝÑ R,

AN f pωq “ A ¨D f pωq ,

and during the time interval r0,T1q, ω̃t follows the evolution given by the system: d y{d t “ Fpyq.
At time T1, the momentum pi1 is flipped, and gives a new configuration. Then, the system
starts again with the deterministic evolution up to the time of the next flip, and so on. Let
ξ :“

 

pi1, T1q, . . . , pik, Tkq, . . .
(

be the sequence of sites and ordered times for which we have a flip,
and let us denote its law by P. Conditionally to ξ, the evolution is deterministic, and the state of
the process ω̃ξt is given by

@ t P rTk, Tk`1q, ω̃
ξ
t “ ept´TkqA ˝ Fik ˝ epTk´Tk´1qA ˝ Fik´1

˝ ¨ ¨ ¨ ˝ eT1Aω0 , (II.22)

where Fi is the map ω“ pr,pq ÝÑ pr,piq.

If initially the process starts from ω0 which is distributed according to a Gaussian measure µN
0 ,

then ω̃ξt is distributed according to a Gaussian measure µ̃ξt . Then, the density µ̃N
t is given by

µ̃N
t p¨q “

ż

µ̃ξt p¨q dPpξq . (II.23)

More precisely, the mean vector mξ
t and the correlation matrix Cξt of µ̃ξt can be related to the mean

vector m0 and the correlation matrix C0 of µN
0 :

mξ
t “ ept´TkqA ¨Σik ¨ e

pTk´Tk´1qA ¨Σik´1
¨ ¨ ¨ eT1A

¨m0 , (II.24)

and

Cξt “ ept´TkqA ¨Σik ¨ e
pTk´Tk´1qA ¨ ¨ ¨Σi1 ¨ e

T1A ¨C0 ¨ e
´T1A ¨Σ˚i1 ¨ ¨ ¨ e

´pTk´Tk´1qA ¨Σ˚ik e
´pt´TkqA . (II.25)

Equations (II.24) and (II.25) also give a graphical representation of the process pmt , Ctqtě0: during
the interval r0,T1q, mt follows the evolution given by the (vectorial) system

dy

dt
“ Fpyq

(where F has been previously introduced for the process ω̃t). At time T1, the component mi1`N

(which corresponds to the mean of pi1) is flipped, and gives a new mean vector. Then, the
deterministic evolution goes on up to the time of the next flip, and so on.

In the same way, during the interval r0, T1q, Ct follows the evolution given by the (matrix) system:

dM

dt
“´AM`MA
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(where A has been previously defined). At time T1, all the components Ci1, j and Ci,i1 when j ‰ i1
and i ‰ i1 are flipped and the matrix CT1

becomes Σi1 ¨ CT1
¨Σ˚i1 . The generator of this Markov

process pmt , Ctqtě0 is exactly the one defined by (II.20). Consequently, for t ě 0, the law of the
random variable pmt , Ctq is θ t

m0,C0
, where

m0 “

¨

˝´
λ0

β0

ˆ

0

N

˙

, ¨ ¨ ¨ ,´
λ0

β0

ˆ

N´ 1

N

˙

, 0, ¨ ¨ ¨ , 0
loomoon

N

˛

‚

and

C0 “

˜

D 0N

0N D1

¸

where

$

’

’

’

’

&

’

’

’

’

%

D“ diag

˜

¨ ¨ ¨ ,
1

β0px{Nq
`
λ2

0px{Nq

β2
0 px{Nq

, ¨ ¨ ¨

¸

,

D1 “ diag

ˆ

¨ ¨ ¨ ,
1

β0px{Nq
, ¨ ¨ ¨

˙

,

as it can be deduced from Lemma II.2. Recall that in this section, µN
0 is given by

µN
0 pdr, dpq “

ź

xPTN

exp
`

´β0

`

x{N
˘

ex ´λ0px{Nqrx

˘

Zpβ0p¨q,λ0p¨qq
drxdpx .

It follows that the density µ̃N
t is equal to

µ̃N
t p¨q “

ż

µ̃ξt p¨q dPpξq “
ż

Gm,Cp¨q dθ t
m0,C0

pm, Cq . (II.26)

l

REMARK 3.2. Observe that

µ̃N
t rpxs “

ż

Gm,Cppxq dθ t
m0,C0

pm, Cq “
ż

πx dθ t
m0,C0

pm, Cq “ Em0,C0
rπxptqs ,

µ̃N
t rrxs “

ż

Gm,Cprxq dθ t
m0,C0

pm, Cq “
ż

ρx dθ t
m0,C0

pm, Cq “ Em0,C0
rρxptqs .

LEMMA II.11. Let pmt , Ctqtě0 be the Markov process defined above. As previously done, we introduce
ρptq,πptq P RN and Uptq, Vptq, Zptq PMNpRq such that

mt “ pρptq,πptqq and Ct “

˜

Uptq Z˚ptq
Zptq Vptq

¸

Then,

Pm0,C0
- a. s. , @ t ě 0,

#

π2
yptq ď Vy,yptq ,

ρ2
yptq ď Uy,yptq .

Proof. First of all, let us notice that the quantities Vy,yptq ´ π
2
yptq and Uy,yptq ´ ρ

2
yptq are the

diagonal components of the symmetric matrix St :“ mt ¨
t mt ´Ct . From Lemma II.10, we have

St “

ż

Sξt dPpξq .

For any sequence of sites and ordered times ξ“
 

pi1, T1q, . . . , pik, Tkq, . . .
(

, the symmetric matrix
Sξt is positive because this is the matrix of covariances of ω̃ξt . It follows that St is positive, and its
diagonal components are all positive. l
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REMARK 3.3. In the case of the pinned chain, the matrix A is slightly different, but all the notations
and conclusions are still valid. The initial correlation matrix for the pinned model is not more
diagonal, but has non-trivial values on the upper and lower diagonals. The initial mean vector is
equal to 0R2N .

3.2 Evolution of pmt , Ctqtě0

Thanks to the regularity of β0 and λ0, we know that there exists a constant K which does not
depend on N such that

$

’

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

’

%

1

N

ÿ

i, j

”

pUi, jq
2
p0q ` pVi, jq

2
p0q ` 2pZi, jq

2
p0q

ı

ď K ,

1

N

ÿ

i

“

Ui,ip0q ` Vi,ip0q
‰

ď K ,

1

N

ÿ

i

“

pUi,iq
k
p0q ` pVi,iq

k
p0q

‰

ď Kk , for all k ě 1 .

(II.27)

Moreover, one can easily show that

G
ˆ

ÿ

i, j

pUi, jq
2
` pVi, jq

2
` 2pZi, jq

2

˙

“ 0 and G
ˆ

ÿ

i

Ui,i ` Vi,i

˙

“ 0 .

It results that the two first inequalities of (II.27) are actually uniform in t, in the sense that
$

’

’

’

’

&

’

’

’

’

%

1

N
Em0,C0

„

ÿ

i, j

pUi, jptqq
2
` pVi, jptqq

2
` 2pZi, jptqq

2



ď K ,

1

N
Em0,C0

„

ÿ

i

Ui,iptq ` Vi,iptq


ď K .
(II.28)

We are going to see how this last inequality can be used in order to show (II.5). We denote by
ukptq and vkptq the two quantities

$

’

’

’

’

&

’

’

’

’

%

ukptq “ Em0,C0

„

ÿ

iPTN

Uk
i,iptq



,

vkptq “ Em0,C0

„

ÿ

iPTN

Vk
i,iptq



.

Let us make the link with (II.5). In view of (II.26), we can write

µ̃N
t

”

p2k
y

ı

“

ż

Gm,C

”

p2k
y

ı

dθ t
m0,C0

pm, Cq ,

µ̃N
t

”

r2k
y

ı

“

ż

Gm,C

”

r2k
y

ı

dθ t
m0,C0

pm, Cq .

We use the convexity inequality pa` bq2k ď 22k´1 pa2k` b2kq - which is true for all a, b P R - to get

µ̃N
t

”

p2k
y

ı

“

ż

Gm,C

”

ppy ´πy `πyq
2k
ı

dθ t
m0,C0

pm, Cq

ď 22k´1

ż

Gm,C

”

ppy ´πyq
2k
ı

dθ t
m0,C0

pm, Cq ` 22k´1

ż

π2k
y dθ t

m0,C0
pm, Cq .
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We deal with the two terms of the sum, separately. First, observe that Gaussian centered moments
are easily computable:

Gm,C

”

ppy ´πyq
2k
ı

“

´

Vy,y ´π
2
y

¯k p2kq!

k! 2k .

Then,

ÿ

yPTN

ż

´

Vy,y ´π
2
y

¯k p2kq!

k! 2k dθ t
m0,C0

pm, Cq ď
p2kq!

k! 2k

ˆ

vkptq `Em0,C0

„

ÿ

yPTN

π2k
y ptq

˙

.

In the same way,

ÿ

yPTN

ż

´

Uy,y ´ρ
2
y

¯k p2kq!

k! 2k dθ t
m0,C0

pm, Cq ď
p2kq!

k! 2k

ˆ

ukptq `Em0,C0

„

ÿ

yPTN

ρ2k
y ptq

˙

.

Lemma II.11 shows that

Em0,C0

„

ÿ

yPTN

π2k
y ptq



ď Em0,C0

„

ÿ

yPTN

Vk
y,yptq



“ vkptq ,

Em0,C0

„

ÿ

yPTN

ρ2k
y ptq



ď Em0,C0

„

ÿ

yPTN

Uk
y,yptq



“ ukptq .

As a result,
ÿ

y

µ̃N
t

”

p2k
y

ı

ď
p2kq!

k!
vkptq „ 2

ˆ

4

e

˙k

kk vkptq ,

ÿ

y

µ̃N
t

”

r2k
y

ı

ď
p2kq!

k!
ukptq „ 2

ˆ

4

e

˙k

kk ukptq .

In a few words, to get (II.5), we need to estimate the two quantities ukptq and vkptq, which are
related to Ct . That is what we do in the next section.

REMARK 3.4. In the case of the pinned model, the px and qx remain centered during the evolution:
for all t ą 0, mt “ 0R2N . This simplifies the study since we do not need to center the variables.
The result is the same: we need to estimate ukptq and vkptq.

3.3 The Correlation Matrix

LEMMA II.12. For any integer k not equal to 0, there exists a positive constant K which does not
depend on N and t such that

#

vkptq ď Kk N ,

ukptq ď Kk N .

Proof. First of all, (II.28) shows that, uniformly in t,
#

u1ptq ď KN

u2ptq ď KN
and

#

v1ptq ď KN

v2ptq ď KN .

We observe that

ukptq ` vkptq “ Em0,C0

„

ÿ

iPTN

Ck
i,iptq



“

ż

ÿ

iPTN

pCξi,iq
k
ptq dPpξq .
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Thanks to the dynamics description, we know the expression of the correlation matrix: condition-
ally to ξ, for all t P rTk, Tk`1q,

Cξptq “ ept´TkqA ¨Σik ¨ e
pTk´Tk´1qA ¨ ¨ ¨Σi1 ¨ e

T1A
¨C0 ¨ e

´T1A
¨Σ˚i1 ¨ ¨ ¨ e

´pTk´Tk´1qA ¨Σ˚ik e
´pt´TkqA ,

Consequently, since C0 and Cξptq are similar, we have:

@ k P N, TrprCξptqskq “ TrpCk
0q “ OpNq .

More precisely,

TrpCk
0q “

ÿ

iPTN

Uk
i,ip0q ` Vk

i,ip0q “
ÿ

iPTN

1

β k
0 pi{Nq

`

˜

1

β0pi{Nq
`
λ2

0pi{Nq

β2
0 pi{Nq

¸k

.

From (II.27) we get TrpCk
0q ď NKk, where K does not depend on N, ξ and t:

K :“ sup
uPr0,1s

#

1

β0puq
`
λ2

0puq

β2
0 puq

+

.

Now we show that the same inequality holds for
ř

irC
ξ
i,is

kptq. The matrix Cξptq is symmetric,
hence diagonalizable, and after denoting its eigenvalues by λ1, ...,λ2N, we can write

TrprCξptqskq “
2N
ÿ

i“1

λk
i .

We have now to compare
ř2N

i“1λ
k
i with

ř2N
i“1rC

ξ
i,is

kptq. But, if we denote by P the orthogonal matrix

of the eigenvectors of Cξptq, then we get Cξptq “ pPξt q
˚ ¨D ¨ Pξt , where D is the diagonal matrix

with the eigenvalues λ1, ...,λ2N. For the sake of simplicity, we denote by pPi, jqi, j the components
of Pξt . Then,

rCξi,is
k
ptq “

ˆ

ÿ

j,l

P˚i, jD j,lPl,i

˙k

“

ˆ

ÿ

j

P˚i, jλ jP j,i

˙k

“

ˆ

ÿ

j

P˚i, jP j,i ¨λ j

˙k

.

But,
ř

j P˚i, jP j,i “ 1, since D is an orthogonal matrix. Consequently, we can use the convexity
inequality, and we obtain

ÿ

i

rCξi,is
kptq ď

ÿ

i

ÿ

j

P˚i, jP j,iλ
k
j ď

ÿ

j

λk
j “ TrprCξptqskq ď NKk .

Hence,

ukptq ` vkptq ď
ż

NKk dPpξq ď NKk .

l

REMARK 3.5. We notice that the same proof works for the pinned case. The only difference is
about the initial matrix C0, but the smoothness of the profile β0 is still true, and the estimate
TrpCk

0q “ OpNq is valid.
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3.4 When µN
0 is a Convex Combination of Gibbs Measures

As in Theorem II.3, we now suppose that the initial probability measure µN
0 is a convex combination

of Gibbs states defined by

µN
0 p¨q “

ż

Gm0,C0
p¨q dσpm0, C0q . (II.29)

If initially the process starts from ω0 which is distributed according to a Gaussian measure Gm0,C0
,

we know from Lemma II.10 that ω̃t is distributed according to a convex combination of Gaussian
measures written as

ż

Gm,Cp¨q dθ t
m0,C0

pm, Cq .

Consequently, in the case where µN
0 is given by (II.29), the law of the process ω̃t is given by

µ̃N
t p¨q “

ż
"
ż

Gm,Cp¨q dθ t
m0,C0

pm, Cq

*

dσpm0, C0q .

Let us recall that we want to control, for k ě 1, µ̃N
t

”

ř

xPTN
p2k

x

ı

and µ̃N
t

”

ř

xPTN
r2k

x

ı

. Following the
lines of the previous section, we notice that it is sufficient to control two quantities:

$

’

’

’

’

&

’

’

’

’

%

ż

Em0,C0

„

ÿ

iPTN

Uk
i,iptq



dσpm0, C0q ,

ż

Em0,C0

„

ÿ

iPTN

Vk
i,iptq



dσpm0, C0q .

Lemma V.24 gives a constant Cpλ0,β0q which does not depend on N and t such that
$

’

’

’

’

&

’

’

’

’

%

Em0,C0

„

ÿ

iPTN

Uk
i,iptq



ď rCpλ0,β0qs
k N ,

Em0,C0

„

ÿ

iPTN

Vk
i,iptq



ď rCpλ0,β0qs
k N .

More precisely,

Cpλ0,β0q “ sup
uPr0,1s

#

1

β0puq
`
λ2

0puq

β2
0 puq

+

.

In order to keep the same control, we have to suppose that, for all k ě 1,
ż

rKpm, Cqsk dσpm, Cq ă 8, where Kpm, Cq :“ sup
iPTN

Ci,i .

Finally, let us observe that all estimates are given for µ̃N
t but are still true for the accelerated law

µN
t . Indeed, the constants that appear do not depend on N and t.
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We investigate the macroscopic behavior of the disordered harmonic chain of oscillators,
through energy diffusion. The Hamiltonian dynamics of the system is perturbed by
a degenerate conservative noise. After rescaling space and time diffusively, we prove
that the energy fluctuations in equilibrium evolve according to a linear heat equation.
The diffusion coefficient is obtained from the non-gradient Varadhan’s approach, and
is equivalently defined through the Green-Kubo formula. Since the perturbation is very
degenerate and the symmetric part of the generator does not have a spectral gap, the
standard non-gradient method is reviewed under new perspectives (EXTRACTS FROM [77],
WITH SOME ADD-INS).

1 The Harmonic Case with an Energy Conserving Noise

1.1 Generator of the Markov Process

We describe the dynamics on the finite torus TN :“ t0, ...,Nu, meaning that boundary conditions
are periodic. The configuration tωxuxPTN

evolves according to a dynamics which can be divided
into two parts, a deterministic one and a stochastic one. The space of configurations of our system
is given by ΩN “ RN. We recall that the disorder is an i.i.d. sequence m“ tmxuxPZ which satisfies:

@ x P Z,
1

C
ď mx ď C,

for some finite constant Cą 0. The corresponding product and translation invariant measure on
the space ΩD “ rC

´1, CsZ is denoted by P and its expectation is denoted by E. For a fixed disorder
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field m“ tmxuxPTN
, we consider the system of ODE’s

?
mxdωx “

˜

ωx`1
?

mx`1
´
ωx´1
?

mx´1

¸

dt, t ě 0, x P TN

and we superpose to this deterministic dynamics a stochastic perturbation described as follows:
to each atom x P TN, and each bond tx , x ` 1u, x P TN is associated an exponential clock of rate
one, such that each clock is independent of each other. When the clock attached to x rings, ωx

is flipped into ´ωx , and when the clock attached to the bond tx , x ` 1u rings, the values ωx

and ωx`1 are exchanged. This dynamics can be entirely defined by the generator of the Markov
process tωxptq ; x P TNutě0, that is

Lm
N “Am

N ` γS
flip
N `λSexch

N

where, for all functions f : ΩD ˆΩN ÝÑ R,

Am
N f pm,ωq “

ÿ

xPTN

˜

ωx`1
?

mx mx`1
´

ωx´1
?

mx´1mx

¸

B f

Bωx
pm,ωq,

Sflip
N f pm,ωq “

ÿ

xPTN

f pm,ωx
q ´ f pm,ωq,

Sexch
N f pm,ωq “

ÿ

xPTN

f pm,ωx ,x`1
q ´ f pm,ωq.

Here, the configuration ωx is the configuration obtained from ω by flipping the momentum of
particle x:

pωx
qz “

$

&

%

ωz if z ‰ x ,

´ωx if z “ x .

The configuration ωx ,x`1 is obtained from ω by exchanging the momenta of particles x and x `1:

pωx ,x`1
qz “

$

’

’

&

’

’

%

ωz if z ‰ x , x ` 1,

ωx`1 if z “ x ,

ωx if z “ x ` 1.

We denote the total generator of the noise by SN :“ γSflip
N `λSexch

N , where γ,λą 0 are two positive
parameters which regulate the respective strengths of noises.

One quantity is conserved: the total energy
ř

ω2
x . The following translation invariant product

Gibbs measures µN
β on ΩN are invariant for the process:

dµN
βpωq :“

ź

xPTN

d

2π

β
exp

ˆ

´
β

2
ω2

x

˙

dωx .

In the following, the expectation of f with respect to µN
β is denoted by x f yβ . The index β stands for

the inverse temperature, namely xω2
0yβ “ 1{β . Let us highlight the fact that the Gibbs measures

do not depend on the disorder m. From the definition, our model is not reversible with respect to
the measure µN

β . Precisely, Am
N is an antisymmetric operator in L2pµN

βq, whereas SN is symmetric.



1. THE HARMONIC CASE WITH AN ENERGY CONSERVING NOISE 41

We denote by Ω the space of configurations in the infinite line, that is Ω :“ RZ, and by µβ the
product Gibbs measure on RZ. Hereafter, for every β ą 0, we denote by P‹β the probability
measure on ΩD ˆΩ defined by

P‹β :“ Pbµβ .

We notice that P‹
β

is translation invariant and we write E‹
β

for the corresponding expectation.

1.2 Energy Current

Since the dynamics conserves the total energy, there exist instantaneous currents of energy jx ,x`1

such that Lm
N pω

2
xq “ jx ,x`1pm,ωq ´ jx´1,xpm,ωq. The quantity jx ,x`1 is the amount of energy

between the particles x and x ` 1, and is equal to

jx ,x`1pm,ωq “
2ωxωx`1
?

mx mx`1
`λpω2

x`1´ω
2
xq.

The energy conservation law can be read locally as

ω2
xptq ´ω

2
xp0q “ Jx ,x`1ptq ´ Jx´1,xptq,

where Jx ,x`1ptq is the total energy current between x and x ` 1 up to time t. This can be written
as

Jx ,x`1ptq “
ż t

0
jx ,x`1psqds`Mx ,x`1ptq,

where Mx ,x`1ptq is a martingale which can be explicitely computed as Itô stochastic integral:

Mx ,x`1ptq “
ż t

0

”

ω2
x`1´ω

2
x

ı

ps´qd
“

Nx ,x`1psq ´λs
‰

`

ż t

0

”

ω2
x´1´ω

2
x

ı

ps´qd
“

Nx´1,xpsq ´λs
‰

.

Here pNx ,x`1qxPZ are independent Poisson processes of intensity λ. We also write jx ,x`1 “ jA
x ,x`1`

jS
x ,x`1 where jA

x ,x`1 (resp. jS
x ,x`1) is the current associated to the antisymmetric (resp. symmetric)

part of the generator:

jA
x ,x`1pm,ωq “

2ωxωx`1
?

mx mx`1

jS
x ,x`1pm,ωq “ jS

x ,x`1pωq “ λpω
2
x`1´ω

2
xq.

One can check that the current cannot be directly written as the gradient of a local function,
neither by an exact fluctuation-dissipation equation involving local functions (except if masses are
equal). We also define the static compressibility that is equal to

χpβq :“ xω4
0yβ ´ xω

2
0y

2
β “

2

β2 .

1.3 Cylinder Functions

For every x P Z and f a measurable function on ΩD ˆΩ, we consider the translated function τx f ,
which is the function on ΩD ˆΩ defined by: τx f pm,ωq :“ f pτxm,τxωq, where τxm and τxω

are the disorder and particle configurations translated by x P Z, respectively:

pτxmqz :“ mx`z, pτxωqz “ωx`z.
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If f is a measurable function on ΩD ˆΩ, the support of f , denoted by Λ f , is the smallest subset of
Z such that f pm,ωq only depends on tmx ,ωx ; x P Λ f u and f is called a cylinder function if Λ f is
finite. For every cylinder function f : ΩD ˆΩÝÑ R, consider the formal sum

Γ f :“
ÿ

xPZ
τx f

which does not make sense but for which

∇0pΓ f q :“ Γ f pm,ω0
q ´Γ f pm,ωq,

∇0,1pΓ f q :“ Γ f pm,ω0,1
q ´Γ f pm,ωq,

are well defined. Similarly, we define

p∇x f qpm,ωq :“ f pm,ωx
q ´ f pm,ωq,

p∇x ,x`1 f qpm,ωq :“ f pm,ωx ,x`1q ´ f pm,ωq.

Let ΛŤ Z be a finite subset of Z, and denote by FΛ the σ-algebra generated by tmx ,ωx ; x P Λu.
For a fixed positive integer `, we define Λ` :“ t´`, ...,`u. If the box is centered at site x P Z, we
denote it by Λ`pxq :“ t´`` x , ...,`` xu.

We denote by C the set of cylinder functions on ΩD ˆΩ with compact support and null average
with respect to µβ (for P-almost every m P ΩD). We also introduce the set of quadratic cylinder
functions on ΩD ˆΩ, denoted by Q Ă C, and defined as follows: f P Q if there exists a finite
sequence pψi, jpmqqi, jPZ of real cylinder functions on ΩD such that

f pm,ωq “
ÿ

iPZ

ψi,ipmqpω
2
i`1´ω

2
i q `

ÿ

i, jPZ
i‰ j

ψi, jpmqωiω j. (III.1)

In other words, quadratic functions are homogeneous polynomials of degree two in the variable ω,
that have null average with respect to µβ for every m P ΩD. An other definition through Hermite
polynomials is given in Appendix 2.2.1.

For f P C, denote by s f the smallest positive integer s such that Λs contains the support of f and
then Λ f “ Λs f

. Hereafter, we consider operators Lm, Am and S acting on functions f P C as

Lm f “Am f ` S f , (III.2)

Am f pm,ωq “
ÿ

xPZ

˜

ωx`1
?

mx mx`1
´

ωx´1
?

mx´1mx

¸

B f

Bωx
pm,ωq,

S f “ γSflip f `λSexch f ,

Sflip f pm,ωq “
ÿ

xPZ
p∇x f qpm,ωq “

ÿ

xPZ
f pm,ωx

q ´ f pm,ωq,

Sexch f pm,ωq “
ÿ

xPZ
p∇x ,x`1 f qpm,ωq “

ÿ

xPZ
f pm,ωx ,x`1

q ´ f pm,ωq.

We also denote Sx “ γ∇x ` λ∇x ,x`1 for x P Z. For Λ` Ť Z defined as above, we denote by Lm
Λ`

,
resp. SΛ` , the restriction of the generator Lm, resp. S, to the finite box Λ`, assuming periodic
boundary conditions.

Now we are ready to define two sets of functions that will play further a crucial role.
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DEFINITION III.1. Let C0 (respectively Q0) be the set of cylinder (respectively quadratic cylinder)
functions ϕ on ΩDˆΩ such that there exists a finite subset ΛŤ Z, and cylinder functions tFx , GxuxPΛ

satisfying
ϕ “

ÿ

xPΛ

∇xpFxq `∇x ,x`1pGxq.

If ϕ belongs to Q0, we assume the cylinder functions Fx , Gx to be quadratic.

To conclude this section we introduce the quadratic form associated to the generator: for any
x P Z and cylinder functions f , g P C, let us define

D`pµβ ; f q :“
@

p´Lm
Λ`
q f , f

D

β
“
@

p´SΛ`q f , f
D

β
“

ÿ

xPΛ`

@

p´Sxq f , g
D

β
,

and notice that

@

p´Sxq f , g
D

β
“
γ

2

@`

f pm,ωx
q ´ f pm,ωq

˘`

gpm,ωx
q ´ gpm,ωq

˘D

β

`
λ

2

@`

f pm,ωx ,x`1
q ´ f pm,ωq

˘`

gpm,ωx ,x`1
q ´ gpm,ωq

˘D

β
,

The symmetric form D` is called the Dirichlet form, and is well-defined on C. This is a random
variable with respect to the disorder m.

1.4 Semi-inner Products and Diffusion Coefficient

For cylinder functions g, h P C, let us introduce

! g, h"β ,‹:“
ÿ

xPZ
E‹β rg τxhs and ! g "β ,‹‹:“

ÿ

xPZ
x E‹β rgω

2
xs (III.3)

which are well-defined because g and h belong to C and therefore all but a finite number of terms
vanish. Notice that ! ¨, ¨ "β ,‹ is an inner-product, since the following equality holds:

! f , g "β ,‹“ lim
ΛÒZ

1

|Λ|
E

»

–

C

ÿ

xPΛ

τx f ,
ÿ

xPΛ

τx g

G

β

fi

fl

Since ! f ´ τx f , g "β ,‹“ 0 for all x P Z, this scalar product is only semidefinite. In the next
proposition we give explicit formulas for elements of C0.

PROPOSITION III.1. If ϕ P C0 with

ϕ “
ÿ

yPΛ

∇ypFyq `∇y,y`1pGyq,

then

! ϕ "β ,‹‹ “ E

C

pω2
0´ω

2
1q
ÿ

yPΛ

τ´yGy

G

β

! ϕ, g "β ,‹ “ E

C

∇0pΓgq
ÿ

yPΛ

τ´yFy `∇0,1pΓgq
ÿ

yPΛ

τ´yGy

G

β

for all g P C.
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Proof. The proof is straightforward. l

DEFINITION III.2. We define the diffusion coefficient Dpβq for β ą 0 as

Dpβq :“ λ`
1

χpβq
inf
f PQ

sup
gPQ

!

! f ,´S f "β ,‹ `2! jA
0,1´Am f , g "β ,‹ ´! g,´S g "β ,‹

)

.

The first term in the sum is only due to the exchange noise, whereas the second one comes from
the Hamiltonian part of the dynamics. Formally, this formula could be read as

Dpβq “ λ`
1

χpβq
! jA

0,1, p´Lm
q
´1 jA

0,1 "β ,‹, (III.4)

but the last term is ill-defined because jA
0,1 is not in the range of Lm. More rigorously, we should

define ! jA
0,1, p´Lmq´1 jA

0,1 "β ,‹ as

lim sup
zÝÑ0

! jA
0,1, pz´Lmq´1 jA

0,1 "β ,‹ .

The scalar product above is now well-defined, and the problem is reduced to prove convergence
as z ÝÑ 0. From Hille-Yosida Theorem (see [36, Proposition 2.1] for instance) (III.4) is equal to
the infinite volume Green-Kubo formula:

Dpβq “ λ`
1

χpβq
lim

zÝÑ0
zą0

E

»

–

ż `8

0
e´zt

C

ÿ

xPZ
jA
x ,x`1ptq, jA

0,1p0q

G

β

dt

fi

fl . (III.5)

In Section 3.1, we prove that (III.5) converges, by inspiring the argument from [10], and show
that the diffusion coefficient can be equivalently defined in the two ways.

Assuming the convergence in the Green-Kubo formula, one can easily see that Dpβq does not
depend on β . We denote by Lpzq the second term of the right-hand side of (III.5), that is

Lpzq :“
1

χpβq

ż `8

0
e´zt

! jA
0,1ptq, jA

0,1p0q "β ,‹ dt.

The function L is smooth on p0,`8q [72]. Let L2p! ¨, ¨ "β ,‹q be the Hilbert space generated by
the set of bounded local functions and the inner product ! ¨, ¨ "β ,‹, and hz :“ hzpm,ω;βq be the
solution of the resolvent equation in L2p! ¨, ¨ "β ,‹q i.e.

pz´Lmqhz “ jA
0,1.

We have that

Lpzq “
1

χpβq
! hz, jA

0,1 "β ,‹“
β2

2
! hz, jA

0,1 "β ,‹ .

Observe that if ω is distributed according to µβ then β1{2ω is distributed according to µ1. Since
hzpm,ω; 1q “ hzpm,ω;βq and jA

x ,x`1 is a homogeneous function of degree two in ω, it follows
that the diffusion coefficient does not depend on β .
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2 Non-gradient Method without Spectral Gap

From now on, we assume β “ 1. This assumption is justified since we are going to deal only
with quadratic functions (as defined before). For instance, when one result is stated for the scalar
product ! ¨ "1,‹ (meaning β “ 1), the same argument in the proof can be rewritten for any β ą 0,
after multiplying the process tωxptqu by β´1{2.

2.1 Central Limit Theorem Variances at Equilibrium

In this section we are going to identify the diffusion coefficient D given in Definition III.2. Roughly
speaking, we are going to show that D is the asymptotic component of the energy current jx ,x`1 in
the direction of the gradient ω2

x`1´ω
2
x , and makes the expression below vanish:

inf
f PQ

lim sup
NÝÑ8

limsup
tÝÑ8

1

tN
E‹1

»

—

–

¨

˝

ż t

0

ÿ

xPTN

“

jx ,x`1´Dpω2
x`1´ω

2
xq ´Lmpτx f q

‰

ds

˛

‚

2
fi

ffi

fl
. (III.6)

Let us start by giving well-known tools that will help understand the forthcoming results.

2.1.1 An Insight through Additive Functionals of Markov Processes

Consider a continuous time Markov process tYsusě0 on a complete and separable metric space E,
which has an invariant and ergodic measure π. We denote by x¨yπ the inner product in L2pπq and
by L the infinitesimal generator of the process. The adjoint of L in L2pπq is denoted by L‹. Fix
a function V : E ÝÑ R in L2pπq such that xVyπ “ 0. Theorem 2.7 in [52] gives conditions on V
which guarantee a central limit theorem for

1
?

t

ż t

0
VpYsqds

and shows that the limiting variance equals

σ2pV,πq “ 2 lim
zÝÑ0
zą0

@

V, pz´Lq´1V
D

π
.

Let the generator L be decomposed as L “ S `A, where S “ pL` L‹q{2 and A “ pL´ L‹q{2
denote, respectively, the symmetric and antisymmetric parts of L. Let H1 be the completion of
L2pπq with respect to the semi-norm } ¨ }1 defined as:

} f }21 :“
@

f , p´Lq f
D

π
“
@

f , p´Sq f
D

π
.

Let H´1 be the dual space of H1 with respect to L2pπq, in other words, the Hilbert space generated
by local functions and the norm } ¨ }´1 defined by

} f }2
´1 :“ sup

g

!

2
@

f , g
D

π
´ }g}21

)

,
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where the supremum is carried over all local functions g. Formally, } f }´1 can also be thought as
x f , p´Sq´1 f yπ. Notice the difference with the variance σ2pV,πq which formally reads

2
@

V, p´Lq´1V
D

π
“ 2

A

V,
“

p´Lq´1
‰

sV
E

π
.

Hereafter, Bs represents the symmetric part of the operator B. We can write, at least formally, that

!

“

p´Lq´1
‰

s

)´1
“´S `A‹p´Sq´1S ě´S,

where A‹ stands for the adjoint of A. We have therefore that
“

p´Lq´1
‰

s ď p´Sq
´1. The following

result is a rigorous estimate of the time variance in terms of the H´1 norm, which is proved
in [52, Lemma 2.4] .

LEMMA III.2. Given Tą 0 and a mean zero function V in L2pπq XH´1,

Eπ

«

sup
0ďtďT

ˆ
ż t

0
Vpsqds

˙2
ff

ď 24T}V}2
´1. (III.7)

If we compare the previous left-hand side to (III.6), the next step should be to take V proportional
to

ÿ

xPTN

“

jx ,x`1´Dpω2
x`1´ω

2
xq ´Lm

pτx f q
‰

and then take the limit as N goes to 8. In the right-hand side of (III.7) we will obtain a variance
that depends on N, and the main task will be to show that this variance converges: this is studied
in more details in what follows. Precisely, we prove that the limit of the variance results in a
semi-norm, which is denoted by ~ ¨ ~1 and defined in (III.14). We are going to see that (III.14)
involves a variational formula, which formally reads

~ f ~2
1 “! f , p´Sq´1 f "1,‹ `

2

λχp1q
! f "2

1,‹‹ .

The final step consists in minimizing this semi-norm on a well-chosen subspace, through orthogonal
projections in Hilbert spaces. The hard point is that ~ ¨ ~1 only depends on the symmetric part of
the generator S, and the latter is really degenerate, since it does not have a spectral gap.

In Subsection 2.1.2, we investigate the variance x f , p´Sq´1 f y1, and prove its well-posedness for
every function f in Q0. In Subsection 2.1.3, we relate the previous limiting variance (taking
the limit as N goes to infinity) to the suitable semi-norm. Then, in Section 2.2 we investigate
the Hilbert space generated by the semi-norm, and prove some decompositions into direct sums.
Finally, Section 2.3 focuses on the diffusion coefficient and its different expressions.

2.1.2 Microcanonical Measures and Integration by Part

In this paragraph, we recall general results on microcanonical measures, and state them for every
β ą 0 for the safe of clarity.
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Decomposition on microcanonical measures – The thermodynamic ensemble which is nat-
urally associated with a Hamiltonian dynamics is the microcanonical ensemble, which describes
the system at fixed energy. It is possible to devise a probability measure on the configurations
ω P ΩN with constant energy β´1 ą 0 such that the measure is stationary with respect to the
Hamiltonian flow. The corresponding probability measure denoted by µmc

N,β is the normalized
uniform probability measure on the sphere

SN,β :“

"

ω P ΩN ;
ÿ

xPTN

ω2
x “ β

´1

*

.

Now, for β´1 ą 0 fixed, we disintegrate the microcanonical measure µmc
N,β on SN,β . Let G be

the group generated by the following matrices: the permutation matrices Pσ, defined for any
permutation σ of t1, ..., Nu by

pPσqi, j “

$

&

%

1 if i “ σp jq,

0 otherwise,

and the sign matrices Sk, defined for k P t1, ...,Nu by

pSkqi, j “

$

’

’

&

’

’

%

1 if i “ j and i ‰ k,

´1 if i “ j “ k,

0 otherwise.

The group G acts on SN,β . For x PSN,β , we denote by GN,β
x the orbit of x“ px1, ...,xNq under the

action of G. More precisely,

GN,β
x “

!

ω PSN,β ; @ i P t1, ..., Nu, ωi P t˘x1; ¨ ¨ ¨ ;˘xNu

)

,

and each orbit is finite, with cardinality 2NpN`1q{2. This group action defines a projection

π : SN,β ÝÑQN,β

onto the quotient space QN,β :“SN,β{G. We can define the pushforward measure νN,β :“ π ‹µmc
N,β

on QN,β . Then, the disintegration of µmc
N,β with respect to π writes as follows: for all test functions

f : SN,β ÝÑ R, the measure µmc
N,βp¨|xq with support on GN,β

x satisfies
ż

SN,β

f pωq dµmc
N,βpωq “

ż

QN,β

ż

SN,β

f pωq dµmc
N,βpω|xq dνN,βpxq.

It is not difficult to see that µN,β ,xp¨q :“ µmc
N,βp¨|xq is the uniform measure on the orbit GN,β

x , since its
support is invariant under a subgroup of rotations (of the total sphere). Let us denote by x¨yN,E,x

the corresponding expectation. We obtain that, for all test functions f : SN,β ÝÑ R,

x f yN,β ,x “
1

2NpN`1q{2

ÿ

yPGN,β
x

f pyq.

To conclude, let us fix the energy β´1 ą 0, take x in the microcanonical sphere SN,β , and look
at the dynamics generated by LN restricted on the orbit GN,β

x . Then, observe that the kernel of
SN in the Hilbert space L2pµN,β ,xq has dimension 1. As a result, the range of SN in L2pµN,β ,xq has
codimension 1, and is equal to the mean-zero functions.
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Properties of C0 and Q0 – In the sequel, we give some properties of the two spaces C0 and Q0:
for instance, the energy current is among the elements of Q0 (Proposition III.3). We also prove an
integration by parts formula for the functions of C0 (Proposition III.4).

PROPOSITION III.3. Every ϕ P C0 has zero mean with respect to µsϕ ,E,x namely

xϕysϕ ,E,x “ 0, for P´ almost all disorder m, for all Eą 0, and x PSsϕ ,E.

Moreover, the following elements belong to Q0

paq jS
0,1, jA

0,1.

pbq Lm f , S f and Am f , for all f PQ.

Proof. The first statement is a consequence of the definition. Besides, paq is directly obtain from
the following identities: for x P Z, and k ě 1,

ω2
x`1´ω

2
x “∇x ,x`1

`

ω2
x

˘

(III.8)

ωxωx`k “ Sx

ˆ

´ωxωx`1

γ

˙

`

k´1
ÿ

`“1

Sx``

ˆ

´ωxωx```1

λ

˙

. (III.9)

Then, if f PQ, it is easy to see that (III.8) and (III.9) are sufficient to prove pbq. For instance,

Lm
pωxωx`1q “

ωxωx`2
?

mx`1mx`2
´
ωx`1ωx´1
?

mx mx´1
`
ω2

x`1´ω
2
x

?
mx mx`1

´ 4γωxωx`1`λpωx`2´ωx`1qωx `λpωx´1´ωxqωx`1.

l

Conversely, let us now consider a function ϕ P C0. From the previous subsection together with
Proposition III.3, we can write the cylinder function ϕ as ϕ “ p´SΛϕqp´SΛϕq

´1ϕ for some mean-
zero function p´SΛϕq

´1ϕ, measurable with respect to the variables
 

mx ,ωx ; x P Λϕ
(

. The
reversibility of the measure µ`,β ,x implies that the following decomposition holds in L2pµ`,β ,xq

ϕ “
ÿ

xPΛϕ

∇xpFxq `∇x ,x`1pGxq,

with
$

’

’

’

&

’

’

’

%

Fx “
γ

2
∇x

„

´

´SΛϕ
¯´1

ϕ



Gx “
λ

2
∇x ,x`1

„

´

´SΛϕ
¯´1

ϕ



.

The following proposition is a direct consequence of these comments.

PROPOSITION III.4 (Integration by parts formula). Let ϕ be a cylinder function in C0. There exists
a family of cylinder functions

 

Fϕx ,Gϕx ; x P Λϕ
(

measurable with respect to FΛϕ such that

@

ϕ, g
D

`,β ,x “
ÿ

xPΛϕ

@

Fϕx ,∇x g
D

`,β ,x`
@

Gϕx ,∇x ,x`1 g
D

`,β ,x (III.10)
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for all rectangles Λ` that contain Λϕ, for all β ą 0, and for all functions g P L2pµ`,β ,xq. For all y P Z,

τyFϕx “ F
τyϕ

x`y ,

τyGϕx “ G
τyϕ

x`y .

Moreover,
@

ϕ, g
D2

`,β ,x ď Cpϕ,β ,xq
@

g,
`

´ SΛϕ
˘

g
D

`,β ,x (III.11)

where Cpϕ,β ,xq is equal to

Cpϕ,β ,xq :“ 2
@

ϕ,
`

´ SΛϕ
˘´1
ϕ
D

`,β ,x .

By reintegration of the disintegrated measure µ`,β ,x the same result (III.10) may be restated with
microcanonical measures µ`,β ,x replaced by µβ and P‹β and (III.11) becomes:

@

ϕ, g
D2

β
ď C1pϕq

@

g,
`

´ SΛϕ
˘

g
D

β
(III.12)

E
@

ϕ, g
D2

β
ď C2pϕqE

@

g,
`

´ SΛϕ
˘

g
D

β
(III.13)

for some constants C1, C2 which can be written in terms of variances and do not depend on β .

Proof. Inequalities (III.11) and (III.12) follow from Cauchy-Schwarz inequality applied to (III.10).
Let us notice that the last inequality (III.13) uses the translation invariance of the measure P‹β . l

To conclude this paragraph, we give the variational formula that defines the variance in the case
of quadratic functions. The remarkable fact is its restriction on quadratic functions.

PROPOSITION III.5 (Variance of quadratic functions). If ϕ PQ0, then

@

ϕ, p´SΛϕq
´1ϕ

D

β
“ sup

gPQ

!

2
@

ϕ, g
D

β
´Dsϕpµβ ; gq

)

.

This result can be restated with µβ replaced with P‹β as

E
@

ϕ, p´SΛϕq
´1ϕ

D

β
“ sup

gPQ

!

2E
@

ϕ, g
D

β
´E

“

Dsϕpµβ ; gq
‰

)

.

Proof. This follows from the decomposition of every function in L2pµβq over the Hermite polyno-
mials basis: see Proposition V.13 (Appendix 2.2.1). l

2.1.3 Limiting Variance and Semi-norm

We return to the case β “ 1. In the following, we deliberately keep the notation χp1q, even if the
latter could be replaced with its exact value. We are going to obtain a variational formula for the
variance

p2`q´1E

C

´

´SΛ`
¯´1 ÿ

|x|ď`ϕ

τxϕ,
ÿ

|x|ď`ϕ

τxϕ

G

1
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where ϕ PQ0 and `ϕ “ `´sϕ´1. We first introduce a semi-norm on Q0. For any cylinder function
ϕ in Q0, let us define

~ϕ~2
1 :“ sup

gPQ

#

2! ϕ, g "1,‹ `
2

λ

! ϕ "2
1,‹‹

χp1q
´
λ

2
E‹1

„

´

∇0,1Γg

¯2


´
γ

2
E‹1

„

´

∇0Γg

¯2


+

(III.14)

“ sup
gPQ
aPR

!

2! ϕ, g "1,‹ `2a ! ϕ "1,‹‹ ´E
”

D0

`

µ1; aω2
0`Γg

˘

ı)

. (III.15)

As we previously noticed, this formula can be restated as

~ϕ~2
1 “! ϕ, p´Sq´1ϕ "1,‹ `

2

λχp1q
! ϕ "2

1,‹‹ . (III.16)

Since ϕ belongs to Q0, the results of Subsection 2.1.2 are valid, namely: the first term in the
right-hand side of (III.16) is well-defined (Proposition III.4), and the supremum in the variational
formula (III.14) can be restricted over functions in Q (Proposition III.5). We are now in position
to state the main result of this subsection.

THEOREM III.6. Consider a quadratic cylinder function ϕ PQ0. Then

lim
`ÝÑ8

p2`q´1E

C

`

´ SΛ`
˘´1 ÿ

|x|ď`ϕ

τxϕ,
ÿ

|x|ď`ϕ

τxϕ

G

1

“ ~ϕ~2
1.

Here, `ϕ stands for `´ sϕ ´ 1 so that the support of τxϕ is included in Λ` for every x P Λ`ϕ .

This theorem is the key of the standard non-gradient Varadhan’s method. As usual, the proof is
done in two steps that we separate as two different lemmas for the sake of clarity.

First, we bound the variance of a cylinder function ϕ PQ0, with respect to the canonical measure
µ1, by the semi-norm ~ϕ~2

1. Precisely,

LEMMA III.7. Under the assumptions of Theorem III.6,

limsup
`ÝÑ8

p2`q´1E

C

`

´ SΛ`
˘´1 ÿ

|x|ď`ϕ

τxϕ,
ÿ

|x|ď`ϕ

τxϕ

G

1

ď ~ϕ~2
1.

In this step, one need to know the weak limits of some particular sequences in Q0. In the typical
approach, these weak limits are viewed as germs of closed forms, but for the harmonic chain, this
way of thinking is not necessary. In Appendix 2.2.2, we describe the link between the point of
view of closed forms and the theorem below.

THEOREM III.8. Let t fnunPN a sequence of quadratic functions in L2pµ1q. Let us define

gn :“∇0

´

Γ fn

¯

and hn :“∇0,1

´

Γ fn

¯

.

If tgnu, respectively thnu, weakly converges in L2pµ1q towards g, respectively h, then there exist a P R
and f PQ such that

gpωq “∇0pΓ f qpωq, (III.17)

hpωq “ apω2
0´ω

2
1q `∇0,1pΓ f qpωq, (III.18)

considering that the above equalities are stated in L2pµ1q sense. This result remains in force if µ1 is
replaced with the product measure P‹1 “ Pbµ1, where P is the law of the disorder.
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Lemma III.7 and Theorem III.8 are both proved in Appendix 2.2.2.

In the second step, a lower bound for the variance can be easily deduced from the variational
formula which expresses the variance as a supremum:

LEMMA III.9. Under the assumptions of Theorem III.6,

limsup
`ÝÑ8

p2`q´1E

C

`

´ SΛ`
˘´1 ÿ

|x|ď`ϕ

τxϕ,
ÿ

|x|ď`ϕ

τxϕ

G

1

ě ~ϕ~2
1.

This result is very close to the standard method, and we postpone its proof to Appendix 2.2.2.

2.2 Hilbert Space and Projections

We now focus on the semi-norm ~ ¨ ~1 that was introduced in the previous section (III.14). We
can easily define from ~ ¨ ~1 a semi-inner product on C0 through polarization. Denote by N
the kernel of the semi-norm ~ ¨ ~1 on C0. Then, the completion of Q0|N denoted by H1 is a
Hilbert space. Let us explain how the well-known Varadhan’s approach is modified. Usually, the
Hilbert space on which orthogonal projections are performed is the completion of C0|N , in other
words it involves all local functions. Then, the standard procedure aims at proving that each
element of that Hilbert space can be approximated by a sequence of functions in the range of
the generator plus an additional term which is proportional to the current. The crucial steps for
obtaining this decomposition consist in: first, controlling the antisymmetric part of the generator
by the symmetric one for every cylinder function, and second, proving a strong result on germs
of closed forms (see Appendix 2.2.2). These two key points are not valid in our model, but they
can be adapted and then proved when restricted to quadratic functions. It turns out that these
weak versions are sufficient, since we are looking for a fluctuation-dissipation approximation that
involves quadratic functions only.

In Subsection 2.2.1, we show that H1 is the completion of SQ|N ` t jS
0,1u. In other words, all

elements of H1 can be approximated by a jS
0,1`S g for some a P R and g PQ. This is not irrelevant

since the symmetric part of the generator preserves the degree of polynomial functions. Moreover,
the sum of the two subspaces t jS

0,1u and SQ|N is orthogonal, and we denote it by

SQ|N ‘K t jS
0,1u.

Nevertheless, this decomposition is not satisfactory, because we want the fluctuating term to be on
the form Lmp f q, and not Sp f q. In order to make this replacement, we need to prove the weak
sector condition, that gives a control of ~Am g~1 by ~S g~1, when g is a quadratic function. The
argument is explained is Subsection 2.2.2 and 2.2.3, and the weak sector condition is proved
in Appendix 2.2.3. The only trouble is that this new decomposition is not orthogonal any more,
so that we can not express the diffusion coefficient as a variational formula, like (III.26). This
problem is solved in Section 2.3.

2.2.1 Decomposition according to the symmetric part

We begin this subsection with a table of calculus, very useful in the sequel.
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PROPOSITION III.10. For all g PQ0, h PQ,

! h,S g "1 “ ´! h, g "1,‹,
! h, jS

0,1 "1 “ ´! h"1,‹‹,
! jS

0,1,Sh"1 “ 0,
~ jS

0,1~
2
1 “ λχp1q.

Proof. The first two identities are direct consequences of Theorem III.6 and of the following
identity

S
ˆ

ÿ

xPΛ

xω2
x

˙

“
ÿ

xPΛ

jx ,x`1.

The last two ones follow directly. l

COROLLARY III.11. For all a P R and g PQ,

~a jS
0,1` S g~2

1 “ a2λχp1q `
λ

2
E‹1

”

p∇0,1Γgq
2
ı

`
γ

2
E‹1

”

p∇0Γgq
2
ı

.

In particular, the variational formula for ~h~1 when h PQ0 writes

~h~2
1 “

1

λχp1q
! h, jS

0,1 "1 ` sup
gPQ

 

´2! h,S g "1 ´~S g~2
1

(

. (III.19)

PROPOSITION III.12. We denote by SQ the space tSh ; h PQu. Then,

H1 “ SQ|N ‘K t jS
0,1u.

Proof. We divide the proof into two steps.

(a) The space is well generated – The inclusion SQ|N ` t jS
0,1u Ă H1 is obvious. Moreover, from

the variational formula (III.19) we know that: if h PH1 satisfies ! h, jS
0,1 "1“ 0 and ! h,S g "1“ 0

for all g PQ, then ~h~1 “ 0.

(b) The sum is orthogonal – This follows from the previous proposition and from the fact that
! jS

0,1,Sh"1“ 0 for all h PQ.

l

2.2.2 Replacement of S with L

In this subsection, we prove identities which mix the antisymmetric and the symmetric part of the
generator, which will be used to get the weak sector condition (Proposition III.15). The argument
is widely inspired from [69].

LEMMA III.13. For all g, h PQ,

! S g,Amh"1 “´!Am g,Sh"1 . (III.20)

! S g, jA
0,1 "1 “´!Am g, jS

0,1 "1 . (III.21)
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Proof. Identity (III.20) easily comes from the first identity of Proposition III.10 and from the
invariance by translations of the measure P‹1:

! S g,Amh"1 “´! g,Amh"1,‹“´
ÿ

xPZ
E‹1
“

τx g,Amh
‰

“
ÿ

xPZ
E‹1
“

Am
pτx gq, h

‰

“
ÿ

xPZ
E‹1
“

τxpAm gq, h
‰

“
ÿ

xPZ
E‹1
“

Am g,τ´xh
‰

“
ÿ

xPZ
E‹1
“

Am g,τxh
‰

“´!Am g,Sh"1 .

Then, by the first identity of Proposition III.10,

! S g, jA
0,1 "1 “´! g, jA

0,1 "1,‹“´
ÿ

xPZ
E‹1
“

τx g, jA
0,1

‰

“´
ÿ

xPZ
E‹1
“

g, jA
x ,x`1

‰

“´
ÿ

xPZ
xE‹1

“

g, jA
x´1,x ´ jA

x ,x`1

‰

“´
ÿ

xPZ
xE‹1

“

g,Am
pω2

xq
‰

“
ÿ

xPZ
xE‹1

“

Am g,ω2
x

‰

“´!Am g, jS
0,1 "1,

and this proves (III.21). l

This last lemma and the second identity of Proposition III.10 imply the following:

COROLLARY III.14. For all a P R, g PQ,

! a jS
0,1` S g, a jA

0,1`Am g "1“ 0.

We are now in position to state the main result of this subsection.

PROPOSITION III.15 (Weak sector condition). (i) There exist two constants C0 :“ Cpγ,λq and
C1 :“ Cpγ,λq such that the following inequalities hold for all f , g PQ:

|!Am g,S f "1| ď C0~S f ~1~S g~1. (III.22)

|!Am g,S f "1| ď C1~S g~1`
1

2
~S f ~1. (III.23)

(ii) There exists a positive constant C such that, for all g PQ,

~Am g~1 ď C~S g~1.

Proof. The proof is technical because made of explicit computations for quadratic functions. For
that reason, we report it to Appendix 2.2.3. l

2.2.3 Decomposition of the Hilbert space

We now deduce from the previous two subsections the expected decomposition of H1.

PROPOSITION III.16. We denote by LmQ the space tLm g ; g PQu. Then,

H1 “ LmQ|N ‘t jS
0,1u.

Proof. We first prove that H1 can be written as the sum of the two subspaces. Then, we show that
the sum is direct.
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(a) The space is well generated – The inclusion LmQ|N ` t jS
0,1u Ă H1 follows from Proposition

III.3. To prove the converse inclusion, let h PH1 so that ! h, jS
0,1 "1“ 0 and ! h,Lm g "1“ 0 for

all g PQ. From Corollary III.12, h can be written as

h“ lim
kÝÑ8

S gk

for some sequence tgku PQ. More precisely, since ! S gk,Am gk "1“ 0 by Equation (III.20),

~h~2
1 “ lim

kÝÑ8
! S gk,S gk "1“ lim

kÝÑ8
! S gk,Lm gk "1 .

Moreover, we also have by assumption that ! h,S gk "1“ 0 for all k, and from Proposition III.15,

sup
kPN
~Lm gk~1 ď pC` 1q sup

kPN
~S gk~1 “: Ch

is finite. Therefore,

~h~2
1 “ lim

kÝÑ8
! S gk,Lm gk "1“ lim

kÝÑ8
! S gk ´ h,Lm gk "1ď lim

kÝÑ8
Ch~S gk ´ h~1 “ 0.

(b) The sum is direct – Let tgku PQ be a sequence such that, for some a P R,

lim
kÝÑ8

Lm gk “ a jS
0,1 in H1,

By a similar argument,

limsup
kÝÑ8

! S gk,S gk "1“ limsup
kÝÑ8

! Lm gk,S gk "1“ limsup
kÝÑ8

! Lm gk ´ a jS
0,1,S gk "1“ 0,

where the last equality comes from the fact that ! jS
0,1,S gk "1“ 0 for all k. On the other hand, by

Proposition III.15, ~Lm gk~1 ď pC` 1q~S gk~
2
1. Then, a “ 0 and this concludes the proof. l

Recall that jS
0,1pm,ωq “ λpω2

1´ω
2
0q. We have obtained the following result.

THEOREM III.17. For every g PQ0, there exists a unique constant a P R, such that

g ` apω2
1´ω

2
0q P L

mQ in H1. (III.24)

In particular, this theorem states that there exists a unique number D, and a sequence of cylinder
functions t fku PQ such that

~ j0,1´Dpω2
1´ω

2
0q ´Lm fk~1 ÝÝÝÑ

kÝÑ8
0. (III.25)

Let us notice that this convergence also holds with the same constant D and the same sequence
t fku if we replace the semi-norm ~ ¨ ~1 with ~ ¨ ~β for all β ą 0 (from the change of variables
argument given at the beginning of Section 2).
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2.3 On the Diffusion Coefficient

The main goal of this section is to express the diffusion coefficient in several variational formulas.
First, recall Definition III.2, which can be written as

D“ λ`
1

χp1q
inf
f PQ

sup
gPQ
E
”

D0pµ1;Γ f q ` 2
@

jA
0,1´Am f ,Γg

D

1´D0pµ1;Γgq

ı

. (III.26)

From Theorem III.17, there exists a unique number D such that

j0,1´Dpω2
1´ω

2
0q P L

mQ in H1.

We are going to obtain a more explicit formula for that D, and relate it to (III.26), by following
the argument given by instance in [69]. We first rewrite the decomposition of the Hilbert space
given in Proposition III.16, by replacing jS

0,1 with j0,1. This new statement is based on Corollary
III.14, which gives an orthogonality relation. The second step is to find an other orthogonal
decomposition (see (III.27) below), which will enable us to prove the variational formula (III.26)
for D.

Hereafter, we denote by Lm,‹ :“ S ´Am the adjoint of the generator in L2pµ1q, and

j‹0,1 :“ jS
0,1´ jA

0,1.

LEMMA III.18. The following decompositions hold

H1 “ LmQ|N ‘t j0,1u “ Lm,‹Q|N ‘t j‹0,1u.

Proof. We only sketch the proof of the first decomposition, since it is done in [69]. Let us recall
from Proposition III.16 that LmQ has a complementary subspace in H1 which is one-dimensional.
Therefore, it is sufficient to prove that H1 is generated by LmQ and the total current. Let h PH1

such that ! h, j0,1 "1“ 0 and ! h,Lm g "1“ 0 for all g PQ. By Corollary III.12, h can be written
as

h“ lim
kÝÑ8

S gk ` a jS
0,1

for some sequence tgku PQ, and a P R, and from Corollary III.14,

~h~2
1 “ lim

kÝÑ8
! a jS

0,1` S gk, a j0,1`Lm gk "1 .

Moreover, from Proposition III.15,

sup
kPN
~a j0,1`Lm gk~

2
1 ď 2a2

~ j0,1~
2
1` 2pC` 1q sup

kPN
~S gk~

2
1 “: Ch

is finite. Therefore,

~h~2
1 “ lim

kÝÑ8
! a jS

0,1` S gk ´ h, a j0,1`Lm gk "1

ď lim sup
kÝÑ8

Ch~a jS
0,1` S gk ´ h~2

1 “ 0.

The same arguments apply to the second decomposition. l
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We define bounded linear operators T,T‹ : H1 ÝÑH1 as

Tpa j0,1`Lm f q :“ a jS
0,1` S f ,

T‹pa j‹0,1`Lm,‹ f q :“ a jS
0,1` S f .

From the following identity

~a j0,1`Lm f ~2
1 “ ~a j‹0,1`Lm,‹ f ~2

1 “ ~a jS
0,1` S f ~2

1`~a jA
0,1`Am f ~2

1,

we can easily see that T‹ is the adjoint operator of T and we also have the relations

! T jS
0,1, j‹0,1 "1 “! T‹ jS

0,1, j0,1 "1“ λχp1q

! T jS
0,1,Lm,‹ f "1 “! T‹ jS

0,1,Lm f "1“ 0, for all f PQ.

In particular, T maps t jS
0,1u into a subspace orthogonal to Lm,‹Q|N i.e.

H1 “ Lm,‹Q|N ‘K
 

T jS
0,1

(

(III.27)

and there exists a unique number Q such that

j‹0,1´QT jS
0,1 P L

m,‹Q in H1.

We are going to show that D“ λQ.

LEMMA III.19.

Q“
λχp1q

~T jS
0,1~

2
1

“
1

λχp1q
inf
f PQ
~ j‹0,1´Lm,‹ f ~2

1. (III.28)

Proof. The first identity follows from the fact that

! T jS
0,1, j‹0,1´QT jS

0,1 "1“ λχp1q ´Q~T jS
0,1~

2
1 “ 0.

The second identity is obtained from the following statement

inf
f PQ
~ j‹0,1´QT jS

0,1´Lm,‹ f ~1 “ 0. (III.29)

l

After an easy computation, we can also prove that ! Tg, g "1“! Tg, Tg "1 for all g PH1. Since
jS
0,1´ T jS

0,1 is orthogonal to T jS
0,1, we have:

jS
0,1´ T jS

0,1 P L
m,‹Q.

By the fact we obtain the variational formula for ~T jS
0,1~1:

PROPOSITION III.20.
~T jS

0,1~
2
1 “ inf

f PQ
~ jS

0,1´Lm,‹ f ~2
1. (III.30)

Proof. With a similar argument (in the proof of the previous proposition), we have

inf
f PQ
~ jS

0,1´ T jS
0,1´Lm,‹ f ~1 “ 0,

and
inf
f PQ
~ jS

0,1´ T jS
0,1´Lm,‹ f ~2

1 “ inf
f PQ
~ jS

0,1´Lm,‹ f ~2
1´ inf

f PQ
~T jS

0,1~
2
1,

which concludes the proof. l
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THEOREM III.21.

D“
1

χp1q
inf
f PQ
~ j‹0,1´Lm,‹ f ~2

1 “
χp1q

4 inf f PQ~ jS
0,1´Lm,‹ f ~2

1

. (III.31)

Proof. By the definition, j0,1´D jS
0,1{λ P L

mQ and therefore

! j0,1´ jS
0,1

D

λ
, T‹ jS

0,1 "1“ λχp1q ´
D

λ
~T jS

0,1~
2
1 “ 0. (III.32)

Therefore, D“ λQ, and the variational formula for D can be deduced from the one for Q. l

REMARK 2.1. We can rewrite the variational formula for D as:

D“
1

χp1q
inf
f PQ

!

~ jS
0,1~

2
1`~S f ~2

1`~ jA
0,1´Am f ~2

1

)

“ λ`
1

χp1q
inf
f PQ

!

~S f ~2
1`~ jA

0,1´Am f ~2
1

)

(III.33)

“ λ`
1

χp1q
inf
f PQ

sup
gPQ

!

~S f ~2
1´ 2! jA

0,1´Am f ,S g "1 ´~S g~2
1

)

“ λ`
1

χp1q
inf
f PQ

sup
gPQ

!

! f ,´S f "1,‹ `2! jA
0,1´Am f , g "1,‹ ´! g,´S g "1,‹

)

(III.34)

“ λ`
1

χp1q
inf
f PQ

sup
gPQ
E
”

D0pµ1;Γ f q ` 2
A

jA
0,1´Am f ,Γg

E

1
´D0pµ1;Γgq

ı

. (III.35)

We use the fact that in (III.33), we can restrict the infimum on functions f in Q that satisfy
! jA

0,1 ´Am f , jS
0,1 "1“ 0. Let us notice that (III.34) and (III.35) recover the variational formula

(III.26).

We conclude this section with a general statement that will be used in Section 4 to prove the
diffusive behavior of the macroscopic energy fluctuations.

PROPOSITION III.22. For any sequence t fku PQ such that

lim
kÝÑ8

~ j0,1´Dpω2
1´ω

2
0q ´Lm fk~1 “ 0

we have

lim
kÝÑ8
E
B

λ
´

∇0,1pω
2
0´Γ fk

q

¯2
` γ

´

∇0pΓ fk
q

¯2
F

1
“ 2Dχp1q.

Proof. By assumption,
lim

kÝÑ8
~T

`

j0,1´Dpω2
1´ω

2
0q ´Lm fk

˘

~1 “ 0

and therefore
lim

kÝÑ8
~ jS

0,1´ S fk~
2
1 “ D2

~Tpω2
1´ω

2
0q~

2
1.

Then, the result follows from

D“ λQ“
χp1q

~Tpω2
1´ω

2
0q~

2
1

and

~ jS
0,1´ S fk~

2
1 “

λ

2
E
B

´

ω2
0´ω

2
1´∇0,1pΓ fk

q

¯2
F

1
`
γ

2
E
B

´

∇0pΓ fk
q

¯2
F

1
. (III.36)

l
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3 Green-Kubo Formulas

3.1 Convergence of Green-Kubo Formula

Linear response theory predicts that the diffusion coefficient is given by the homogenized Green-
Kubo formula. Let us define

κpzq “ λ`
1

2

ż `8

0
e´zt ! jA

0,1pm, tq, jA
0,1pm, 0q "1,‹ dt

where ! ¨ "1,‹ is the inner product defined by (III.3). The Laplace transform above (the second
term of the right-hand side) is denoted by Lpzq, is smooth on p0,`8q, and κpzq can be rewritten:

κpzq “ λ`
1

2
! jA

0,1, pz´Lm
q
´1 jA

0,1 "1,‹ . (III.37)

3.1.1 Existence of the Green-Kubo Formula

In this paragraph we prove the existence and finiteness of the Green-Kubo formula. The argument
is based on the paper [10], where the author generalizes some ideas developed in [6,50].

THEOREM III.23. The following limit D :“ lim
zÝÑ0
zą0

κpzq exists, is finite and positive.

Proof. We investigate the existence of the limit

lim
zÝÑ0
zą0

! jA
0,1, pz´Lm

q
´1 jA

0,1 "1,‹ . (III.38)

The Hilbert space generated by the set of local functions and the inner product ! ¨, ¨ "1,‹ is
denoted by L2

‹
. We define hz :“ hzpm,ω; 1q as the solution of the resolvent equation in L2

‹

pz´Lm
qhz “ jA

0,1. (III.39)

Then we have to prove that

Lpzq “
1

2
! hz, jA

0,1 "1,‹

converges as z goes to 0, and that the limit is finite and non-negative. Then, from (III.37) it will
follow that Dě λą 0 and D is positive. We denote by } ¨ }1 the semi-norm corresponding to the
symmetric part of the generator due to the flip noise

} f }21 “! f , p´γSflip
q f "1,‹

and H1 is the Hilbert space obtained by the completion of L2
‹

w.r.t. that semi-norm. We multiply
(III.39) by hz and integrate with respect to ! ¨ "1,‹ and we get:

z ! hz, hz "1,‹ `}hz}
2
1`! hz, p´λSexchqhz "1,‹“! hz, jA

0,1 "1,‹ .

Let us notice that p´γSflipqp jA
0,1q “ 2γ jA

0,1. As a consequence, the Cauchy-Schwarz inequality for
the scalar product ! ¨, p´γSflipq¨ "1,‹ on the right-hand side gives

}hz}
2
1 ď C



3. GREEN-KUBO FORMULAS 59

for some positive constant C. Since thzuz is a bounded sequence in H1, we can extract a weakly
converging subsequence in H1. We continue to denote this subsequence by thzuz and we denote
by h0 the limit.

Now we are going to show that the convergence is stronger (see (iv) in Lemma III.24 below) and
that the limit is independent of the subsequence. Since the generator Lm conserves the degree
of homogeneous polynomial functions, we know that the solution of the resolvent equation is
expected to be on the form

hzpωq “
ÿ

x ,yPZ2

ϕzpx , yqωxωy ,

where ϕz : Z2 ÝÑ R is a square-summable symmetric function. Let hz “ h“z ` h‰z be the
decomposition of hz according to the two subspaces Q“ and Q‰, where Q“ is generated by
tω2

x , x P Zu and Q‰ is generated by tωxωy , x ‰ yu. The main point in the following argument is
that all gradient terms vanish in L2

‹
.

First of all, one can easily see how the spaces Q“ and Q‰ are mapped by the generators:

Am : Q“ ÝÑQ‰ Am : Q‰ ÝÑQ
Sflip : Q“ ÝÑ t0u Sflip : Q‰ ÝÑQ‰

Sexch : Q“ ÝÑQ“ Sexch : Q‰ ÝÑQ‰

Moreover, if f P Q“, then Amp f q is a gradient in Q‰, and Sexchp f q is a gradient in Q“. With all
these considerations, (III.39) rewrites in L2

‹
as

#

zh“z ´λS
exch
ph“z q “ 0

zh‰z ´λS
exch
ph‰z q ´ γS

flip
ph‰z q ´Am

ph‰z q “ jA
0,1.

The first equation means that h“z “ 0 in L2
‹

and therefore the solution hz of the resolvent equation
is an element of Q‰. As a consequence, we can write p´γSflipqphzq “ 2γhz, and this remark is one
of the key points in the following argument.

LEMMA III.24. All the properties below are satisfied:

(i) lim
zÝÑ0

z ! hz, hz "1,‹“ 0

(ii) thzu weakly converges as z goes to 0 towards h0 in L2
‹

(iii) ! jA
0,1, h0 "1,‹“! h0, p´Sqh0 "1,‹

(iv) ! phz ´ h0q, p´Sqphz ´ h0q "1,‹ vanishes as z goes to 0

(v) the weak limit of thzu does not depend on the subsequence.

We briefly prove the five points: (i) and (ii) come from the fact that ! hz, hz "1,‹ equals 2γ}hz}
2
1.

To get (iii), we multiply (III.39) by hz1 and integrate:

z ! hz1 , hz "1,‹ `! hz1 , p´Sqhz "1,‹ `! hz1 , p´Am
qhz "1,‹“! hz1 , jA

0,1 "1,‹ . (III.40)

We first take the limit as z1 ÝÑ 0 and then as z ÝÑ 0, and we use (i) and (ii) to obtain (iii). In
the same way, multiplying (III.39) by hz gives

z ! hz, hz "1,‹ `! hz, p´Sqhz "1,‹“! hz, jA
0,1 "1,‹ .
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The first term of the left-hand side vanishes as z goes to 0, and the right-hand side converges to
! h0, p´Sqh0 "1,‹. This implies (iv), that is

! phz ´ h0q, p´Sqphz ´ h0q "1,‹ÝÝÑzÝÑ0
0.

The uniqueness of the limit follows by a standard argument with the same idea of (III.40). We
have proved the first part: the limit (III.38) exists. To obtain its finiteness, we are going to give an
upper bound, using the following variational formula:

! jA
0,1, pz´Lm

q
´1 jA

0,1 "1,‹“ sup
f

!

2! f , jA
0,1 "1,‹ ´} f }21,z ´ }A

m f }2
´1,z

)

,

where the supremum is carried over local functions and the two norms } ¨ }˘1,z are defined by

} f }2
˘1,z “! f , pz´ Sq˘1 f "1,‹ .

For the upper bound, we neglect the term coming from the antisymmetric part Am f , that gives

! jA
0,1, pz´Lm

q
´1 jA

0,1 "1,‹ď! jA
0,1, pz´ Sq´1 jA

0,1 "1,‹ .

In the right-hand side we can also neglect the part coming from the exchange symmetric part
Sexch, and remind that Sflipp jA

0,1q “ ´2 jA
0,1. This gives an explicit finite upper bound. Then, we

have from Lemma III.24, Property (iii) that the limit

lim
zÝÑ8

! jA
0,1, pz´Lm

q
´1 jA

0,1 "1,‹“! jA
0,1, h0 "1,‹“! h0, p´Sqh0 "1,‹ě 0,

and the positiveness is proved. l

3.1.2 Equivalence of the Definitions

In this subsection we rigorously prove the equality between the variational formula for the
diffusion coefficient and the Green-Kubo formula (see the end of Subsection 1.4).

THEOREM III.25. For every λą 0 and γą 0,

D :“ λ`
1

2
lim

zÝÑ0
zą0

! jA
0,1, pz´Lm

q
´1 jA

0,1 "1,‹,

coincides with the diffusion coefficient D defined in Subsection 2.3.

Proof. From Subsection 2.3, we know that the diffusion coefficient can be written different ways.
For instance, one can easily check that

D“
2

~Tpω2
1´ω

2
0q~

2
1

.

By definition of D, there exists a sequence t fεuεą0 of functions in Q such that

gε :“ j‹0,1´Dpω2
1´ω

2
0q ´Lm,‹p fεq

satisfies ~gε~1 ÝÑ 0 as ε goes to 0. By substitution in the equality above, we get

D´1
“

1

2D2 ! j‹0,1´Lm,‹ fε ´ gε, T‹p j‹0,1´Lm,‹ fε ´ gεq "1
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recalling that ! Tg, Tg "1“! g, T‹g "1 for all g PH1. Therefore,

D“
1

2
! j‹0,1´Lm,‹ fε ´ gε, jS

0,1´ S fε ´ gε "1

“
1

2
! j‹0,1´Lm,‹ fε, jS

0,1´ S fε "1 `Rε

where Rε is bounded by C~gε~
2
1, and then vanishes as ε goes to 0. Finally, from Proposition III.10,

we can write

D“ λ`
1

2
lim
εÝÑ0

! fε, p´Sq fε "1,‹ .

The problem is now reduced to prove that

lim
εÝÑ0

! fε, p´Sq fε "1,‹“ lim
zÝÑ0
zą0

! jA
0,1, pz´Lm

q
´1 jA

0,1 "1,‹ . (III.41)

For every z ą 0 and ε ą 0, we have by definition above and (III.39),

jA
0,1 “ zhz ´Lmhz (III.42)

j‹0,1 “ Dpω2
1´ω

2
0q ` gε `Lm,‹ fε. (III.43)

First, multiply (III.43) by fε and integrate with respect to ! ¨ "1,‹, keeping in mind that all
gradients give no contribution. We get

´! jA
0,1, fε "1,‹“! fε, gε "1,‹ ´! fε, p´Sq fε "1,‹

and using (III.42),

! Lmhz, fε "1,‹ ´z ! hz, fε "1,‹“! fε, gε "1,‹ ´! fε, p´Sq fε "1,‹ .

First, let z go to 0, and observe that z ! hz, fε "1,‹ vanishes, from the Cauchy-Schwarz inequality
together with Statement (i) of Lemma III.24. The limit of ! Lmhz, fε "1,‹ exists from the weak
convergence of thzuz. Then, take the limit as ε goes to 0, and observe that

! fε, gε "1,‹“! fε, p´Sqp´Sq´1 gε "1,‹ ď ! fε, p´Sq fε "
1{2
1,‹ ! gε, p´Sq´1 fε "

1{2
1,‹

ď C~gε~1 ÝÝÑ
εÝÑ0

0.

The first equality is justified by the fact that gε belongs to Q0, and the last inequality comes from
the definition of the semi-norm ~ ¨ ~1 given in (III.14). As a consequence, we have obtained

lim
εÝÑ0

! fε, p´Sq fε "1,‹“ lim
εÝÑ0

lim
zÝÑ0

!´Lmhz, fε "1,‹ .

In the same way, multiply (III.43) by hz and integrate with respect to ! ¨ "β ,‹ so that

´! jA
0,1, hz "1,‹“! gε, hz "1,‹ `! Lm,‹ fε, hz "1,‹ .

If we send first z to 0, then ! gε, hz "1,‹ converges to ! gε, h0 "1,‹ from the weak convergence of
thzuz. With the same argument as before, we write

! gε, h0 "1,‹ď C~gε~1 ÝÝÑ
εÝÑ0

0.

Therefore,

lim
zÝÑ0

! jA
0,1, hz "1,‹ “ lim

εÝÑ0
lim

zÝÑ0
!´Lm,‹ fε, hz "1,‹

“ lim
εÝÑ0

! fε, p´Sq fε "1,‹

and the claim is proved. l
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3.2 Vanishing Exchange Noise

With the same ideas of the previous subsection, it can be easily shown that the homogenized
Green-Kubo formula also converges if the strength λ of the exchange noise vanishes. The aim of
this paragraph is to study the limit of Dpλ,γq as λ goes to 0. First, we turn (III.37) into a new
definition that highlights the dependence on λą 0. For that purpose we introduce new notations:
we define S0 :“ γSflip, Sλ :“ S0`λSexch, and then

#

Lm
0 :“Am

` S0

Lm
λ :“Am

` Sλ “ Lm
0 `λS

exch and J0pmqpωq :“
ω0ω1
?

m0m1
“ jA

0,1pm,ωq.

Let us introduce the homogenized Green-Kubo formula for both noises:

κpλ, zq :“! J0pmq, pz´Lm
λ q
´1J0pmq "1,‹ (III.44)

and the homogenized Green-Kubo formula for flip noise only:

κ0pzq :“! J0pmq, pz´Lm
0 q
´1J0pmq "1,‹ . (III.45)

According to the previous paragraph, we already know that the Green-Kubo formulas (III.44) and
(III.45) converge as z goes to 0. Then, the following diffusion coefficients are well defined, for all
λą 0,

$

&

%

Dpλq :“ λ` lim
zÝÑ0

κpλ, zq,

D0 :“ lim
zÝÑ0

κ0pzq.

The main result of this subsection is stated in the following theorem.

THEOREM III.26. The function λ ÞÑ Dpλq is continuous at 0. More precisely,

lim
λÝÑ0

Dpλq “ D0.

Let us remark that the theorem above does not imply the existence of the hydrodynamics diffusion
coefficient Dp0,γq. This question remains open.

Proof. The proof is divided into two steps. For the sake of readability, we erase the notation m in
J0pmq, and keep in mind its dependence on the disorder.

Step 1 - Convergence of the diffusion coefficient. Let us denote by hz,0 and hz,λ the two
solutions of the resolvent equations in L2

‹
:
`

z´Lm
0

˘

hz,0 “ J0,
`

z´Lm,‹
λ

˘

hz,λ “ J0.

We look at the following difference, for λ, z ą 0 fixed,
ˇ

ˇ

ˇ! J0, pz´Lm
λ
q´1J0 "1,‹ ´! J0 , pz´Lm

0 q
´1J0 "1,‹

ˇ

ˇ

ˇ

“

ˇ

ˇ

ˇ! J0 , pz´Lm
λ q
´1J0 "1,‹ ´! J0, hz,0 "1,‹

ˇ

ˇ

ˇ

“

ˇ

ˇ

ˇ! J0 , pz´Lm
λ q
´1
”

pz´Lm
0 qhz,0´ pz´Lm

λ qhz,0

ı

"1,‹

ˇ

ˇ

ˇ

“ λ
ˇ

ˇ! J0 , pz´Lm
λ q
´1Sexch

phz,0q "1,‹

ˇ

ˇ

“ λ
ˇ

ˇ! pz´Lm,‹
λ q´1J0 , Sexchphz,0q "1,‹

ˇ

ˇ .
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To complete the proof, we are reduced to show that λ
ˇ

ˇ! hz,λ,Sexchphz,0q "1,‹

ˇ

ˇ vanishes when we
first let z ÝÑ 0 and then λÝÑ 0. For that purpose, we need more precise information on the two
solutions hz,λ and hz,0. Since the generator Lm

λ
(resp. Lm

0 ) conserves the degree of homogeneous
polynomial functions, we know that the solution of the resolvent equation hz,λ (resp. hz,0) has to
be homogeneous polynomial of degree two, precisely:

hz,λpωq “
ÿ

x ,yPZ
ϕz,λpm, x , yqωxωy ,

where ϕz,λpm, ¨, ¨q : Z2 ÝÑ R is a square-integrable symmetric function. As before, we decompose
every degree two function h as h “ h“ ` h‰, where h“ belongs to Q“ and h‰ belongs to Q‰.
We have seen in the proof of Theorem III.23 that the part belonging to Q“ vanishes for the two
solutions, in other words, hz,λ and hz,0 are elements of Q‰. As a consequence,

! hz,λ,Sexch
phz,0q "1,‹ “! hz,λ,Sexch

phz,0q "1,‹

which is bounded by
b

! hz,λ, p´Sexchqphz,λq "1,‹

b

! hz,0, p´Sexchqphz,0q "1,‹

according to the Cauchy-Schwarz inequality for the scalar product ! ¨, p´Sexchq¨ "1,‹. We treat
separately the two terms into the two lemmas below. We prove that the first term is bounded by
C{
?
λ, and the second one is uniformly bounded for λ, z ą 0. Here we state the two lemmas:

LEMMA III.27. There exists a constant Cą 0 such that, for all z,λą 0,

! hz,λ, p´Sexch
qphz,λq "1,‹ ď

C

λ
.

LEMMA III.28. There exists a constant Cą 0 such that, for all z ą 0,

! hz,0, p´Sexch
qphz,0q "1,‹ ď C.

From these statements we deduce

λ
ˇ

ˇ

ˇ! hz,λ,Sexch
phz,0q "1,‹

ˇ

ˇ

ˇď C0

?
λ

where C0 does not depend on λ, z ą 0, and Theorem III.26 follows.

Step 2 - Proofs of the two lemmas. We begin with the proof of Lemma III.27. We recall the
resolvent equation in L2

‹
:

zhz,λ´ pλSexch
` S0´Am

qhz,λ “ J0. (III.46)

We multiply (III.46) by hz,λ and integrate with respect to ! ¨ "1,‹, in order to get

z ! hz,λ, hz,λ "1,‹ `! hz,λ, p´S0qphz,λq "1,‹ `λ! hz,λ, p´Sexch
qphz,λq "1,‹ “! J0, hz,λ "1,‹ .

The right-hand side rewrites as

p2γq´1
! p´S0qpJ0q, hz,0 "1,‹ .
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Cauchy-Schwarz inequality for the scalar product ! ¨, p´S0q¨ "1,‹ on the right-hand side gives

z ! hz,λ, hz,λ "1,‹ ď C

with C :“ p2γq´1{2! J0, J0 "
1{2
1,‹ and then

λ! hz,λ, p´Sexch
qphz,λq "1,‹ ď C.

We now turn to Lemma III.28. We prove a general result, precisely: there exists a constant Cą 0
such that, for all g PQ‰,

! g, p´Sexch
qg "1,‹ ď C! g, g "1,‹ . (III.47)

This fact is proved through explicit computations. Let us write g PQ‰ in the form

gpωq “
ÿ

xPZ
kě1

φx ,kpmqωxωx`k.

A straightforward computation gives that

! g, p´Sexch
qg "1,‹ “

1

2
E‹1

”

`

∇0,1Γg

˘2
ı

“
ÿ

kě2

E

»

–

˜

ÿ

zPZ
φz,kpτ´zmq ´φz,kpτ1´zmq

¸2
fi

fl .

ď 4
ÿ

kě2

E

»

–

˜

ÿ

zPZ
φz,kpmq

¸2
fi

fl .

In the last inequality, we use the fact that the measure P on the disorder is translation invariant
and that pa´ bq2 ď 2pa2` b2q for all a, b P R. Besides, one can also check that

! g, g "1,‹ “
ÿ

kě1

E

«

ÿ

x ,zPZ
φz,kpτ´zmqφx ,kpτ´xmq

ff

“
ÿ

kě1

E

»

–

˜

ÿ

zPZ
φz,kpmq

¸2
fi

fl ,

thanks to the translation invariance of P. The bound (III.47) follows directly, with C“ 4. To prove
Lemma III.28, it remains to show that ! hz,0, hz,0 "1,‹ is uniformly bounded in z. We recall the
resolvent equation in L2

‹
:

zhz,0´ pS0`Am
qhz,0 “ J0. (III.48)

Notice that we can write S0phz,0q “ ´2γhz,0. We multiply (III.48) by hz,0 and integrate with respect
to ! ¨ "1,‹ in order to get

z ! hz,0, hz,0 "1,‹ `2γ! hz,0, hz,0 "1,‹ “! J0, hz,0 "1,‹ .

As previously, Cauchy-Schwarz inequality for the scalar product ! ¨, p´S0q¨ "1,‹ on the right-hand
side gives

! hz,0, hz,0 "1,‹ ď C,

with C :“ p2γq´1 ! J0, J0 "
1{2
1,‹ . l

4 Macroscopic Fluctuations of Energy

In this section we are interested in the fluctuations of the empirical energy, when the system
is at equilibrium. We prove that the limit fluctuation process is governed by a generalized
Ornstein-Uhlenbeck process, whose covariances are given in terms of the diffusion coefficient.
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4.1 Energy Fluctuation Field

Recall that we denote by eβ the thermodynamical energy associated to the inverse temperature
β ą 0, namely eβ “ β

´1. We define the energy empirical distribution πN
t,m on the torus T“ r0, 1q

as

πN
t,mpduq “

1

N

ÿ

xPTN

ω2
xptqδx{Npduq, t P r0,Ts, u P T,

where δu states for the Dirac measure. We denote by tωptqutě0 the Markov process generated
by N2Lm

N and by M1 the set of probability measures on T, endowed with the weak topology. The
space of trajectories in M1, which are right-continuous and left-limited (i.e. the Skorokhod space)
is denoted by D

`

r0,Ts,M1

˘

. If the initial state of the dynamics is given by the equilibrium Gibbs
measure µN

β , then πN
t,m weakly converges towards the deterministic measure on T, equal to teβduu.

Our goal is to investigate the fluctuations of the empirical measure πN with respect to this limit.
Let us fix the disorder m, and the inverse of temperature β ą 0 and consider the system under the
equilibrium measure µN

β .

DEFINITION III.3 (Empirical energy fluctuations). We denote by YN
t,m the empirical energy fluctu-

ation field defined as

YN
t,mpHq “

1
?

N

ÿ

xPTN

H

ˆ

x

N

˙

!

ω2
xptq ´ eβ

)

,

where H : TÝÑ R is a smooth function.

We are going to prove that the distribution YN
t,m converges in law towards the solution of the linear

SPDE:

BtY “ DB2
yY dt`

b

2Dχpβq ByBpy, tq

where B is a standard normalized space-time white noise, and D is the diffusion coefficient
defined in Theorem III.17. Observe that there is no dependence on the statistics of the disorder
m in the limit process. In other words, the latter is described by the stationary generalized
Ornstein-Uhlenbeck process with zero mean and covariances given by

@

YtpHqY0pGq
D

“
χpβq
?

4πtD

ż

R2
du dv HpuqGpvqexp

ˆ

´
pu´ vq2

4tD

˙

,

for all t ě 0 and smooth functions H, G : TÝÑ R. Here, H (resp. G) is the periodic extension to
the real line of H (resp. G).

We denote by YN
m the probability measure on Dpr0,Ts,M1q induced by the energy fluctuation field

YN
t,m and the Markov process tωptqutě0 generated by N2Lm

N , starting from the equilibrium proba-
bility measure µN

β . Let Y be the probability measure on the space Dpr0,Ts,M1q corresponding to
the generalized Ornstein-Uhlenbeck process Yt . The main result of this section is the following.

THEOREM III.29. For almost all realization of the disorder m P ΩD, the sequence tYN
muNě1 weakly

converges in Dpr0, Ts,M1q to the probability measure Y.
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4.2 Strategy of the Proof

We follow the lines of [69, Section 3], and we write the proof for β “ 1 (the same argument
remaining in force for every β ą 0). The proof of Theorem III.29 is divided into three steps. First,
we need to show that the sequence tYN

muNě1 is tight. This point follows a standard argument,
given for instance in [49, Section 11].

Then, we prove that the one-time marginal of any limit point Y‹ of a convergent subsequence of
tYN

muNě1 is the law of a centered Gaussian field Y with covariances given by

@

YpHqYpGq
D

“ χp1q
ż

T
du HpuqGpuq,

where H,G : TÝÑ R are smooth functions. This statement comes from the central limit theorem
for independent variables. Finally, we prove the main point in the next subsections: all limit points
Y‹ of convergent subsequences of tYN

muNě1 solve the martingale problems below.

Martingale problems – For each smooth function H : TÝÑ R,

MtpHq :“ YtpHq ´Y0pHq ´
ż t

0
DYspH

2
qds, (III.49)

and

NtpHq :“
`

MtpHq
˘2
´ 2tχp1qD

ż

T
H1puq2du (III.50)

are L1pYq-martingales.

4.3 Martingale Decompositions

Let us fix a smooth function H : TÝÑ R. We rewrite YN
t,mpHq as

YN
t,mpHq “ YN

0,mpHq `
ż t

0

?
N

ÿ

xPTN

∇NH

ˆ

x

N

˙

jx ,x`1pm, sqds`MN
t,mpHq

where MN
t,m is the martingale defined as

MN
t,mpHq “

ż t

0

1

N
?

N

ÿ

xPTN

∇NH

ˆ

x

N

˙

`

ω2
x`1´ω

2
x

˘

psqd
“

Nx ,x`1psq ´λs
‰

.

Hereafter, pNx ,x`1qxPZ, pNxqxPZ are independent Poisson processes of intensity (respectively) λ and
γ. The notation ∇N states for the discrete gradient:

∇NH

ˆ

x

N

˙

“ N

„

H

ˆ

x ` 1

N

˙

´H

ˆ

x

N

˙

,

and the discrete Laplacian ∆N is defined in a similar way:

∆NH

ˆ

x

N

˙

“ N2

„

H

ˆ

x ` 1

N

˙

`H

ˆ

x ´ 1

N

˙

´ 2H

ˆ

x

N

˙

.
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To close the equation, we are going to replace the term involving the microscopic currents with a
term involving YN

t,m. In other words, the most important part in the fluctuation field represented
by

ż t

0

?
N

ÿ

xPTN

∇NH

ˆ

x

N

˙

jx ,x`1pm, sqds

is its projection over the conservation field YN
t,m (recall that the total energy is the unique conserved

quantity of the system). The non-gradient approach consists in using the fluctuation-dissipation
approximation of the current jx ,x`1 given by Theorem III.17 as D

`

ω2
x`1 ´ω

2
x

˘

` Lmpτx f q. For
that purpose, we rewrite, for any f PQ,

YN
t,mpHq “ YN

0,mpHq`
ż t

0
DYN

s,mp∆NHqds` I1,N
t,m, f pHq` I2,N

t,m, f pHq`M1,N
t,m, f pHq`M2,N

t,m, f pHq, (III.51)

where

I1,N
t,m, f pHq “

ż t

0

?
N

ÿ

xPTN

∇NH

ˆ

x

N

˙

”

jx ,x`1pm, sq ´D
`

ω2
x`1´ω

2
x

˘

psq ´Lm
pτx f qpm, sq

ı

ds,

I2,N
t,m, f pHq “

ż t

0

?
N

ÿ

xPTN

∇NH

ˆ

x

N

˙

Lm
pτx f qpm, sqds,

M1,N
t,m, f pHq “

ż t

0

1

N
?

N

ÿ

xPTN

∇NH

ˆ

x

N

˙

#

“

∇x ,x`1pω
2
0´Γ f q

‰

psqd
“

Nx ,x`1psq ´λs
‰

´∇xpΓ f qpsqd
“

Nxpsq ´ γs
‰

+

,

M2,N
t,m, f pHq “

ż t

0

1

N
?

N

ÿ

xPTN

∇NH

ˆ

x

N

˙

#

∇x ,x`1pΓ f qpsqd
“

Nx ,x`1psq ´λs
‰

`∇xpΓ f qpsqd
“

Nxpsq ´ γs
‰

+

.

The strategy of the proof is based on the two following results.

LEMMA III.30. For every smooth function H : TÝÑ R, and every function f PQ,

lim
NÝÑ8
E
B

sup
0ďtďT

´

I2,N
t,m, f pHq `M2,N

t,m, f pHq
¯2
F

1

“ 0.

THEOREM III.31 (Boltzmann-Gibbs principle). There exists a sequence of functions t fkukPN P Q
such that

(i) for every smooth function H : TÝÑ R,

lim
kÝÑ8

lim
NÝÑ8
E
B

sup
0ďtďT

´

I1,N
t,m, fk

pHq
¯2
F

1

“ 0, (III.52)

(ii) and moreover

lim
kÝÑ8
E
B

λ
´

∇0,1pω
2
0´Γ fk

q

¯2
` γ

´

∇0pΓ fk
q

¯2
F

1
“ 2Dχp1q. (III.53)
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As a result, the martingale M1,N
t,m, fk

converges in L2pP‹1q, as NÝÑ8 and k ÝÑ8, to a martingale
MtpHq of quadratic variation

2tDχp1q
ż

T
H1puq2 du,

and the limit YtpHq of YN
t,mpHq satisfies the equation

YtpHq “ Y0pHq `
ż t

0
YspDH2qds`MtpHq.

We have proved that the limit solves the martingale problems (III.49) and (III.50), which uniquely
characterize the generalized Ornstein-Uhlenbeck process Yt . The proof of Theorem III.31 is
strongly related to the characterization of the diffusion coefficient given in Sections 2.1, 2.2 and
2.3.

4.4 Proof of Lemma III.30

In this paragraph we give a proof of Lemma III.30. We define

XN
m, f ptq “

1

N
?

N

ÿ

xPTN

∇NH

ˆ

x

N

˙

τx f pm, tq

As before, we can rewrite

I2,N
t,m, f pHq `M2,N

t,m, f pHq “ XN
m, f ptq ´ XN

m, f p0q

`
1

N
?

N

ż t

0

ÿ

xPTN

∇x ,x`1

¨

˝

$

&

%

ÿ

zPTN

∇NH

ˆ

z

N

˙

τz f

,

.

-

´∇N

ˆ

x

N

˙

Γ f

˛

‚pm, sqd
“

Nx ,x`1psq ´λs
‰

`
1

N
?

N

ż t

0

ÿ

xPTN

∇x

¨

˝

$

&

%

ÿ

zPTN

∇NH

ˆ

z

N

˙

τz f

,

.

-

´∇NH

ˆ

x

N

˙

Γ f

˛

‚pm, sqd
“

Nxpsq ´λs
‰

.

Therefore,

p I2,N
t,m, f pHq `M2,N

t,m, f pHq
¯2
ď 3

´

XN
m, f ptq ´ XN

m, f p0q
¯2

` 3

¨

˝

1

N
?

N

ż t

0

ÿ

xPTN

∇x ,x`1

¨

˝

$

&

%

ÿ

zPTN

∇NH

ˆ

z

N

˙

τz f

,

.

-

´∇NH

ˆ

x

N

˙

Γ f

˛

‚pm, sqd
“

Nx ,x`1psq ´λs
‰

˛

‚

2

` 3

¨

˝

1

N
?

N

ż t

0

ÿ

xPTN

∇x

¨

˝

$

&

%

ÿ

zPTN

∇NH

ˆ

z

N

˙

τz f

,

.

-

´∇NH

ˆ

x

N

˙

Γ f

˛

‚pm, sqd
“

Nxpsq ´λs
‰

˛

‚

2

(III.54)

On the one hand,

E
B

´

XN
m, f

¯2
F

1
“

1

N3

ÿ

x ,yPTN

∇NH

ˆ

x

N

˙

∇NH

ˆ

y

N

˙

E
A

τx f ,τy f
E

1
.
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This last quantity is of order 1{N2, because f is a local function of zero average, and H is smooth.
On the other hand, let us define

Yxpm,ωq :“
ÿ

zPTN

∇NH

ˆ

z

N

˙

τz f ´∇NH

ˆ

x

N

˙

ÿ

zPZ
τz f .

Then, the expectation of the second term of (III.54) is equal to

3λ2 tN2

N3

ÿ

xPTN

E
A

“

∇x ,x`1pYxq
‰2
E

1
.

Again, since f is local and H is smooth, this quantity is of order 1{N2. Indeed, in the expression
∇x ,x`1pYxq, there is a sum over z P Z, but in which only terms with |z´ x | ď 2 remain. The same
holds for the third term of (III.54).

4.5 Proof of Theorem III.31

In this paragraph, we prove Theorem III.31 by using the central limit theorem variances given in
Theorem III.6. First, we show how to relate (III.52) to such variances.

PROPOSITION III.32. Let ψ P C0 such that sψ ď N. Then
C

sup
0ďtďT

„
ż t

0
ψpsqds

2
G

1

ď
24T

N2 xψ, p´SNq
´1ψy1. (III.55)

The previous result is proved for example in [52, Section 2, Lemma 2.4]. We are going to use
this bound for functions of type

ř

x Gpx{Nqτxϕ, where ϕ belongs to Q0. The main result of this
subsection is the following.

THEOREM III.33. Let ϕ PQ0, and G a smooth function on T. Then,

lim sup
NÝÑ8

E

C

sup
0ďtďT

»

–

?
N
ż t

0

ÿ

xPTN

G

ˆ

x

N

˙

τxϕpm, sqds

fi

fl

2
G

1

ď CT~ϕ~2
1

ż

T
G2
puqdu. (III.56)

Proof. From Proposition III.32, the left-hand side of (III.56) is bounded by

24TE

C

?
N

ÿ

xPTN

G

ˆ

x

N

˙

τxϕpmq, p´N2SNq
´1

¨

˝

?
N

ÿ

xPTN

G

ˆ

x

N

˙

τxϕpmq

˛

‚

G

1

,

that can be written with the variational formula as

24T sup
f PC

$

&

%

?
N

ÿ

xPTN

G

ˆ

x

N

˙

E
“

x f τxϕy1
‰

´N2E
”

DNpµ1; f q
ı

,

.

-

.

Since ϕ PQ0, from Proposition V.13 we can restrict the supremum over f PQ. Proposition III.4
gives

@

f τxϕ
D

1 ď Cϕ
A

τ´x f , p´SΛϕqpτ´x f q
E1{2

1
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and by Cauchy-Schwarz inequality,

?
N

ÿ

xPTN

G

ˆ

x

N

˙

@

f τxϕ
D

1 ď

¨

˝

1

N

ÿ

xPTN

G

ˆ

x

N

˙2
˛

‚

1{2

NCϕ
@

f , p´SNq f
D1{2

1 .

The supremum on f can be explicitely computed, and gives the final bound

E

C

sup
0ďtďT

»

–

?
N
ż t

0

ÿ

xPTN

G

ˆ

x

N

˙

τxϕpm, sqds

fi

fl

2
G

1

ď C1ϕT

¨

˝

1

N

ÿ

xPTN

G

ˆ

x

N

˙2
˛

‚. (III.57)

We are now going to show that the constant on the right-hand side is proportional to ~ϕ~2
1. For

that purpose, we average on microscopic boxes: for k ! N, we denote

ϕk “
ÿ

yPΛk

τyϕ,

and we want to substitute

?
N

ÿ

xPTN

G

ˆ

x

N

˙

τxϕ with

?
N

2k` 1

ÿ

xPTN

G

ˆ

x

N

˙

τxϕk.

The error term that appears is estimated by

E

C

sup
0ďtďT

«

?
N
ż t

0

ÿ

x ,yPTN
|x´y|ďk

1

2k` 1

ˆ

G

ˆ

x

N

˙

´G

ˆ

y

N

˙˙

τxϕpm, sqds

ff2G

1

.

From (III.57), the expression above is bounded by Ck{N, and then vanishes as NÝÑ8. We are
reduced to estimate

E

C

sup
0ďtďT

»

–

?
N

2k` 1

ż t

0

ÿ

xPTN

G

ˆ

x

N

˙

τxϕkpm, sqds

fi

fl

2
G

1

.

By the same argument, this is bounded by

CT

2k` 1

ÿ

xPTN

sup
f PQ

#

?
NG

ˆ

x

N

˙

E
”

@

f τxϕk

D

1

ı

´
N2

2k` 1
E
”

@

τ´x f ,
´

´SΛk

¯

τ´x f
D

1

ı

+

ď
CT

2k` 1

ÿ

xPTN

sup
f PQ

"

Cpϕq
?

NG

ˆ

x

N

˙

E
”A

τ´x f , p´SΛk
qpτ´x f q

E

1

ı1{2

´
N2

2k` 1
E
”

@

τ´x f ,
´

´SΛk

¯

τ´x f
D

1

ı

+

.

The supremum on f can be explicitely computed, and gives the final bound

CpϕqT

¨

˝

1

N

ÿ

xPTN

G2

ˆ

x

N

˙

˛

‚

1

2k` 1
E
A

ϕk,
´

´SΛk

¯´1
ϕk

E

1
.

Taking the limit as NÝÑ8 and then k ÝÑ8, we obtain (III.56) from the central limit theorem
for variances at equilibrium (Theorem III.6). l
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We apply Theorem III.33 to I1,N
t,m, f pHq, and we get

lim sup
NÝÑ8

E
B

sup
0ďtďT

´

I1,N
t,m, f pHq

¯2
F

1

ď CT~ j0,1´Dpω2
1´ω

2
0q ´Lm f ~2

1

ż

T
H1puq2du.

In Section 2.2, we have shown that there exists a sequence of local functions t fku PQ such that

~ j0,1´Dpω2
1´ω

2
0q ´Lm fk~1 ÝÝÝÑ

kÝÑ8
0.

Eventually, Proposition III.22 given in Section 2.3 proves the second statement of Theorem III.31.

5 Hydrodynamic Limits

In this last paragraph, we briefly enlighten the failure in the derivation of the hydrodynamic limits.
Let us assume that the initial law for the Markov process tωptqutě0 (still generated by N2Lm

N ), is
not the equilibrium measure µN

β , but a local equilibrium measure (defined in the same way as in
Chapter II). The main goal would be to prove that this property of local equilibrium propagates in
time: in other words hydrodynamics limits hold, with an energy profile solution of the diffusion
equation with constant coefficient D.

5.1 Statement of the Hydrodynamic Limits Conjecture

The distribution at time t of the Markov chain on TN with the generator N2Lm
N and the initial

probability measure µN is denoted by Pm
µN,t . The measure induced by Pm

µN,t on D
`

r0, Ts,ΩN

˘

is
denoted by Pm

N .

Recall that we denote by M1 the set of probability measures on T, endowed with the weak
topology and by D

`

r0, Ts,M1

˘

the Skorokhod space of trajectories in M1. The measure induced

by Pm
N on D

`

r0, Ts,M1

˘

is denoted by Qm
N :“ Pm

N ˝
`

πN
˘´1

, where

πN :“
1

N

ÿ

xPTN

ω2
xδ x

N
.

CONJECTURE III.34. Let T ą 0 be a time-horizon. Let tµNuN be a sequence of probability measures
on ΩN. Under suitable conditions on the initial law µN, for almost every realization of the random
environment m, the measure Qm

N weakly converges in D
`

r0, Ts,M1

˘

to the probability measure
concentrated on the path tept, uqduutPr0,Ts, where e is the unique weak solution of the system

$

’

&

’

%

Be

Bt
pt, uq “ D

B2e

Bu2 pt, uq, t ą 0, u P T

ep0, uq “ e0puq.

What we expect as for “suitable assumptions” on the initial law are the common ones in the
literature of hydrodynamic limits, when dealing with non compact spaces. The first one is natural
and related on the relative entropy:
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ASSUMPTION III.35. We suppose that there exists a positive constant K0 such that the relative entropy
HpµN|µN

‹
q of µN with respect to a reference measure µN

‹
is bounded by K0N:

HpµN
|µN
‹
q ď K0N. (III.58)

For instance, if µN is defined as a Gibbs local equilibrium state:

ź

xPTN

d

2π

β0px{Nq
exp

ˆ

´
β0px{Nq

2
ω2

x

˙

dωx

for some continuous function β0 : TÝÑ R`, then (III.58) is satisfied. The second one is related to
energy boundness, that has already been a major concern in Chapter II. More precisely,

ASSUMPTION III.36. We assume there exists a positive constant E0 such that

limsup
NÝÑ8

µN

„

1

N

ÿ

xPTN

ω4
x



ď E0. (III.59)

In the derivation of hydrodynamic limits with the usual entropy method, we need the following
two estimates: first, there exists a positive constant C such that, for any t ą 0

EPm
N

„

1

N

ÿ

xPTN

ω2
xptq



ď C. (III.60)

This can be easily established using (III.59) and the Cauchy-Schwarz inequality. The second
control that we need is

lim
NÝÑ8
EPm

N

»

–

ż t

0

1

N2

ÿ

xPTN

ω4
xpsqds

fi

fl“ 0. (III.61)

If µN is a convex combination of Gibbs local equilibrium states, then the same argument of Chapter
II (Section 3) shows that the law of the process remains a convex combination of Gaussian
measures, and that (III.61) holds.

Contrary to the velocity-flip model, we do not need to assume a good control of every energy
moment if we expect the usual entropy method to work. This technical need was only due to the
relative entropy method.

With Assumptions III.35 and III.36 we could try to prove Theorem III.34 by using the entropy
method, which permits to consider more general initial profiles (for example, the profile β0 can be
assumed only bounded, not smooth). The usual technical points of this well-known procedure are
the one and two-blocks estimates, as well as tightness. In this model, they are somehow easy to
prove because the diffusion coefficient is constant, and there is no need to prove its regularity.

5.2 Replacement of the Current by a Gradient

In this subsection we recall the main steps of the usual entropy method, and explain which ones
can be proved for our system. We fix the disorder m “ tmxuxPTN

and T ą 0. For t P r0,Ts, we
denote by ZN

t,m the empirical energy field defined as

ZN
t,mpHq “

1

N

ÿ

xPTN

H

ˆ

x

N

˙

ω2
xptq,
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where H : TÝÑ R is a smooth function. We rewrite ZN
t,mpHq as

ZN
t,mpHq “ ZN

0,mpHq `
ż t

0

ÿ

xPTN

∇NH

ˆ

x

N

˙

jx ,x`1pm,ωqpsqds`MN
t,mpHq,

where MN
t,mpHq is a martingale. The strategy consists in replacing the current jx ,x`1 by the linear

combination given in Theorem III.17. For that purpose, for any f PQ we rewrite

ZN
t,mpHq “ ZN

0,mpHq `
ż t

0
DZN

s,mp∆NHqds` J1,N
t,m, f pHq ` J2,N

t,m, f pHq `MN
t,mpHq,

where

J1,N
t,m, f pHq “

ż t

0

ÿ

xPTN

∇NH

ˆ

x

N

˙„

jx ,x`1pm,ωqpsq ´Dpω2
x`1´ω

2
xqpsq ´Lm

N pτx f qpm,ωqpsq


ds,

J2,N
t,m, f pHq “

ż t

0

ÿ

xPTN

∇NH

ˆ

x

N

˙

Lm
N pτx f qpm,ωqpsqds.

Theorem III.34 would follow from the three lemmas below.

LEMMA III.37. For every smooth function H : TÝÑ R and every δ ą 0,

lim
NÝÑ8
Pm

N

«

sup
r0,Ts

ˇ

ˇ

ˇMN
t,mpHq

ˇ

ˇ

ˇą δ

ff

“ 0.

LEMMA III.38. For every f PQ and every smooth function H : TÝÑ R,

lim sup
NÝÑ8

EPm
N

”
ˇ

ˇ

ˇJ
2,N
t,m, f pHq

ˇ

ˇ

ˇ

ı

“ 0.

LEMMA III.39. There exists a sequence of functions t fkukPN PQ such that, for every smooth function
H : TÝÑ R,

lim
kÝÑ8

lim
NÝÑ8
E
”

EPm
N

”
ˇ

ˇ

ˇJ
1,N
t,m, fk

pHq
ˇ

ˇ

ˇ

ıı

“ 0.

Lemma III.37 and Lemma III.38 can be proved, following the same standard arguments given for
example in [49, Section 7]. We need the energy moment estimate (III.61) in Lemma III.37, in
the computation of the quadratic variation of the martingale. The next subsection is devoted to
highlight what fails in Lemma III.39, which should be related to the results of Sections 2.1, 2.3
and 2.2.

REMARK 5.1. Conditioned to proving Lemma III.39, Theorem III.34 would follow: recall that
Qm

N is the distribution on the path space D
`

r0, Ts,M1

˘

of the process πN
t . Following the same

argument as for the generalized exclusion process in [49, Section 7.6], we can show that the
sequence

 

Qm
N ,Ně 1

(

is weakly relatively compact. It remains to prove that every limit point Qm
˚

is concentrated on absolutely continuous paths ept, duq “ ept, uqdu whose densities are solutions
of the hydrodynamic equations given in Theorem III.34. It could be seen from Lemma III.39 by
following the proof of [49, Theorem 7.0.1].
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5.3 Failed Variance Estimate

In this paragraph we fix the disorder m, and we erase it whenever no confusion arises. We are
going to recall here the usual main steps of the entropy method. We rewrite J1,N

t,m, f pHq as

J1,N
t,m, f pHq “

ż t

0

ÿ

xPTN

G

ˆ

x

N

˙

τxϕpm,ωqpsqds,

where
$

’

&

’

%

ϕpm,ωq :“ j0,1pm,ωq ´Dpω2
1´ω

2
0q ´Lm

N p f qpm,ωq

G

ˆ

x

N

˙

:“∇NH

ˆ

x

N

˙

.

Entropy inequality – In Lemma III.39, note that the expectation with respect to the law of the
process Pm

N is taken. There is a priori no hope to get any estimate of this expectation, apart from
the well-known entropy inequality. More precisely, let us denote by X f

Npωq the following quantity:

X f
Npωq :“

ÿ

xPTN

G

ˆ

x

N

˙

τxϕpωq.

From the entropy inequality, we obtain

EPm
N

«ˇ

ˇ

ˇ

ˇ

ˇ

ż T

0
X f

Npωqpsqds

ˇ

ˇ

ˇ

ˇ

ˇ

ff

ď
1

αN
HpPm

N |µ
N
β
q `

1

αN
logEµN

β

«

exp

˜

αN

ˇ

ˇ

ˇ

ˇ

ˇ

ż T

0
X f

Npωqpsqds

ˇ

ˇ

ˇ

ˇ

ˇ

¸ff

,

for all α ą 0. Since the entropy is decreasing in time, we know that, for all disorder field m,
HpPm

N |µ
N
β
q is bounded. From the arbitrariness of α, we are reduced to investigate the convergence

of the second term in the previous right-hand side.

Feynman-Kac formula – Usually, the purpose is to reduce the dynamics problem to the study
of the largest eigenvalue for a small perturbation of the generator N2SN. This reduction relies
on Feynman-Kac formula and on a variational formula for the largest eigenvalue of a symmetric
operator. By Feynman-Kac formula,

EµN
β

«

exp

#

N
ż T

0
X f

Npωqpsq ds

+ff

ď exp

#

ż T

0
λNpsq ds

+

where λNpsq is the largest eigenvalue of the symmetric operator N2SNp¨q ` NX f
Npωq. From the

variational formula for the largest eigenvalue of an operator in a Hilbert space, we also know that

λNpsq ď sup
g

!

@

NX f
Np¨q gp¨q

D

β
´N2DNpµβ ;

?
gq
)

where the supremum is taken over all measurable functions g which are densities with respect to
µN
β . In particular,

1

N
logEµN

β

«

exp

#

ż T

0
NX f

Npωqpsq ds

+ff

ď

ż T

0
sup

g

"

A

X f
Npωq gpωq

E

β
´NDNpµβ ;

?
gq
*

ds.
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Reduction to microscopic blocks – With the same spirit of the one-block estimate presented in
Chapter II, it is then crucial to replace microscopic quantities with their spatial averages. Here,
with the same ideas of [49], we can replace

j0,1 with
1

2`` 1

ÿ

xPΛ`

jx ,x`1

ω2
0 with

1

2`` 1

ÿ

xPΛ`

ω2
x

Lm
N p f qpωq with

1

2` f ` 1

ÿ

xPΛ` f

Lm
s f`1pτx f q

where ` f “ `´ s f ´ 1 so that Ls f`1pτy f q is FΛ`-mesurable for every y P Λ` f
. Let us introduce the

following notation

W f ,` :“
1

2`1` 1

ÿ

yPΛ`1

jy,y`1`D

»

–

1

2`` 1

ÿ

|x|ď`

ω2
x ´

1

2`` 1

ÿ

|x´1|ď`

ω2
x

fi

fl´
1

2` f ` 1

ÿ

yPΛ` f

Ls f`1pτy f q

(III.62)
with `1 “ `´ 1. Finally, thanks to the regularity of the function G and the fact that D is constant,
we are able to reduce Lemma III.39 to Lemma III.40 below. We also need to perform a cut-off in
order to control high energy values, and this is valid thanks to (III.61).

LEMMA III.40. For all δ ą 0,

inf
f PQ

limsup
`ÝÑ8

limsup
NÝÑ8

sup
g

"

A

Y f
N,`pωq gpωq

E

β
´δNDNpµβ ;

?
gq
*

ď 0, (III.63)

where

Y f
N,`pωq :“

ÿ

xPTN

G

ˆ

x

N

˙

τxW f ,`
pωq.

Reduction to a variance estimate – Then, the challenge is to reduce the proof of Lemma III.40
to the following result:

inf
f PQ

lim
`ÝÑ8

2`ˆE

«

B

´

´SΛ`
¯´1

W f ,`, W f ,`

F

β

ff

“ 0 (III.64)

This convergence holds, since it is equivalent to the conclusion of Theorem III.17, where the
diffusion coefficient D is defined through the non gradient approach. Here is the main obstacle.
If we follow the strategy given in [49, Section 7.3], we can bound the supremum in (III.63)
by the largest eigenvalue of SΛ` ` bW f ,` where b is a small constant. In order to estimate this
largest eigenvalue, we usually use a perturbation method which provides a bound on the largest
eigenvalue in terms of the variance of W f ,`. This can not be proved, and suggests that the
entropy inequality together with the Feynman-Kac formula are not the good tools to prove the
hydrodynamic limits for systems which do not have a spectral gap (see the last concluded section).

We conclude this section by explaining why the perturbation theory does not work. Let us try to
prove Lemma III.40. Since µβ is translation invariant, we may rewrite

@

Y f ,`
N p¨q gp¨q

D

β
as

ÿ

xPTN

B

G

ˆ

x

N

˙

W f ,`
pωqτ´x gpωq

F

β

.
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Since the Dirichlet form is convex, the supremum in (III.63) is bounded from above by

δN

2`

ÿ

xPTN

sup
g

!

b
@

W f ,` g
D

β
´D`pµβ ;

?
gq
)

, (III.65)

where the constant b“ bpx ,`,δ, Nq satisfies

|b| :“

ˇ

ˇ

ˇ

ˇ

G

ˆ

x

N

˙

2`

δN

ˇ

ˇ

ˇ

ˇ

ď }G}8
2`

δN
.

Let us denote by λN,`, f this last supremum inside the sum (III.65), which does not depend on x .
We consider a sequence tgkukPN that approaches this supremum, such that

lim
kÝÑ8

A

?
gk,

´

SΛ` ` bW f ,`
¯

?
gk

E

β
“ λN,`, f .

The idea of the perturbation theory is to expand
?

gk around the constant value 1. We write

A

?
gk,

`

SΛ``bW f ,`
˘?

gk

E

β
“ b

´

@

W f ,`
D

β
`2

@

W f ,`
p
?

gk´1q
D

β
`
@

W f ,l
p
?

gk´1q2
D

β

¯

´D`pµβ ;
?

gkq.

(III.66)
We know that

@

W f ,`
D

β
“ 0, and we use the Cauchy-Schwarz inequality for the scalar product

x¨, p´SΛ`q¨yβ in the second term. We obtain that (III.66) is bounded, for every Aą 0, by

b

ˆ

b

A

@

W f ,`, p´SΛ`q
´1W f ,`

D

β
`

A

b
D`pµβ ;

?
gkq

˙

` b
@

W f ,`
p
?

gk ´ 1q2
D

β
´D`pµβ ;

?
gkq.

It remains to bound the third term in the expression above. This could be done if we had the
following lemma.

LEMMA III.41. There exists a constant C :“ Cp`, f ,β ,γ,λq such that, for every g ě 0,
@

W f ,`
p
?

g ´ 1q2
D

β
ď CD`pµβ ;

?
gq. (III.67)

As in Section 4, we could try to use the fact that W f ,` is a quadratic function. Even this fact is not
helpful, and we give now a counter-example to this last lemma. We denote by Hn the normalized
one-variable Hermite polynomial of degree ně 3 (see Appendix 2.2.1). Let us consider

# ?
gpωq “ |Hnpω0q|

W f ,`
pωq “ H2pω0q “ω

2
0´ 1.

Let us notice that xH2
nyβ “ 1, and xH2yβ “ 0, so that the two test functions g and W f ,` satisfy all

expected conditions. By using the recursive relation

Hn`1pω0q “ω0Hnpω0q ´ nHn´1pω0q,

we get for the left-hand side of (III.67),

@

H2p|Hn| ´ 1q2
D

β
“
@

ω2
0 H2

npω0q
D

β
´
@

H2
n

D

β
´ 2

@

H2|Hn|
D

β
`
@

H2

D

β

“
@

H2
n`1` 2nHn`1Hn`1` n2H2

n´1

D

β
´ 1´ 2

@

H2|Hn|
D

β

“ 1` n2
´ 1´ 2

@

H2|Hn|
D

β
ě n2

´ 2.
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Above the last equality comes from the orthonormality of the polynomial basis, and the last
inequality is a consequence of the Cauchy-Schwarz inequality xH2|Hn|

D2

β
ď xH2

2yβxH
2
nyβ “ 1. Let

us assume that there exists a constant Cą 0 which does not depend on n such that

n2
´ 2ď

@

H2p|Hn| ´ 1q2
D

β
ď CD`pµβ ; |Hn|q.

From the convexity of the Dirichlet form, we have

D`pµβ ; |Hn|q ď D`pµβ ; Hnq.

In the case where n is an even positive integer, the flip noise gives a zero contribution to the
Dirichlet form, and then, for all n even, we have

D`pµβ ;Hnq “
λ

2

A

`

Hnpω1q ´Hnpω0q
˘2
E

β
“ λxH2

nyβ ´λ
@

Hnpω0qHnpω1q
D

β
“ λ.

In the last equality, we use the fact that Hn is unitary, and that Hnpω0qHnpω1q constitutes another
element of the Hermite polynomial basis, then is orthogonal to the constant polynomial 1. Letting
n go to infinity, we obtain a contradiction to (III.67).

Ergodic decomposition – Another idea would be to use the ergodic decomposition described
in Subsection 2.1.2. The generator S` restricted to finite boxes does not have a spectral gap, but
it becomes ergodic when restricted to each orbit GN,β

x . However, this approach fails, because the
space is not compact, and we need to disintegrate the measure µβ with respect to all energy levels
in p0,`8q. This enforces us to introduce a cut-off in the variational formula giving the largest
eigenvalue. In other words, an indicator function 1t|ωx | ď E0u will appear in front of W f ,`. Finally,
we will have to deal with functions of the configurations that are not quadratic any more, and we
do not know how to prove the convergence result (III.64) for general functions.

5.4 Conclusion

Even if the non-gradient method can be applied in some cases when the spectral gap does not
hold, (and then the diffusion coefficient is well-defined), this does not straightforwardly imply the
hydrodynamic limits.

In order to derive the hydrodynamic theorem, we would need to bypass the entropy inequality
together with the Feynman-Kac formula. The entropy inequality is however a convenient mean to
transform the averages w.r.t. the unknown law µN

t into equilibrium averages w.r.t. µN
β , which are

more easily tractable. The same problem would arise in the relative entropy method, because of
the entropy inequality.
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CHAPTER IV

Macroscopic Fluctuations: between a Diffusive
Behavior and a Fractional Laplacian
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We study the macroscopic fluctuations of an energy conserving chain of oscillators at
equilibrium. The harmonic Hamiltonian dynamics is perturbed by two degenerate
stochastic noises, one of them vanishing with the size of the chain. The limit of the
energy fluctuation field depends on the evanescent speed of the random perturbation. In
particular we obtain two very different regimes for the energy transport.

This chapter is based on a collaborative work with C. Bernardin, P. Gonçalves, M. Jara
and M. Sasada.

1 The Homogeneous Harmonic Chain in the Evanescent Flip
Noise Limit

1.1 Model and Notations

We consider an infinite chain of harmonic oscillators at equilibrium. There is no disorder (meaning
that all masses are constant, equal 1 for simplicity). The velocities evolve according to the same
Hamiltonian dynamics described in Chapter III, Section 1.4, namely the harmonic oscillators are
perturbed by the exchange noise and the flip noise. We recall the following notations: the space
of configurations is given by Ω“ RZ, and we say that a function f : ΩÝÑ R is local if there exists
a finite subset Λ of Z such that the support of f is included in Λ. We define the generator

Ln “A` γnSflip
`λSexch
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defined for all smooth local bounded functions f : ΩÝÑ R by

A f pωq “
ÿ

xPZ

`

ωx`1´ωx´1

˘ B f

Bωx
pωq,

Sflip f pωq “
ÿ

xPZ
f pωx

q ´ f pωq,

Sexch f pωq “
ÿ

xPZ
f pωx ,x`1

q ´ f pωq.

The configuration ωx is the configuration obtained from ω by flipping the momentum of particle
x:

pωx
qz “

$

&

%

ωz if z ‰ x ,

´ωx if z “ x .

The configuration ωx ,x`1 is obtained from ω by exchanging the momenta of particles x and x `1:

pωx ,x`1
qz “

$

’

’

&

’

’

%

ωz if z ‰ x , x ` 1,

ωx`1 if z “ x ,

ωx if z “ x ` 1.

We denote by Sn :“ γnSflip ` λSexch the total generator of the noise, where γn,λ ą 0 are two
positive parameters which regulate the respective strengths of noises. We assume that there exist
two constants c ą 0 and b ě 0 such that

γn “
c

nb .

The Gibbs measures are given by the Gaussian product probability measures

µβpdωq “
ź

xPZ

d

β

2π
exp

´

´
βω2

x

2

¯

dωx ,

where β ą 0 states for the inverse temperature. In the following, the expectation of a function f
with respect to µβ is denoted by x f yβ . The current of energy satisfies Lnpω

2
xq “ ∇ jx´1,x and is

explicitely given by

jx ,x`1pωq “ jA
x ,x`1pωq ` jS

x ,x`1pωq “ 2ωxωx`1`λpω
2
x`1´ω

2
xq. (IV.1)

Let us notice that the current does not depend on n (since it does not involve the intensity γn of
the flip noise).

We consider the dynamics starting with an equilibrium Gibbs measure at a fixed temperature β´1

in a subdiffusive time scale tna, 0ă a ă 2. The existence of the infinite dynamics under this initial
distribution can be proved following by instance [40,57]. We denote by C8c pRq the set of smooth
functions with compact support. We define the energy fluctuation field tEn

t ; t P r0, Tsu as the
C8c pRq-valued process given by

En
t p f q :“

1
?

n

ÿ

xPZ
f
´ x

n

¯

 

ω2
xptnaq ´ β´1

(

.
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Given two functions f , h P C8c pRq, we look at the evolution with t of the following quantity

σn
t p f , hq :“

@

En
t p f q ; E

n
0 phq

D

β

“
1

n

ÿ

x ,yPZ
f
´ x

n

¯

h
´ y

n

¯A!

ω2
xptna

q ´ β´1
)

ˆ

!

ω2
yp0q ´ β

´1
)E

β

“
1

n

ÿ

y,zPZ
f
´ y ` z

n

¯

h
´ y

n

¯A

ω2
z ptna

q ˆ

!

ω2
0p0q ´ β

´1
)E

β

when n goes to infinity.

1.2 Statement of the Results

We briefly summarize the results of that chapter:

1) For any b ě 0, the energy fluctuation field does not evolve up to the time scale tn4{3. We are
not going to write the proof here, since the complete argument is given in [11, Theorem 2].

2) If 0ď b ă 2{3, the fluctuation field does not evolve up to the time scale tn2´b{2. In the time
scale tn2´b{2, the limit of the energy fluctuation field is given by a standard infinite dimensional
Ornstein Uhlenbeck (OU) process independent of b.

Precisely, a small value of b means that the velocity-flip does not vanish too fast, and then the
energy behaves diffusively in the sense that energy fluctuations of the system at equilibrium
evolve according to a linear heat equation, as expected from the results of Chapter III. The
strategy for proving such a behavior is based on a fluctuation-dissipation decomposition of the
microscopic energy currents jx ,x`1. More precisely, we are able to write explicitely the current
in the form ∇pgq`Lphq, where g and h are two functions of the configuration ω. With such a
decomposition it is possible to derive macroscopically the evolution of the energy and identify
the thermal conductivity. Here, the fluctuation-dissipation decomposition is non-local, and
convergence is proved thanks to accurate estimates.

3) If b P p1,`8s, the energy fluctuation field does not evolve up to the time scale tn3{2. In the
time scale tn3{2, the limit of the energy fluctuation field is given by an infinite dimensional
fractional Ornstein-Uhlenbeck (fOU) process independent of b.

Precisely, a big value of b means that the velocity-flip disappears quickly enough so as to
recover the same behavior as the case γ “ 0, which is proved in [12]. The proof consists in
adapting the argument in [12] to the case where an extra stochastic perturbation is added.

The case b P r2{3 ; 1s remains open. The conjecture is not easy to guess. One possible behavior is
the following: b “ 1 would be a field interpolating the standard OU process and the fOU process,
and b P r2{3; 1q would correspond to the same diffusive behavior as for b P r0; 2{3q. In any cases,
by scaling considerations one can see that the limiting energy field

Ept, x ; c, bq :“ lim
nÝÑ8

En
t

in the time scale tna shall satisfy the scaling relation (in law)

Ept, x ; c, bq “ ε1{2Eptεa,εx ; cε´b, bq, ε ą 0.
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2 The Energy Fluctuation Field for b ă 2{3

In this section we prove

THEOREM IV.1. Let us assume that a “ 2´ b{2 and b ă 2{3. Let f and h be two functions in C8c pRq
and let us fix t ą 0. Then,

lim
nÝÑ8

σn
t p f , hq “

χpβq
?

4πtκ

ĳ

R2

dudv f puqhpvqexp
´

´
pu´ vq2

4tκ

¯

,

where χpβq is the compressibility defined as χpβq :“
@

ω4
0

D

β
´
@

ω2
0

D2

β
“ 2β´2 and

κ“

$

’

’

&

’

’

%

1
?

2λc
if b ‰ 0,

λ`
1

?
2λc

if b “ 0.

With the same ideas of Chapter III, Section 4, one can also prove that the fluctuation field En
t

converges in law to the infinite dimensional Ornstein Uhlenbeck process Et solution of the linear
stochastic partial differential equation

BtE “ κB2
uE dt `

b

2κχpβq BuBpu, tq,

where B is the standard normalized space-time white noise. This extension to Theorem IV.1 is
standard, and we refer for instance to [49] for more details.

2.1 Fluctuation-dissipation Equation

In the sequel, we erase the dependence on the parameters n, b and c whenever no confusion
arises. We consider a function u in the form

u“
ÿ

xPZ

ÿ

kě1

ρkpxqωxωx`k, (IV.2)

where tρkpxq ; x P Z, k ě 1u is a real sequence that satisfies the condition

ÿ

xPZ

ÿ

kě1

|ρkpxq|
2
ă`8, (IV.3)

so that u is a function in L2pµβq. Observe first that Au is a sum of gradient terms. Indeed, we have

Au“
ÿ

xPZ

ÿ

kě1

ρkpxq∇
“

ωx´1ωx`k `ωxωx`k´1

‰

,

where the discrete gradient ∇ is defined for a function u : ΩÝÑ R as

∇upωq :“ τ1upωq ´ upωq.
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Hereafter, τx denotes the translated operator that acts on u as pτxuqpωq :“ upτxωq, and τxω

is the configuration obtained from ω by shifting: pτxωqy “ ωx`y . Our aim is now to solve the
equation

pγnS flip
`λSexch

qu“ 2ω0ω1 “ jA
0,1pωq,

and then it will follow that
Lnu´ v “ jA

0,1 (IV.4)

where
v “Au“

ÿ

xPZ

ÿ

kě1

ρkpxq∇
“

ωx´1ωx`k `ωxωx`k´1

‰

is a sum of gradient functions. One can check that v and Lnu are also elements of L2pµβq.
Straightforward computations show that

pγnS flip
`λSexch

qu“
ÿ

xPZ

ÿ

kě1

Fkpxqωxωx`k,

where, for x P Z,
$

&

%

F1pxq “ ´2p2γn`λqρ1pxq `λpρ2pxq `ρ2px ´ 1qq,

Fkpxq “ ´4pγn`λqρkpxq `λ
´

ρk´1pxq `ρk´1px ` 1q `ρk`1pxq `ρk`1px ´ 1q
¯

, k ě 2.

When identifying the coefficients in front of the different terms, we see that we need

Fkpxq “ 21tk“1,x“0u. (IV.5)

We use the Fourier transform (V.28) of square summable sequences defined in Appendix 2.3.1,
and we reformulate the conditions (IV.5) for θ P T in an equivalent way:

$

&

%

´2p2γn`λqpρ1pθq `λp1` e2iπθ qpρ2pθq “ 2,

´4pγn`λqpρkpθq `λp1` e´2iπθ qpρk´1pθq `λp1` e2iπθ qpρk`1pθq “ 0, k ě 2.
(IV.6)

By Parseval relation, condition (IV.3) is equivalent to

ÿ

kě1

ż

T
|pρkpθq|

2 dθ ă`8.

It is then easy to show that (IV.6) and the above integrability condition lead to

pρkpθq “ pρ1pθqpXpθqq
k´1,

with

Xpθq “
2

1` e2iπθ

#

1`
γn

λ
´

c

´

1`
γn

λ

¯2
´ cos2pπθq

+

and

pρ1pθq “ ´
1

γn`λ

c

´

1` γn

λ

¯2
´ cos2pπθq

.

In the following, we will need sharp estimates on pρ1 and X, precisely:
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LEMMA IV.2. For θ P T, and for sufficiently large n, we have

|Xpθq| ď
| cospπθq|

1`
b

γn

λ

and |pρ1pθq| ď
1

λ
b

γn

λ
` sin2pπθq

.

Proof. We only prove the first estimate, the second one is straightforward. We define C :“ γn{λ.
Then

|Xpθq| “
1

| cospπθq|

"

1`C´
b

p1`Cq2´ cos2pπθq

*

.

For n large enough, we have Că 1, and then p1`Cq2 ď p1`Cqp1`
?

Cq. This implies

1´
cos2pπθq

p1`Cqp1`
?

Cq
ď 1´

cos2pπθq

p1`Cq2
ď

d

1´
cos2pπθq

p1`Cq2
,

and the result follows straightforwardly. l

2.2 Sketch of the proof of Theorem IV.1

Let us write

σn
t p f , hq “ σn

0p f , hq ´ na´2

ż t

0

ÿ

y,zPZ
p∇n f q

´ y ` z

n

¯

h
´ y

n

¯A

jz,z`1psna
q , ω2

0p0q ´ β
´1
E

β
ds

where ∇n is the discretization of the derivative w.r.t. the lattice n´1Z, i.e.

p∇n f q
ˆ

y

n

˙

“ n
„

f
´ y ` 1

n

¯

´ f
´ y

n

¯



.

The discretization ∆n of the Laplacian is defined in a similar way. Let us recall that the current is
decomposed as jz,z`1 “ jA

z,z`1` jS
z,z`1.

If a ă 2, it is easy to see that the contribution coming from jS
z,z`1 vanishes as n ÝÑ 8 since a

second integration by parts can be performed and the time scale is subdiffusive. If a “ 2 and
b “ 0, the symmetric part of the current gives a non trivial contribution. More precisely, after an
integration by part we get the term

ż t

0
σn

s pλ f 2, hqds,

and therefore the coefficient λ has to be added to the thermal conductivity κ.

We now assume that a ă 2. By using the fluctuation-dissipation equation (IV.4) for the contribution
coming from jA

0,1, we obtain that

σn
t p f , hq “ σn

0p f , hq ` na´2

ż t

0

ÿ

y,z

p∇n f q
´ y ` z

n

¯

h
´ y

n

¯A

pτz vqpsnaq , ω2
0p0q ´ β

´1
E

β
ds

´ na´2

ż t

0

ÿ

y,z

p∇n f q
´ y ` z

n

¯

h
´ y

n

¯A

pLnτzuqpsna
q , ω2

0p0q ´ β
´1

E

β
ds ` onp1q
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where onp1q ÝÑ 0 as n goes to 8. We introduce the following notations:

Vn
t p f , hq :“ na´2

ż t

0

ÿ

y,z

p∇n f q
´ y ` z

n

¯

h
´ y

n

¯A

pτz vqpsna
q , ω2

0p0q ´ β
´1

E

β
ds,

Un
t p f , hq :“ na´2

ż t

0

ÿ

y,z

p∇n f q
´ y ` z

n

¯

h
´ y

n

¯A

pLnτzuqpsna
q , ω2

0p0q ´ β
´1

E

β
ds.

Let us now focus on the term Vn
t p f , hq. The function v can be rewritten as

v “
ÿ

xPZ
ρ1pxq∇pω2

xq `ψ

where

ψpωq “
ÿ

xPZ

ÿ

kě2

ρkpxq∇
”

ωx´1ωx`k `ωxωx`k´1

ı

`
ÿ

xPZ
ρ1pxq

!

ωxωx`2´ωx´1ωx`1

)

. (IV.7)

Then, accordingly to this decomposition, we write the term Vn
t p f , hq as the sum of two terms

Vn
t p f , hq “ Kn

t p f , hq `Ψn
t p f , hq.

It turns out that

Kn
t p f , hq “ ´na´1

ż t

0
σn

s pF, hqds

where the function F is defined on n´1Z by

F
´w

n

¯

“
ÿ

zPZ
ρ1pzq

"

p∇n f q
´w´ z

n

¯

´ p∇n f q
´w´ z´ 1

n

¯

*

“
1

n

ÿ

zPZ
ρ1pzqp∆n f q

´w´ z

n

¯

, w P Z.

In the sequel we prove the following convergences:

(i) If b ă 1 then
lim

nÝÑ`8
|Un

t p f , hq| “ 0.

(ii) If a “ 2´ b{2 and b ă 2, then

lim
nÝÑ8

ˇ

ˇ

ˇ

ˇ

Kn
t p f , hq ´

ż t

0
σn

s pκ f 2, hqds

ˇ

ˇ

ˇ

ˇ

“ 0.

(iii) If b ă 2{3, then
lim

nÝÑ8
|Ψn

t p f , hq| “ 0.

One can easily check that these three points imply Theorem IV.1. Besides, we shall see in the
proof of (ii) that the case a ă 2´ b{2 corresponds to |Vn

t p f , hq| ÝÑ 0. In other words, there is no
evolution up to the time scale a “ 2´ b{2.

REMARK 2.1. If b ą 2 and a “ 3{2, we can adapt the argument in the proof of (ii) and show that
the limit results in a constant times the 3{4-fractional Laplacian of f (instead of a constant times
the second derivative of f ). However, this is not sufficient to prove that for b ą 2 the limit of the
energy fluctuation field is given by a fractional heat equation, because we do not know how to
control the other terms (Un

t and Ψn
t ) for b ą 2. And in fact we know from the results of Section 3

that the contribution of these terms is not trivial, since a drift term should appear.
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2.3 Proofs of Convergence Results

In this section we prove the above three convergence results.

LEMMA IV.3 (Fluctuation part). If b ă 1 then

lim
nÝÑ`8

|Un
t p f , hq| “ 0.

Proof. For each z P Z we have that

na

ż t

0
pLnτzuqpsna

qds “ pτzuqptna
q ´ pτzuqp0q `N z,n

t

where N z,n is a martingale equal to 0 at t “ 0, and then for any t ě 0,
@

N z,n
t , ω2

0p0q ´ β
´1

D

β
“ 0.

Notice that the expression for u only involves terms of the form ωxωy with x ‰ y , and then
@

τzup0q pω
2
0p0q ´ β

´1
q
D

β
“ 0.

We use the translation invariance of the dynamics in order to write

Un
t p f , hq “

1

n2

ÿ

y,zPZ
p∇n f q

´ y ` z

n

¯

h
´ y

n

¯A

 

pτzuqptna
q ´ pτzuqp0q

(

, ω2
0p0q ´ β

´1
E

β

“
1

n

C#

1
?

n

ÿ

yPZ
h
´ y

n

¯´

ω2
yp0q ´ β

´1
¯

+

ˆ

#

1
?

n

ÿ

zPZ
p∇n f q

´ z

n

¯

pτzuqptna
q

+G

β

.

Then, from the Cauchy-Schwarz inequality and the stationarity of µβ , there exist constants
C1, Cą 0 which do not depend on n such that

ˇ

ˇUn
t p f , hq

ˇ

ˇď
C1

n

›

›

›

›

1
?

n

ÿ

yPZ
h
´ y

n

¯´

ω2
yp0q ´ β

´1
¯

›

›

›

›

L2pµβ q

›

›

›

›

1
?

n

ÿ

zPZ
p∇n f q

´ z

n

¯

τzu

›

›

›

›

L2pµβ q

ď
C

n

›

›

›

›

1
?

n

ÿ

zPZ
p∇n f q

´ z

n

¯

τzu

›

›

›

›

L2pµβ q

.

Using (IV.2) and the Parseval relation, a simple computation shows that
›

›

›

›

1
?

n

ÿ

zPZ
p∇n f q

´ z

n

¯

τzu

›

›

›

›

2

L2pµβ q

“
1

β2n

ÿ

kě1

ÿ

y,xPZ
p∇n f q

´ y

n

¯

p∇n f q
´ y ´ x

n

¯

"

ÿ

zPZ
ρkpzqρkpz´ xq

*

“
1

β2n

ÿ

kě1

ż

T
|pρkpθq|

2

"

ÿ

y,xPZ
e´2iπθ x

p∇n f q
´ y

n

¯

p∇n f q
´ y ´ x

n

¯

*

dθ

“
n

β2

ÿ

kě1

ż

T
|pρkpθq|

2
|Fnp∇n f q|2pnθqdθ

“
n

β2

ż

T

|pρ1pθq|
2

1´ |Xpθq|2
|Fnp∇n f q|2pnθq dθ .

In the last two equalities we use the Fourier transform Fn defined in (V.29), Appendix 2.3.1.
According to Lemma IV.2, we know that there exists a constant Cą 0 such that

|pρ1pθq|
2

1´ |Xpθq|2
ď

C
?
γn

”

γn

λ
` sin2pπθq

ı .
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By Lemma V.21 in Appendix 2.3.1, |Fnp∇n f q|2pnθq is bounded above by a constant Cą 0 which
does not depend on n,θ . We deduce that

›

›

›

›

›

1
?

n

ÿ

zPZ
p∇n f q

´ z

n

¯

τzu

›

›

›

›

›

2

L2pµβ q

ď
Cn
?
γn

ż

T

1
γn

λ
` sin2pπθq

dθ .

One can check that the right-hand side of the last inequality is of order n{γn. The lemma follows
as soon as

?
nγn diverges to 8, which is equivalent to the condition b ă 1. l

Now we deal with the term Kn
t p f , hq.

LEMMA IV.4 (Diffusive behavior). If a “ 2´ b{2 and b ă 2, then

lim
nÝÑ8

ˇ

ˇ

ˇ

ˇ

Kn
t p f , hq ´

ż t

0
σn

s pκ f 2, hqds

ˇ

ˇ

ˇ

ˇ

“ 0.

Proof. First, let us write

Kn
t p f , hq ´

ż t

0
σn

s pκ f 2, hqds

“

ż t

0

1

n

ÿ

x ,yPZ

!

´ na´1F
´ x

n

¯

´κ f 2
´ x

n

¯)

h
´ y

n

¯A!

ω2
xptnaq ´ β´1

)

ˆ

!

ω2
yp0q ´ β

´1
)E

β
.

Then, from the Cauchy-Schwarz inequality, we get that there exists a constant Cą 0 such that
ˇ

ˇ

ˇ

ˇ

Kn
t p f , hq ´

ż t

0
σn

s pκ f 2, hqds

ˇ

ˇ

ˇ

ˇ

2

ď
C

n

ÿ

wPZ

„

`

na´1F
˘

´w

n

¯

`κ
`

f 2
˘

´w

n

¯

2

.

We are reduced to prove that the right-hand side vanishes as n goes to 8. The proof relies on
Fourier transform. The discrete Fourier transform of na´1F is given by

na´1FnpFqpξq “ na´2
ÿ

y

F
´ y

n

¯

e2iπξy{n
“ na´2Fnp∆n f qpξqpρ1

´ξ

n

¯

“´na
4 sin2

`

πξ
n

˘

γn`λ
b

p1` γn

λ
q2´ cos2pπξ

n
q

Fnp f qpξq.

We denote

qn

`

ξ

n

˘

:“´na
4 sin2pπξ

n
q

γn`λ
b

p1` γn

λ
q2´ cos2pπξ

n
q

.

We now recall that a “ 2´ b{2 and introduce the term 1{
?

2λc. By Plancherel relation it is
equivalent to prove

lim
nÝÑ8

In :“ lim
nÝÑ8

ż n
2

´
n
2

ˇ

ˇ

ˇ

ˇ

qn

´ξ

n

¯

Fnp f qpξq ´
1

?
2λc

Fnp f
2qpξq

ˇ

ˇ

ˇ

ˇ

2

dξ“ 0.

By Corollary V.22 in Appendix 2.3.1 we know that, for any smooth and compactly supported
function g,

lim
nÝÑ8

ż n
2

´
n
2

|Fnpgqpξq ´ pF gqpξq|2 dξ“ 0.
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Therefore, we can replace in In the term Fnp f
2qpξq by Fp f 2qpξq “ ´4π2|ξ|2pF f qpξq, where F is

the usual Fourier transform defined on the Schwartz space (see (V.27), Appendix 2.3.1). We write
then

ż n
2

´
n
2

ˇ

ˇ

ˇ

ˇ

qn

´ξ

n

¯

Fnp f qpξq `
4π2ξ2

?
2λc

pF f qpξq

ˇ

ˇ

ˇ

ˇ

2

dξ

ď 2
ż n

2

´
n
2

ˇ

ˇ

ˇ

ˇ

qn

´ξ

n

¯

`
4π2ξ2

?
2λc

ˇ

ˇ

ˇ

ˇ

2
ˇ

ˇFnp f qpξq
ˇ

ˇ

2
dξ`

16π4

λc

ż n
2

´
n
2

ξ4
|Fnp f qpξq ´ pF f qpξq|2dξ.

The last term of the right-hand side of the previous inequality goes to 0 as n ÝÑ 8 since f is
smooth and compactly supported. We are reduced to show that

lim
nÝÑ8

ż n
2

´
n
2

ˇ

ˇ

ˇ

ˇ

qn

´ξ

n

¯

`
4π2ξ2

?
2λc

ˇ

ˇ

ˇ

ˇ

2
ˇ

ˇFnp f qpξq
ˇ

ˇ

2
dξ“ 0.

A simple application of Lemma V.21 (Appendix 2.3.1) shows that it is equivalent to prove

lim
nÝÑ8

ż n
2

´
n
2

ˇ

ˇ

ˇ

ˇ

qn

´ξ

n

¯

`
4n2

?
2λc

sin2
´

π
ξ

n

¯

ˇ

ˇ

ˇ

ˇ

2
ˇ

ˇFnp f qpξq
ˇ

ˇ

2
dξ“ 0.

Observe now that

ˇ

ˇ

ˇ

ˇ

qn

´ξ

n

¯

`
4n2

?
2λc

sin2
´

π
ξ

n

¯

ˇ

ˇ

ˇ

ˇ

“
4n2

?
2λc

sin2
´

π
ξ

n

¯

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

¨

˝

d

1`
cn´b

2λ
`

nbλ

2c
sin2

´

π
ξ

n

¯

`

d

cn´b

2λ

˛

‚

´1

´ 1

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

.

(IV.8)
In particular, we have

ˇ

ˇ

ˇ

ˇ

qn

´ξ

n

¯

`
4n2

?
2λc

sin2
´

π
ξ

n

¯

ˇ

ˇ

ˇ

ˇ

ď C|ξ|2. (IV.9)

By Lemma V.21 of Appendix 2.3.1 we know that

lim sup
AÝÑ8

lim sup
nÝÑ8

ż

Aď|ξ|ďn{2
|ξ|4

ˇ

ˇFnp f qpξq
ˇ

ˇ

2
dξ“ 0.

Thus, by (IV.9), it is sufficient to prove that for any Aą 0 fixed,

lim
nÝÑ8

ż

|ξ|ďA

ˇ

ˇ

ˇ

ˇ

qn

´ξ

n

¯

`
4n2

?
2λc

sin2
´

π
ξ

n

¯

ˇ

ˇ

ˇ

ˇ

2
ˇ

ˇFnp f qpξq
ˇ

ˇ

2
dξ“ 0.

By (IV.8) we have
ż

|ξ|ďA

ˇ

ˇ

ˇ

ˇ

qn

´ξ

n

¯

`
4n2

?
2λc

sin2
´

π
ξ

n

¯

ˇ

ˇ

ˇ

ˇ

2
ˇ

ˇFnp f qpξq
ˇ

ˇ

2
dξď εnpAq

ż

|ξ|ďA

ˇ

ˇFnp f qpξq|
2dξď

εnpAq

n

ÿ

xPZ
f 2
´ x

n

¯

where

εnpAq “ sup
|ξ|ďA

$

’

&

’

%

4n2

?
2λc

sin2
´

π
ξ

n

¯

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

¨

˝

d

1`
cn´b

2λ
`

nbλ

2c
sin2

´

π
ξ

n

¯

`

d

cn´b

2λ

˛

‚

´1

´ 1

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

,

/

.

/

-

vanishes as n goes to infinity since b ă 2. The claim follows after noticing that

sup
ně1

1

n

ÿ

xPZ
f 2
´ x

n

¯

ă8.

Finally, let us remark that if a ă 2´ b{2, the same computation using the Fourier transform shows
that Vn

t p f , hq vanishes. l
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We conclude this section with the proof of the last convergence.

LEMMA IV.5 (Boltzman-Gibbs principle). If b ă 2{3 then we have

lim
nÝÑ8

Ψn
t p f , hq “ 0.

Proof. Recall (IV.7). Performing a simple computation we can rewrite ψ as

ψpωq “
ÿ

xPZ

ÿ

kě1

`

ρk´1px ` 1q `ρk`1pxq
˘

∇
“

ωxωx`k

‰

,

with the convention that ρ0pxq “ 0 for any x P Z. Let us introduce ψk defined on Z by

ψkpxq “ ρk´1px ` 1q `ρk`1pxq.

By using the space invariance of µβ , we can write

Ψn
t p f , hq “ na´2

C

"

ÿ

yPZ
h
´ y

n

¯´

ω2
yp0q ´

1

β

¯

*

ˆ

"
ż t

0
ϕpωpsna

qqds
*

G

β

where the function ϕ is given by

ϕpωq “
ÿ

x ,zPZ

ÿ

kě1

p∇n f q
´ z

n

¯

 

ψkpx ´ 1q ´ψkpxq
(

pωx`zωx`z`kq. (IV.10)

Thus, from the Cauchy-Schwarz inequality, it is sufficient to prove that the L2pPµβ q norm of

na´3{2

ż t

0
ϕpωpsna

qqds

vanishes with n, where Pµβ denotes the law of the Markov process tωptnaqutě0 starting with µβ .
We denote by Eµβ the corresponding expectation. By a general inequality for variance of additive
functionals of Markov processes (see [52, Lemma 2.4]), we have

Eµβ

«

ˆ
ż t

0
ϕpωpsna

qqds
˙2

ff

ď Ct
A

ϕ ,
`

t´1
´ naSn

˘´1
ϕ
E

β

“ Ctn´a
A

ϕ ,
`

rtna
s
´1
´ Sn

˘´1
ϕ
E

β
. (IV.11)

Now we can use some ideas from [11] in order to get a very sharp estimate of (IV.11). In Appendix
2.3.2, we prove that xϕ , prtnas´1´ Snq

´1ϕyβ is bounded from above by Cn2b. As a consequence,
the Boltzmann-Gibbs principle holds if a´ 3` 2b ă 0. With the condition a “ 2´ b{2 we obtain
b ă 2{3. l

3 The Energy Fluctuation Field for b ą 1

For the sake of simplicity, hereafter we assume λ“ 1. The same computations for any λą 0 could
be done, but become significantly more technical. In this section we prove the following theorem.
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THEOREM IV.6. Let pPtqtě0 be the semigroup generated by the infinitesimal generator

L :“´
1
?

2

`

p´∆q3{4 ´ ∇p´∆q1{4
˘

.

If b ą 1 and a “ 3{2 then

lim
nÝÑ`8

σn
t p f , hq “ χpβq

ĳ

R2

dudv f puqhpvqPtpu´ vq. (IV.12)

As for Theorem IV.1, with a little more effort we could also prove that the energy fluctuation field
En

t converges to an infinite dimensional 3/4-fractional Ornstein-Uhlenbeck process.

3.1 Weak Formulation

In this section we give the strategy of the proof, which is the same as in [12], so that we use the
same notations. In the whole section, a “ 3{2, and b ą 1. We also assume β “ 1, the general case
follows after an easy change of variable into the Markov process.

Two coupled differential equations – Let g be a fixed function in C8c pRq. We define the process
tSn

t ; t ě 0u acting on functions f P C8c pRq as

Sn
t p f q :“

1

χp1q
σn

t p f , gq “
1

2
σn

t p f , gq. (IV.13)

for any t ě 0, n P N. After arranging terms in a convenient way we have that

Sn
t p f q “

1

2

C#

1
?

n

ÿ

xPZ
g
´ x

n

¯

`

ω2
xp0q ´ 1

˘

+

ˆ

#

1
?

n

ÿ

yPZ
f
´ y

n

¯´

ω2
yptn3{2

q ´ 1
¯

+G

1

.

For a function h P C8c pR
2q we define tQn

t phq; t ě 0u as

Qn
t phq “

1

2

C#

1
?

n

ÿ

xPZ
g
´ x

n

¯

`

ω2
xp0q ´ 1

˘

+

ˆ

#

1

n

ÿ

y,zPZ
y‰z

h
´ y

n
,

z

n

¯

ωyptn3{2
qωzptn3{2

q

+G

1

.

Notice that Qn
t phq depends only on the symmetric part of the function h. Therefore, we will

always assume, without loss of generality, that hpx , yq “ hpy, xq for any x , y P Z. Notice as well
that Qn

t phq does not depend on the values of h at the diagonal tx “ yu. Let us write now the
differential equations for Sn

t p f q and Qn
t phq. We start with introducing some definitions.

DEFINITION IV.1 (Discrete approximations). For any function f P C8c pRq, and any function h P
C8c pR

2q, we define

(i) the discrete approximation ∆n f : RÝÑ R of the second derivative of f as

∆n f
´ x

n

¯

“ n2

"

f
´ x ` 1

n

¯

` f
´ x ´ 1

n

¯

´ 2 f
´ x

n

¯

*

.
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(ii) the discrete approximation ∇n f bδ : n´1Z2 ÝÑ R of the distribution f 1pxqδpx “ yq as

`

∇n f bδ
˘

´ x

n
,

y

n

¯

“

$

’

’

’

&

’

’

’

%

n2

2

!

f
`

x`1
n

˘

´ f
`

x
n

˘

)

if y “ x ` 1
n2

2

!

f
`

x
n

˘

´ f
`

x´1
n

˘

)

if y “ x ´ 1

0 otherwise.

(IV.14)

(iii) the discrete approximation ∆nh : R2 ÝÑ R of the Laplacian of h as

∆nh
´ x

n
,

y

n

¯

“ n2

"

h
´ x ` 1

n
,

y

n

¯

`h
´ x ´ 1

n
,

y

n

¯

`h
´ x

n
,

y ` 1

n

¯

`h
´ x

n
,

y ´ 1

n

¯

´4h
´ x

n
,

y

n

¯

*

,

(iv) the discrete approximation Anh : RÝÑ R of the directional derivative p´2,´2q ¨∇h as

Anh
´ x

n
,

y

n

˘

“ n
"

h
´ x

n
,

y ´ 1

n

¯

` h
´ x ´ 1

n
,

y

n

¯

´ h
´ x

n
,

y ` 1

n

¯

´ h
´ x ` 1

n
,

y

n

¯

*

,

(v) the discrete approximation Dnh : n´1Z ÝÑ R of the directional derivative of h along the
diagonal tx “ yu as

Dnh
´ x

n

¯

“ n
"

h
´ x

n
,

x ` 1

n

¯

´ h
´ x ´ 1

n
,

x

n

¯

*

,

(vi) the discrete approximation rDnh : n´1Z2 ÝÑ R of the distribution Byhpx , xq bδpx “ yq as

rDnh
´ x

n
,

y

n

¯

“

$

’

’

’

&

’

’

’

%

n2
!

h
`

x
n
, x`1

n

˘

´ h
`

x
n
, x

n

˘

)

if y “ x ` 1

n2
!

h
`

x´1
n

, x
n

˘

´ h
`

x´1
n

, x´1
n

˘

)

if y “ x ´ 1

0 otherwise.

The following proposition can be deduced after straightforward computations, which are detailed
in Appendix 2.3.3.

PROPOSITION IV.7. For any function f P C8c pRq, any function h P C8c pR
2q,

d

dt
Sn

t p f q “ ´2Qn
t p∇n f bδq ` Sn

t

`

n´1{2∆n f
˘

, (IV.15)

d

dt
Qn

t phq “ Qn
t

`

Lnh
˘

´ 2Sn
t

`

Dnh
˘

` 2Qn
t

`

n´1{2
rDnh

˘

, (IV.16)

where the operator Ln is defined by

Ln “
?

n An`
1
?

n
∆n´ 4n3{2γnId. (IV.17)

A priori bounds – For any function f P C8c pRq, define the weighted `2pZq-norm as

} f }22,n :“
1

n

ÿ

xPZ
f 2
´ x

n

¯

.
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By the Cauchy-Schwarz inequality we have the a priori bound

ˇ

ˇSn
t p f q

ˇ

ˇď }g}2,n} f }2,n (IV.18)

for any t ě 0, any n P N and any f , g P C8c pRq. Therefore, the term Sn
t pn

´1{2∆n f q is negligible, as
nÝÑ8. In (IV.15), the term Qn

t p∇n f bδq is the relevant one. We also have the a priori bound

ˇ

ˇQn
t phq

ˇ

ˇď 2}g}2,n}h}2,n, (IV.19)

where }h}2,n is the weighted `2pZ2q-norm of h

}h}22,n :“
1

n2

ÿ

x ,yPZ
h

2
´ x

n
,

y

n

¯

and h is defined by

h
´ x

n
,

y

n

¯

“ h
´ x

n
,

y

n

¯

1x‰y .

In Equation (IV.15), both fields Sn
t and Qn

t appear with non-negligible terms. Moreover, the term
involving Qn

t is quite singular, since it involves an approximation of a distribution. Let us give
the clever strategy explained in [12]: given f P C8c pRq, if we choose h such that Lnh“∇n f bδ,
we can try to cancel the term Qn

t p∇n f bδq and Qn
t pLnhq out. Then the term Sn

t pDnhq provides a
non-trivial drift for the differential equation (IV.15) and the term Qn

t pn
´1{2

rDnhq turns out to be
negligible. We refer the reader to [12, Section 5.1] for an enlightening heuristic explanation of
the proof.

3.2 Sketch of the Proof

After giving the topological setting needed for the theorem, we sketch the main steps of the
argument, which are detailed in [12].

Topological setting – We fix a finite time-horizon Tą 0. Let us define the Hermite polynomials
H` : RÝÑ R as

H`pxq “ p´1q`e
x2

2
d`

d x`

”

e´
x2

2

ı

for any ` P N0 and any x P R. We define the Hermite functions f` : RÝÑ R as

f`pxq “
1

a

`!
?

2π
H`pxqe

´
x2

4

For any ` P N0 and any x P R. The Hermite functions t f`;` P N0u form an orthonormal basis of
L2pRq. For each k P R, we define the Sobolev space Hk as the completion of C8c pRq with respect to
the norm } ¨ }Hk

defined as

}g}2Hk
:“

ÿ

`PN0

p1` `q2k
x f`, gy2

for any g P C8c pRq. Here we use the notation x f`, gy “
ş

gpxq f`pxqdx .
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Main steps of the proof – First, we need to show tightness, and then to characterize the limit
points of weakly converging subsequences.

1) TIGHTNESS. The same standard arguments exposed in [12] imply the following

LEMMA IV.8. For any k ą 19
24

, the sequence tSn
t ; t P r0,TsunPN is weakly relatively compact in

L2pr0,Ts;H´kq. Moreover, for any t P r0,Ts fixed, the sequence tSn
t ; n P Nu is sequentially, weakly

relatively compact in H´k.

2) CHARACTERIZATION OF LIMIT POINTS. Fix k ą 19
24

and let us consider a limit point of tSn
t ; t P

r0,TsunPN with respect to the weak topology of L2pr0, Ts;H´kq. The aim is to prove the following

PROPOSITION IV.9. Let f : r0, Ts ˆ R ÝÑ R be a smooth function of compact support (in
C8c pr0,Ts ˆRq). Then,

STp fTq “ S0p f0q `

ż T

0
St

`

pBt `Lq ft

˘

dt. (IV.20)

As a result, tSt; t P r0, Tsu is a weak solution of the fractional heat equation:

Btu“´
1
?

2

 

p´∆q3{4`∇p´∆q1{4
(

u,

as defined in (2.1) of [45, Section 8.1]. Precisely, it is shown in [45] that there is a unique
solution of (IV.20) and therefore the limit process tSt; t P r0,Tsu is unique. Proposition IV.9 is
the most challenging part of the proof, and the next section is devoted to it.

3) CONCLUSION. The proof of Theorem IV.6 is almost done: the first two points imply that the
sequence tSn

t ; t P r0, TsunPN weakly converges in L2pr0,Ts;H´kq to a unique limit point, denoted
by tSt; t P r0,Tsu.

It can be proved that the convergence also holds for fixed times t P r0,TsQ with respect to the
weak topology of H´k, where

r0,TsQ :“

"

t P r0, Ts;
t

T
PQ

*

.

Since T is arbitrary, this last convergence holds for any t P r0,8q. In particular, Sn
t p f q converges

to Stp f q as nÝÑ8 for any f P C8c pRq.

The main differences between the model of [12] and ours rely on the velocity-flip noise, of
intensity γn. This additional perturbation first appears in the definition of the operator Ln in
(IV.17). Some technical details in the proof have to be slightly modified, but the main idea remains
the same. More precisely, rigorous convergence estimates lead to the condition: b ą 1.

3.3 Convergence estimates

We are going to give the proof of Proposition IV.9. Recall that the parameter b in the definition
of γn is supposed to be strictly greater than 1. Let us assume that tSn

t ; t P r0,TsunPN converges to
tSt; t P r0, Tsu with respect to the weak topology of L2pr0, Ts;H´kq.



94 CHAPTER IV. MACROSCOPIC FLUCTUATIONS

Let us fix a function f P C8c pRq and let hn : n´1Zˆ n´1ZÝÑ R be the solution of the equation

Lnhn “∇n f bδ. (IV.21)

The following properties of hn are shown in Appendix 2.3, following [12]:

LEMMA IV.10. Let f P C8c pRq. The solution of (IV.21) satisfies

lim
nÝÑ8

1

n2

ÿ

x ,yPZ
h2

n

´ x

n
,

y

n

¯

“ 0, (IV.22)

lim
nÝÑ8

1

n

ÿ

xPZ

ˇ

ˇ

ˇ

ˇ

Dnhn

´ x

n

¯

`
1

4
L f

´ x

n

¯

ˇ

ˇ

ˇ

ˇ

2

“ 0. (IV.23)

In other words, }hn}2,n and
›

›Dnhn`
1
4
L f

›

›

2,n converge to 0 as nÝÑ8.

By (IV.15) and (IV.16), we see that

Sn
Tp f q “ Sn

0 p f q `
ż T

0
Sn

t

`

´ 4Dnhn

˘

dt ` 2
“

Qn
0phnq ´Qn

Tphnq
‰

`

ż T

0
Sn

t

`

n´1{2∆n f
˘

dt ` 4
ż T

0
Qn

t

`

n´1{2
rDnphnq

˘

dt.

Therefore, by the a priori bound (IV.19) and Lemma IV.10, we have that

Sn
Tp f q “ Sn

0 p f q `
ż T

0
Sn

t pL f qdt ` 4
ż T

0
Qn

t

`

n´1{2
rDnphnq

˘

dt (IV.24)

plus an error term which goes to 0 as nÝÑ8. It turns out that the a priori bound (IV.19) is not
sufficient to show that the last term on the right-hand side of (IV.24) goes to 0 with n since

1

n3

ÿ

xPZ

`

rDnhn

˘2
´ x

n
,

x`1

n

¯

(IV.25)

is of order one. Therefore we use again (IV.16) applied to h“ vn where vn is the solution of the
Poisson equation

Lnvn “ n´1{2
rDnhn. (IV.26)

Then we have
ż T

0
Qn

t

´

n´1{2
rDnhn

¯

dt “ 2
ż T

0
Sn

t pDnvnqdt ´ 2
ż T

0
Qn

t

´

n´1{2
rDnvn

¯

dt `Qn
Tpvnq ´Qn

0pvnq.

Now, we can use the a priori bound (IV.18) and (IV.19). The following estimates on vn are proved
in Appendix 2.3.

LEMMA IV.11. The solution vn of (IV.26) satisfies

lim
nÝÑ8

1

n2

ÿ

x ,yPZ
v2

n

´ x

n
,

y

n

¯

“ 0, (IV.27)

lim
nÝÑ8

1

n

ÿ

xPZ

`

Dnvn

˘2
´ x

n

¯

“ 0, (IV.28)

lim
nÝÑ8

1

n3

ÿ

xPZ

`

rDnvn

˘2
´ x

n
,

x`1

n

¯

“ 0. (IV.29)

In other words, }vn}2,n , }Dnvn}2,n and
›

›

1
?

n
rDnvn

›

›

2,n converge to 0, as nÝÑ8.
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It follows that

Sn
Tp f q “ Sn

0 p f q `
ż T

0
Sn

t pL f qdt (IV.30)

plus an error term which goes to 0 as nÝÑ8. Recall that tSn
t ; t P r0, TsunPN weakly converges to

tSt; t P r0,Tsu. The main difficulty is that the operator L is an integro-differential operator with
heavy tails (in other words, even for f P C8c pRq the function L f has heavy tails). As a result, we
cannot take the limit nÝÑ8 in (IV.30). Bernardin et al. in [12] achieve to Proposition IV.9 after
truncature considerations, and results about the Lipschitz property of the function t ÞÑ Stp f q. We
refer the reader to their paper, and also to [29,45] for useful properties of the fractional Laplacian.

In Appendix 2.3, Lemma IV.11 and Lemma IV.10 are proved. The computations are similar to [12],
but they take into account the additional term due to the presence of the velocity-flip noise, and
explain the needed assumption on the parameter b. The new technical estimate is given in Lemma
V.26.
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1 Numerical Simulations

This section describes the numerical simulations we have performed for the models of Chapter II
and Chapter III. The time-discretization of the dynamics is done with a standard splitting strategy,
decomposing the generator as the sum of the deterministic part and the stochastic perturbation,
and then integrating each part.

A simple numerical scheme for the deterministic part of the dynamics relies on the Hamiltonian
interpretation of the system. Indeed, the longtime integration of Hamiltonian system is well
understood. The most standard scheme used in practice is the so-called Störmer-Verlet scheme
(Subsection 1.1). All the forthcoming theoretical results are detailed in [44,74].

1.1 Symplectic Integration of Hamiltonian Systems

1.1.1 Symplecticity of Hamiltonian Flow

In this thesis we have studied interactions of oscillators that follow a Hamiltonian dynamics. Let
us recall here the general context. The mechanical system evolves following Newton’s equations:

dω

d t
“ J ¨∇Hpωq, (V.1)

where ω“ pq,pq P R2N is the configuration of positions and momenta, and J is the real matrix of
size 2N:

J :“

˜

0 IN

´IN 0

¸

.

Let us remark that the matrix J is antisymmetric and orthogonal. The function Hpq,pq is called
the Hamiltonian and remains constant along the trajectories.



98 CHAPTER V. APPENDICES

DEFINITION V.1. Let U be an open set of R2N. A differentiable map g : UÝÑ R2N is called symplectic
if the Jacobian matrix g 1pq,pq satisfies: for all pq,pq P U,

g 1pq,pqT ¨ J ¨ g 1pq,pq “ J. (V.2)

Equation (V.2) expresses that the map g preserves the area of sets in the pq,pq-plane. We recall
that the flow φt : UÝÑ R2N of a Hamiltonian system is the mapping:

φtpq0,p0q :“ pqptq,pptqq,

where pqptq,pptqq is the solution of the system corresponding to initial values qp0q “ q0 and
pp0q “ p0.

THEOREM V.1. (Symplecticity of Hamiltonian flow, Poincaré 1899). Let Hpq,pq be a twice
continuously differentiable function on UĂ R2N. Then, for each fixed t, the flow φt is a symplectic
transformation wherever it is defined.

An important property of symplectic transformations, which goes back to Jacobi, is that they
preserve the Hamiltonian character of the differential equation. More precisely, symplecticity
is a characteristic property of Hamiltonian systems, as stated in the following theorem. We
call a differential equation 9ωptq “ Fpωq locally Hamiltonian if for every ω0 P U, there exists a
neighbourhood where Fpωq “ J ¨∇Hpωq, for some function H.

THEOREM V.2. [44]. Let f : UÝÑ R2N be continuously differentiable. Then, 9ωptq “ Fpωq is locally
Hamiltonian if and only if its flow φtpω0q is symplectic for all ω0 P U and for sufficiently small t.

It is then natural to search for numerical methods that share this property. The Hamiltonian flow
has another remarkable property: is is symmetric in time, and so could be the numerical scheme.

DEFINITION V.2. A numerical one-step method is called

(i) symplectic if the one-step map Φ∆t “ y0 ÞÑ y1 “ Φ∆tpy
0q is symplectic whenever the method is

applied to a smooth Hamiltonian system.

(ii) symmetric if Φ∆t ˝Φ´∆t “ Id.

Finally, it is known that a symplectic method preserves the total energy up to a small error term,
for exponentially long times. We refer to [43, Chapter VI], or [44] for more details. Briefly
speaking, a good control of the error term needs strong assumptions on the Hamiltonian (like
analyticity), and weaker results can be obtained under weaker assumptions.

1.1.2 Numerical Schemes for the Deterministic Dynamics

Symmetrization of schemes – In general, the interactions between oscillators are described by
the potential Vpqq, and the total energy is given by the following Hamiltonian

Hpq,pq “ Vpqq `
1

2
pTM´1p,
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where M is the matrix of masses, M :“ diagpm1, ..., mNq. As a result, the Hamiltonian can be
written as Hpq,pq “ H1pq,pq `H2pq,pq with H1pq,pq :“ p1{2qpTM´1p and H2pq,pq “ Vpqq. The
system of Newton’s equations is then decomposed as

#

9q“M´1p

9p“ 0
,

#

9q“ 0

9p“´∇Vpqq.

Each of these Hamiltonian systems has a flow which can be explicitely computed:

φ1
t pq,pq “ pq` tM´1p,pq, φ2

t pq,pq “ pq,p´ t∇Vpqqq.

The transformations φ1
t and φ2

t are symplectic for all t as they are flows of Hamiltonian systems.
A numerical approximation of (V.65) can be obtained for instance by the following splitting (often
named as Lie-Trotter splitting)

pqn`1,pn`1
q “ φ2

∆t ˝φ
1
∆tpq

n,pn
q. (V.3)

More explicitely,
#

qn`1
“ qn

`∆tM´1pn,

pn`1
“ pn

´∆t∇Vpqn`1
q.

This numerical scheme is called the symplectic Euler scheme. It is explicit, and of order1 1, but non
symmetric. We can obtain an other symplectic Euler scheme by interverting the transformations
φ1 and φ2. The Störmer-Verlet scheme is more widespread. It symmetrises the decomposition
(V.3) by doing the Strang splitting

Φ∆t “ φ
2
∆t{2 ˝φ

1
∆t ˝φ

2
∆t{2.

This gives the following numerical scheme:

$

’

’

’

’

&

’

’

’

’

%

pn`1{2
“ pn

´
∆t

2
∇Vpqn

q,

qn`1
“ qn

`∆tM´1pn`1{2,

pn`1 “ pn`1{2´
∆t

2
∇Vpqn`1q.

(V.4)

This scheme is explicit, which is really comfortable in statistical physics: systems with large
number of particles make indeed implicit algorithms not easily tractable. The numerical flow
Φ∆t shares three qualitative properties with the exact Hamiltonian flow: it is time reversible,
symmetric, and symplectic [43], which are very important properties as far as the long time
numerical integration of Hamiltonian dynamics is concerned. This algorithm also asks for a unique
evaluation of the forces ´∇V per time step. For all these reasons, it is the most commonly used
algorithm in molecular dynamics.

Some elements of backward error analysis – The main motivation of this numerical scheme
relies on a backward interpretation, which considers the numerical approximation as the exact

1The order of a numerical method quantifies the rate of convergence of the numerical approximation to the exact
solution. A numerical solution is said to be of order n if the error is proportional to the step-size to the nth power.
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solution of a modified problem. This backward analysis illustrates the preservation of invariant
measures.

We consider the differential equation 9y “ Fpyq, with its flow φt , and a numerical one-step method
yn`1 “ Φ∆tpy

nq of order p. The idea consists in searching and studying a modified differential
equation

9zptq “ F∆tpzq (V.5)

such that the exact flow ψt of (V.5) is a good approximation of the numerical flow Φ∆t , in the
sense that Φ∆t is a numerical approximation of order at least p ` 1 of ψt . More precisely, we
compute the Taylor series expansion of F∆t and we identify the terms which appear in the related
expansions of both flows (see [43, Chapter IX] for exact computations).

In other words, in our context the numerical scheme exactly conserves an approximate Hamiltonian
H∆t , and this implies an approximate conservation of the exact Hamiltonian. For the harmonic
case (i.e. Vpqq “ p1{2qqTq) and the Störmer-Verlet scheme, the approximate Hamiltonian writes

H∆tpp,qq “ Hpp,qq ´
p∆tq2

4
qTq.

1.2 Sampling for the Initial Measure and Iterations

1.2.1 Heat Baths and Green-Kubo formula

In the framework of linear response theory, the dynamics should involve generalized Langevin
equations, which are usually derived with the projection method (onto the conserved quantities),
introduced independently by Mori [67] and Zwanzig [84].

Let us be more precise: the system of oscillators is brought into a non-equilibrium steady state,
by introducing stochastic perturbations limited to the boundaries of the system. If we want to
illustrate the thermal fluctuations of the system through its exchanges with its environment, we
can model these exchanges by using a Langevin dynamics which acts at the boundaries.

Consider two heat baths that are coupled respectively to the first and the last particle of the chain.
The initial conditions of the baths are distributed according to thermal equilibrium at inverse
temperatures βL and βR. Integrating the variables of the heat baths leads to a system of random
integro-differential equations: the generalized Langevin equations. They differ from the Newton
equations of motion by the addition of two kinds of force: a (random) force exerted by the heat
baths on the chain of oscillators and a dissipative force with memory which describes the genuine
retroaction from the heat bath on the small system.

1.2.2 Sampling for the Initial Canonical Measure

An accurate numerical computation of the phase-space trajectories asks first for a good sampling
of the starting points, for instance distributed according to the canonical µβ defined as

dµβpq,pq “ Z´1 exp
`

´βHpq,pq
˘

dqdp, (V.6)
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where β is the mean inverse β “ pβL ` βRq{2 in the non-equilibrium case, and β “ 1{T if the
system starts at equilibrium with temperature T. As usual, Z is the normalization constant. In [25],
Cancès et al. explain how to compute numerically an invariant distribution using a Langevin
dynamics. Going further, [63] provides error estimates on the invariant distribution, and compares
the sampling bias obtained for various choices of splitting method.

Indeed, the dynamics (V.65) cannot be used to generate points according to the canonical measure,
because the energy H is preserved by the flow. The trajectory of the system remains indeed on the
surface of constant energy

 

pq,pq ; Hpq,pq “ Hpqp0q,pp0qq
(

.

In order to generate points according to the canonical measure, stochastic perturbations should
ensure that different energy levels will be explored, and eventually all of them. These consid-
erations straightforwardly extend to the numerical case since symplectic methods such as (V.4)
almost preserve the energy over extremely long times.

Therefore, the idea consists in introducing some Brownian forces which model fluctuation, bal-
anced with viscous damping forces which model dissipation and we obtain the so-called Langevin
dynamics. More precisely, the equations of motion read

#

dqptq “M´1pptq dt

dpptq “ ´∇Vpqptqq dt ´ ξM´1pptq dt `σdWptq
(V.7)

where pWptqqtě0 is a N-dimensional Wiener process. The parameters ξ and σ stand for the
magnitude of the dissipation and of the fluctuations respectively, and are linked by the fluctuation-
dissipation relation:

σ “

ˆ

2ξ

β

˙1{2

.

It is straightforward to show that the canonical probability measure (V.6) is a steady state of the
Fokker-Planck equation associated with (V.7). In the harmonic case, these Brownian additional
forces are not needed. In fact, the Gibbs equilibrium state turns out to be a product of independent
Gaussian variables, and the initial configuration can be generated through standard Monte-Carlo
simulations.

1.2.3 Final Numerical Scheme

Creating initial conditions –

1. Initial measure. First, we sample the canonical measure thanks to the previous Langevin
dynamics, or the Monte-Carlo generation of Gaussian variables (in the harmonic case).

2. Poissonian clocks and random masses. If the deterministic dynamics is perturbed by the
velocity-flip perturbation, then the velocity px is changed into px at exponentially distributed
random times, with an average time γ´1. Therefore, we generate one Poissonian clock τ0

x

for each oscillator, with τ0
x drawn from an exponential law with parameter γ. We do the

same for the exchange noise, and we also sample a sequence of random masses attributed
to each oscillator if needed.
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Iterations of the dynamics – We iterate the numerical scheme for the hybrid dynamics: the
equations are governed by the usual Hamiltonian dynamics, to which the stochastic perturbation(s)
is superposed.

1. Verlet part. We apply the Störmer-Verlet scheme (V.4).

2. Stochastic noise. The Poissonian time τm
x is updated as follows: if τm

x ě ∆t, then τm`1
x “

τm
x ´∆t. Otherwise, px is flipped into ´px and τm`1

x is resampled from an exponential law
of parameter γ.

1.3 Hydrodynamic Limits and Diffusion Coefficient

In this subsection we describe the numerical simulations we have implemented. For each one,
the time-step ∆t is chosen to ensure a good longtime preservation of energy for the deterministic
dynamics in the absence of stochastic perturbation. In order to have a relative error in energy less
than 10´5, we use ∆t “ 0.005.

The velocity-flip model studied in Chapter II yields a system of coupled parabolic equations. Recall
that the two profiles of deformation and energy, respectively rpt, qq and ept, qq, are defined on
R`ˆT and are solutions of

$

’

’

’

&

’

’

’

%

Btr“
1

γ
B

2
qr

Bte“
1

2γ
B

2
q

˜

e`
r2

2

¸ q P T, t P R` (V.8)

where γ stands for the intensity of the velocity-flip noise.

On the one hand, the two smooth solutions of (V.8) are simulated through classical finite difference
schemes for scalar equations: first, we obtain the deformation r, and then we plug the numerical
solution for r into the second equation, so as to get a parabolic equation with a non trivial second
member.

On the other hand, the hydrodynamic behavior of the molecular dynamics is obtained numerically
through averaging over numerous replicas of the system. This provides us an efficient way to check
the macroscopic behavior of our interacting particle system. Let us remind that the temperature
for this model is defined as Tpt, qq :“ ept, qq ´ r2pt, qq{2, according to (II.1).

In the numerical simulation below, we used the following initial condition:

rp0, qq “

$

&

%

1 if q P r0, 1{2q

0.1 if q P r1{2,1s
and Tp0, qq “

$

&

%

0.5 if q P r0,1{2q

1 if q P r1{2, 1s.

These initial conditions correspond to crenel functions.
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Figure V.1: Two pictures on the elongation profile at fixed time.
Left: Solution of the PDE. Right: Hydrodynamic profile with N“ 256 particles.

Figure V.2: Two pictures on the temperature profile at fixed time.
Left: Solution of the PDE. Right: Hydrodynamic profile with N“ 256 particles.

In both models of Chapter II and Chapter III, the conservation of the energy gives rise to a diffusion
coefficient, which can be defined either by the Green-Kubo formula, or through hydrodynamics.

The conservation law for the energy locally reads, for each atom x ,

exptq ´ exp0q “ Jx´1,xptq ´ Jx ,x`1ptq

where exptq is the energy at site x , and Jx ,x`1ptq is energy current exchanged between particles x
and x ` 1 up to time t. It can be written as:

Jx ,x`1ptq “
ż t

0
jx ,x`1psq ds`Mx ,x`1ptq.

Here, Mx ,x`1ptq is a martingale term which can be explicitely written thanks to the stochastic
calculus of Itô, and jx ,x`1 is the instantaneous current of energy between x and x ` 1. Hereafter,
for the sake of simplicity, we denote by Qxptq the integrated current between the particles x and
x ` 1, and Qptq the total integrated current:

Qxptq :“ Jx ,x`1ptq, Qptq :“
ÿ

xPTN

Qxptq.
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The thermal conductivity κ of a system can be computed either at equilibrium, using a Green-Kubo
formula, or in a non-equilibrium setting. The Green-Kubo method relies on the integration of the
heat flux correlation function, and often requires long simulation times for the time integral to
converge. The non-equilibrium approach assumes a linear response regime, so that the heat flux
depends linearly on the temperature gradient TR´ TL.

1. The Green-Kubo formula gives an expression for the thermal conductivity κ, which can be
expressed in terms of Qptq:

κ :“ lim
tÝÑ8

lim
NÝÑ8

1

2T2EµN
β

«

ˆ

Qptq
?

tN

˙2
ff

“ lim
tÝÑ8

lim
NÝÑ8

1

2T2N

EµN
β

“

Qptq2
‰

t
.

2. The Fourier law provides an other way of simulating. When we add two heat baths in contact
with the first and last particle at different temperatures TR and TL, the diffusion coefficient
naturally appears. Let µN

ss be the non-equilibrium stationary state. According to the Fourier
law,

NEµN
ss

“

jx ,x`1

‰

|TR´ TL|
ÝÝÝÑ
NÝÑ8

κ.

Let us recall a few results of Chapter III: we prove that homogenization effect occurs for the
Green-Kubo formula: for almost every realization of the mass disorder, the thermal conductivity
exists, is independent of the disorder, is positive and finite. When γą 0 denotes the intensity of
the flip noise, and λą 0 the intensity of the exchange noise, we denote the diffusion coefficient
by Dpλ,γq. Theorem III.26 states that Dpλ,γq tends to Dp0,γq as λ goes to 0, and that the speed
of convergence is at most proportional to

?
λ.

This is about be checked by numerical simulations (but not available yet).

2 Technical Details and Proofs

2.1 Technical Proofs of Chapter II

2.1.1 Proof of the Taylor Expansions

Now we prove Proposition II.7. For the sake of simplicity, we define
$

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

%

gxpr,pq :“´
rx

2γ

ˆ

px`1` px `
γ

2
rx

˙

,

fxpr,pq :“´
px`1

γ
,

δxpr,pq :“ β 1t

ˆ

x

N

˙

gx `λ
1

t

ˆ

x

N

˙

fx “ F

ˆ

t,
x

N

˙

¨τxhpr,pq .

First we will compute the first part that appears in the integral N2
`

φN
t

˘´1 L˚Nφ
N
t , then we will

compute the second part ´Btφ
N
t {φ

N
t ˆ f N

t .

First, we compute the term involving the adjoint operator and prove a Taylor expansion.
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LEMMA V.3.

AφN
t “
φN

t

N2

ÿ

xPTN

β2t

ˆ

x

N

˙

«

px`1rx `
p2

x ` rx rx´1

2γ

ff

´λ2t

ˆ

x

N

˙„

px`1`
rx`1

γ



`
φN

t

N2

ÿ

xPTN

“

L˚pδxq `Apδxq
‰

` o
ˆ

1

N

˙

.

Proof. First, remind that the expression of φN
t is given by

φN
t pr,pq “

pZp1, 0qqn

Zpχtp¨qq

ź

xPTN

exp

ˆ

ex

ˆ

´βt

ˆ

x

N

˙

` 1

˙

´λt

ˆ

x

N

˙

rx `
1

N
F

ˆ

t,
x

N

˙

¨τxhpr,pq

˙

.

By definition,

AφN
t “ φ

N
t

ÿ

xPTN

„ˆ

1´ βt

ˆ

x

N

˙˙

Apexq ´λt

ˆ

x

N

˙

Aprxq



`
φN

t

N

ÿ

xPTN

Apδxq .

We write down the two conservation laws:

Apexq “ je
x`1´ je

x where je
x :“ px rx´1 ,

Aprxq “ j r
x`1´ j r

x where j r
x :“ px .

Hence,

AφN
t “ φ

N
t

ÿ

xPTN

„ˆ

1´ βt

ˆ

x

N

˙˙

∇p je
xqx ´λt

ˆ

x

N

˙

∇p j r
xqx



`
φN

t

N

ÿ

xPTN

Apδxq .

where ∇p f qx “ fx`1´ fx . We are interested in the first two terms in the sum, and we compute a
discrete summation by part. Indeed,

ÿ

yPTN

f y∇pgqy “´
ÿ

yPTN

g y`1∇p f qy .

We obtain the following terms:

βt

ˆ

x ` 1

N

˙

´ βt

ˆ

x

N

˙

“ β 1t

ˆ

x

N

˙

1

N
` β2t

ˆ

x

N

˙

1

N2 `O

ˆ

1

N3

˙

,

λt

ˆ

x ` 1

N

˙

´λt

ˆ

x

N

˙

“ λ1t

ˆ

x

N

˙

1

N
`λ2t

ˆ

x

N

˙

1

N2 `O

ˆ

1

N3

˙

.

First of all, we look at the term obtained in the sum with O
`

N´3
˘

. We want to prove

N2

ż

ÿ

xPTN

px`1rx O

ˆ

1

N3

˙

f N
t dµN

1,0 ď C HNptq ` opNq .

We use the entropy inequality. Let ε : NÝÑ R be a bounded function. We get

1

N

ż

ÿ

xPTN

px`1rx εpNq f
N
t dµN

1,0 ď
HNptq

α
`

1

α
log

ż

exp

˜

α

N

ÿ

x

px`1rx εpNq

¸

φN
t dµN

1,0 .
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But, let us recall the inequality px`1rx ď pp
2
x`1` r2

x q{2 and for N large enough, we have

νN
χtp¨q

„

exp

ˆ

α

N
p2

xεpNq

˙

„NÝÑ8

d

2π 2N

Nβ ´ 2αεpNq
ˆ

d

β

2π
“ Op1q .

We obtain a similar estimate for νN
χtp¨q

“

exp
`

αN´1rxεpNq
˘‰

. Therefore, we have showed

1

N

ż

ÿ

xPTN

px`1r2
x εpNq f

N
t dµ1,0 ď

HNptq

α
`Op1q .

Hence,

AφN
t “
φN

t

N

ÿ

xPTN

„

β 1t

ˆ

x

N

˙

px`1rx `λ
1

t

ˆ

x

N

˙

px`1



`
φN

t

N2

ÿ

xPTN

„

β2t

ˆ

x

N

˙

px`1rx `λ
2

t

ˆ

x

N

˙

px`1



`
φN

t

N

ÿ

xPTN

Apδxq ` o
ˆ

1

N

˙

.

Moreover, we can compute two equations which are called “fluctuation-dissipation equations”. In
other words, we decompose the current of energy and the current of deformation as the sum of a
discrete gradient and a dissipative term:

px`1 “∇
ˆ

´rx

γ

˙

x
`L˚p fxq , (V.9)

px`1rx “∇

˜

´
p2

x ` rx rx´1

2γ

¸

x

`L˚pgxq . (V.10)

We use the two equations (V.9) and (V.10), and we obtain

AφN
t “
φN

t

N

ÿ

xPTN

#

β 1t

ˆ

x

N

˙

«

∇

˜

´
p2

x ` rx rx´1

2γ

¸

x

`L˚pgxq

ff

`λ1t

ˆ

x

N

˙„

∇
ˆ

´rx

γ

˙

x
`L˚p fxq



+

`
φN

t

N2

ÿ

xPTN

„

β2t

ˆ

x

N

˙

px`1rx `λ
2

t

ˆ

x

N

˙

px`1



`
φN

t

N

ÿ

xPTN

Apδxq ` o
ˆ

1

N

˙

.

We sum again by part, on the two terms with a gradient, and we obtain as before

AφN
t “
φN

t

N2

ÿ

xPTN

#

β2t

ˆ

x

N

˙

«

p2
x`1` rx rx`1

2γ
` px`1rx

ff

`λ2t

ˆ

x

N

˙„

rx`1

γ
` px`1



+

`
φN

t

N

ÿ

xPTN

tApδxq `L˚pδxqu ` o
ˆ

1

N

˙

.

We get the result. l

LEMMA V.4.

SφN
t “

φN
t

N

ÿ

xPTN

Spδxq `
φN

t

4N2

ÿ

yPTN

¨

˝

ÿ

xPTN

δxpp
yq ´δxppq

˛

‚

2

`φN
t εpNq ,

where µN
t

“

N2εpNq
‰

“ opNq .
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Proof. Thanks to the exponential term, we have

SφN
t “

φN
t

2

ÿ

yPTN

$

&

%

exp

»

–

1

N

ÿ

xPTN

δxpp
y
q ´δxppq

fi

fl´ 1

,

.

-

.

The main idea consists in noting that ex ´ 1“ x ` x2{2` opx2q. We are going to give a rigorous
proof of this estimate in our context thanks to the hypothesis on the energy moments. More
precisely, in view of (II.9) and Lemma II.6, we want to prove that

N2µN
t

»

–

ÿ

yPTN

ÿ

kě3

Fk
y

k! Nk

fi

fl“ opNq, where Fy “
ÿ

xPTN

`

δxpp
yq ´δxppq

˘

.

Let us compute Fy . We notice that in the following expression,

ÿ

xPTN

´β 1t

ˆ

x

N

˙

rx

2γ
ppx`1` px `

γ

2
rxq ´λ

1

t

ˆ

x

N

˙

px`1

γ
,

the only terms which are changing when we flip p into py are

• the term when x “ y , and the difference is

ry py

γ
β 1t

ˆ

y

N

˙

,

• the term when x “ y ´ 1, and the difference is

ry´1py

γ
β 1t

ˆ

y ´ 1

N

˙

`λ1t

ˆ

y ´ 1

N

˙

2py

γ
.

In other words, we have to show that

N µN
t

»

–

ÿ

yPTN

ÿ

kě3

|Fy |
k

k! Nk

fi

flÝÝÝÑ
NÝÑ8

0 .

with

|Fyptq| “

ˇ

ˇ

ˇ

ˇ

ry py

γ
β 1t

ˆ

y

N

˙

`
ry´1py

γ
β 1t

ˆ

y ´ 1

N

˙

`λ1t

ˆ

y ´ 1

N

˙

2py

γ

ˇ

ˇ

ˇ

ˇ

ď C0 |ry py | `C1 |ry´1py | `C2 |py |

ď C0

r2
y ` p2

y

2
`C1

r2
y´1` p2

y

2
`C2 p1` p2

yq

ď K p1` ey ` ey´1q ,

where K is a constant which does not depend on N and t. First of all, we introduce the space
Ay “ tey ď 1, ey´1 ď 1u.

N
ÿ

yPTN

µN
t

«

ÿ

kě3

pey ` ey´1` 1qk Kk 1teyď1, ey´1ď1u

k! Nk

ff

ď N
ÿ

yPTN

ÿ

kě3

p3Kqk

k! Nk

“ N2
ÿ

kě3

p3Kqk

k! Nk ÝÝÝÑNÝÑ8
0
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Since we have pey ` ey´1q
k1AC

y
ď p2ey ` ey´1q

k, we deduce pey ` ey´1q
k1AC

y
ď Ck

0 ek
y ` Ck

1ek
y´1 .

Consequently,

N
ÿ

yPTN

µN
t

»

–

ÿ

kě3

|Fy |
k Kk 1AC

y

k! Nk

fi

flď N
ÿ

yPTN

µN
t

«

ÿ

kě3

ek
y K1k

k! Nk

ff

`N
ÿ

yPTN

µN
t

«

ÿ

kě3

ek
y´1 K1k

k! Nk

ff

.

Now we deal with N
ř

yPTN
µN

t

”

ř

kě3 ek
y{pk!Nkq

ı

. Remind that ek
y ď 2 pp2k

y ` r2k
y q. We are reduced

to prove that

N
ÿ

yPTN

µN
t

«

ÿ

kě3

p2k
y

k! Nk

ff

ÝÝÝÑ
NÝÑ8

0 and N
ÿ

yPTN

µN
t

«

ÿ

kě3

r2k
y

k! Nk

ff

ÝÝÝÑ
NÝÑ8

0 .

We can flip the summations thanks to Fubini theorem. From the hypothesis on the moments
bounds we get

N
ÿ

yPTN

µN
t

«

ÿ

kě3

p2k
y

k! Nk

ff

ď N2
ÿ

kě3

pC kqk

k! Nk ÝÝÝÑNÝÑ8
0 .

This last limit is deduced from the property of the series Spxq :“
ř

kě3 kk x k´2{pk!q . It is a power
series which has a strictly positive radius and is continuous at 0. Then,

N2
ÿ

kě3

pC kqk

k! Nk “ C2S

ˆ

C

N

˙

ÝÝÝÑ
NÝÑ8

0 .

The same happens for the second sum. It follows that

N
ÿ

yPTN

µN
t

«

ÿ

kě3

Fk
y

k! Nk

ff

ÝÝÝÑ
NÝÑ8

0 .

l

After adding the two terms and get some simplifications, we obtain this following final result.

PROPOSITION V.5.

1

φN
t

N2L˚Nφ
N
t “

ÿ

xPTN

#

´B
2
qβ

ˆ

t,
x

N

˙

«

p2
x`1` rx`1rx

2γ
` px`1rx

ff

´B
2
qλ

ˆ

t,
x

N

˙„

rx`1

γ
` px`1



+

`
1

4γ

ÿ

xPTN

p2
x

„

rxBqβ

ˆ

t,
x

N

˙

` rx´1Bqβ

ˆ

t,
x ´ 1

N

˙

` 2Bqλ

ˆ

t,
x ´ 1

N

˙2

` opNq .

Proof. There are simplifications when we write p´A` γSqpφN
t q. Actually,

φN
t

N

ÿ

xPTN

t´Apδxq ` γSpδxq ´L˚pδxqu “ 0 .

The result follows. l
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Now, we turn to the logarithmic derivative. First, we notice that Btφ
N
t {φ

N
t “ BttlogpφN

t qu.
Moreover,

logpφN
t q “ C`

ÿ

xPTN

ex

ˆ

´βt

ˆ

x

N

˙

` 1

˙

´λt

ˆ

x

N

˙

rx ´ β
1

t

ˆ

x

N

˙

rx

2γN
ppx`1` px `

γ

2
rxq

`λ1t

ˆ

x

N

˙

px

γN
´ log rZ pβt p¨q ,λt p¨qqs .

We need to estimate the partition function Zpβtp¨q,λtp¨qq. More precisely, in the following lemma
we compare this new partition function to the exact partition function

Z̃pβtp¨q,λtp¨qq “
ź

xPTN

2π

βtpx{Nq
exp

˜

λ2
t px{Nq

2βtpx{Nq

¸

.

LEMMA V.6.

ˇ

ˇBt log Zpβtp¨q,λtp¨qq ´ Bt log Z̃pβtp¨q,λtp¨qq
ˇ

ˇ“ Op1q when NÝÑ8.

Proof. First of all, remind that the exact expression of Zt :“ Zpβtp¨q,λtp¨qq can be written as

Zt “

ż

R2N

»

–

ź

xPTN

exp

"

´βt

ˆ

x

N

˙

ex ´λt

ˆ

x

N

˙

rx

´
1

N
β 1t

ˆ

x

N

˙

rx

2γ

ˆ

px`1` px `
γ

2
rx

˙

´
1

N
λ1t

ˆ

x

N

˙

px`1

γ

*

dpdr

“ exp

"

1

2
}bt}

2

*
ż

R2N
exp

"

´
1

2
xX´ bt , CtpX´ btqy

*

dX“ exp

"

1

2
}bt}

2

*

p2πqN|detpCtq|
1{2.

where bt is a vector and Ct is a symmetric positive matrix. More precisely, one can see that

}bt}
2
“

ÿ

xPTN

λ2
t

βt

ˆ

x

N

˙

`
1

N

ÿ

xPTN

ht

ˆ

x

N

˙

where ht is a function that can be easily expressed with λt ,βt ,λ
1

t and β 1t . Then, ht is smooth.
Moreover, Ct can be written as Ct “ Dt `N´1Ht with Dt a diagonal matrix and Ht a symmetric
matrix which has at most three non-zero components on each row and each column. More
precisely,

Dt “

¨

˚

˚

˝

. . . p0q
βtpx{Nq

p0q
. . .

˛

‹

‹

‚

,

Ht “

¨

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˝

¨

˚

˚

˝

. . . p0q
´p1{4qβ 1tpx{Nq

p0q
. . .

˛

‹

‹

‚

¨

˚

˚

˝

. . . ´p2γq´1β 1tpx{Nq p0q

´p2γq´1β 1tpx{Nq
. . .

p0q
. . .

˛

‹

‹

‚

¨

˚

˚

˝

. . . p0q

. . . ´p2γq´1β 1tpx{Nq

p0q ´p2γq´1β 1tpx{Nq
. . .

˛

‹

‹

‚

´

0
¯

˛

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‚
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Now we write

Bt log Zt “
1

2

ÿ

x

Bt

˜

λ2
t

βt

ˆ

x

N

˙

¸

`
1

2
Bt logdetpCtq `

1

N

ÿ

x

Btht

ˆ

x

N

˙

,

Bt log Z̃t “
1

2

ÿ

x

Bt

˜

λ2
t

βt

ˆ

x

N

˙

¸

`
1

2
Bt logdetpDtq .

But,
ˇ

ˇN´2
ř

x Btht

`

x{N
˘
ˇ

ˇ“ Op1q since ht is smooth. It remains to show that the following quantity
is bounded above by a constant that does not depend on N:

ˇ

ˇ

ˇ

ˇ

Bt

ˆ

log
detCt

detDt

˙
ˇ

ˇ

ˇ

ˇ

“

ˇ

ˇ

ˇ

ˇ

Bt

„

log det

ˆ

I`
1

N
D´1

t Ht

˙
ˇ

ˇ

ˇ

ˇ

“

ˇ

ˇ

ˇ

ˇ

ˇ

BttdetpI`D´1
t Ht{Nqu

detpI`D´1
t Ht{Nq

ˇ

ˇ

ˇ

ˇ

ˇ

.

We denote by Kt the matrix D´1
t Ht , which also has at most three non-zero components on each

row and each column, and by K1t the derivative of Kt with respect to t. We notice that for N large
enough, the matrix I` Kt{N is invertible, and we have

ˇ

ˇ

ˇ

ˇ

Bt

ˆ

log
det Ct

det Dt

˙
ˇ

ˇ

ˇ

ˇ

“

ˇ

ˇ

ˇ

ˇ

ˇ

Trp tcompI` Kt{Nq ¨ pI` K1t{Nqq

detpI` Kt{Nq

ˇ

ˇ

ˇ

ˇ

ˇ

“

ˇ

ˇ

ˇ

ˇ

ˇ

Tr

«

ˆ

I`
1

N
Kt

˙´1
`

I` K1t
˘

ff
ˇ

ˇ

ˇ

ˇ

ˇ

,

where compAq is the comatrix of A. Now we deal with pI` Kt{Nq
´1:

ˆ

I`
1

N
Kt

˙´1

“ I´ Kt `
ÿ

kě2

p´1qk

Nk Kk
t .

But, the component pi, jq of Kk
t can be written as

ř

i1,...,ik
ai,i1 ai1,i2 ¨ ¨ ¨ aik , j where ai, j are the

components of Kt . We know that there are at most three non-zero components on each row and
each column, and that they are all bounded by a constant C that does not depend on N (since βt

and λt are smooth). Then, it implies that |TrpKk
t q| ď N3kC. It follows that

ˇ

ˇ

ˇ

ˇ

ˇ

Tr

«

ˆ

I`
1

N
Kt

˙´1
ff
ˇ

ˇ

ˇ

ˇ

ˇ

“

ˇ

ˇ

ˇ

ˇ

ˇ

Tr

˜

I´ Kt `
ÿ

kě2

p´1qk

Nk Kk
t

¸
ˇ

ˇ

ˇ

ˇ

ˇ

ď 1` |TrpKtq| `C
ÿ

kě2

3k

Nk´1
“ Op1q ,

because TrpKtq “ Op1q (we can compute it and again use the smoothness of the profiles). In the
same way, we show that

ˇ

ˇ

ˇ

ˇ

ˇ

Tr

«

K1t

ˆ

I`
1

N
Kt

˙´1
ffˇ

ˇ

ˇ

ˇ

ˇ

“ Op1q .

This ends the proof. l

We deduce from the previous result that

Bt log rZ pβt p¨q ,λt p¨qqs “
ÿ

xPTN

´
Btβtpx{Nq

βtpx{Nq
` Btλtpx{Nq

λtpx{Nq

βtpx{Nq
´
Btβtpx{Nq

2

λ2
t px{Nq

β2
t px{Nq

`Op1q .

Consequently, we have proved the following statement.
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PROPOSITION V.7.

BttlogpφN
t qu “

ÿ

xPTN

´ exBtβ

ˆ

t,
x

N

˙

´ rxBtλ

ˆ

t,
x

N

˙

´
rx

2γN
BtBqβ

ˆ

t,
x

N

˙ˆ

px`1` px `
γ

2
rx

˙

´
px

γN
BtBqλ

ˆ

t,
x

N

˙

`
Btβpt, x{Nq

βpt, x{Nq

´ Btλpt, x{Nq
λpt, x{Nq

βpt, x{Nq
`
Btβpt, x{Nq

2

λ2pt, x{Nq

β2pt, x{Nq
,

BttlogpφN
t qu “

ÿ

xPTN

´

„

ex ´ e

ˆ

t,
x

N

˙

Btβ

ˆ

t,
x

N

˙

`

„

rx ´ r

ˆ

t,
x

N

˙

Btλ

ˆ

t,
x

N

˙

`Op1q .

We are now able to prove the Taylor expansion. According to the results above, we have

1

φN
t

N2L˚Nφ
N
t ´BttlogpφN

t qu “
ÿ

xPTN

#

´B
2
qβ

ˆ

t,
x

N

˙

«

p2
x ` rx´1rx

2γ
` px rx´1

ff

´B2
qλ

ˆ

t,
x

N

˙„

rx

γ
` px



`
p2

x

4γ

„

prx ` rx´1qBqβ

ˆ

t,
x

N

˙

` 2Bqλ

ˆ

t,
x

N

˙2

`

„

ex ´ e

ˆ

t,
x

N

˙

Btβ

ˆ

t,
x

N

˙

`

„

rx ´ r

ˆ

t,
x

N

˙

Btλ

ˆ

t,
x

N

˙*

` opNq .

(V.11)

Using the notations introduced in Section 2 (Chapter II), this becomes:

1

φN
t

N2L˚Nφ
N
t ´BttlogpφN

t qu “
ÿ

xPTN

"

´
1

2γ
B2

qβ

ˆ

t,
x

N

˙

J1
x ´

1

γ
B2

qλ

ˆ

t,
x

N

˙

J2
x

`
1

4γ

„

Bqβ

ˆ

t,
x

N

˙2

J3
x `

1

γ
Bqβ

ˆ

t,
x

N

˙

Bqλ

ˆ

t,
x

N

˙

J4
x

`
1

γ

„

Bqλ

ˆ

t,
x

N

˙2

J5
x

`

„

ex ´ e

ˆ

t,
x

N

˙

Btβ

ˆ

t,
x

N

˙

`

„

rx ´ r

ˆ

t,
x

N

˙

Btλ

ˆ

t,
x

N

˙*

` opNq .

We denote by Hk the function defined as follows:

Hk

ˆ

η

ˆ

t,
x

N

˙˙

“ µN
χtpx{Nq

“

Jk
0

‰

.

The explicit formulations for Hk are given by Proposition II.7. The sum

ÿ

xPTN

"

´
1

2γ
B

2
qβ

ˆ

t,
x

N

˙

H1

ˆ

η

ˆ

t,
x

N

˙˙

´
1

γ
B

2
qλ

ˆ

t,
x

N

˙

H2

ˆ

η

ˆ

t,
x

N

˙˙

`
1

4γ

„

Bqβ

ˆ

t,
x

N

˙2

H3

ˆ

η

ˆ

t,
x

N

˙˙

`
1

γ
Bqβ

ˆ

t,
x

N

˙

Bqλ

ˆ

t,
x

N

˙

H4

ˆ

η

ˆ

t,
x

N

˙˙

`
1

γ

„

Bqλ

ˆ

t,
x

N

˙2

H5

ˆ

η

ˆ

t,
x

N

˙˙

+
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is of order opNq (thanks to the regularity of the functions e, r,β ,λ), so that we can introduce it in
the right member of the equality (V.11). Then, we obtain after computations

´
B2

qβ

2γ
BeH1´

B2
qλ

γ
BeH2`

”

Bqβ
ı2

4γ
BeH3`

BqβBqλ

γ
BeH4`

”

Bqλ
ı2

γ
deH5 “´Btβ ,

and

´
B2

qβ

2γ
BrH1´

B2
qλ

γ
BrH2`

”

Bqβ
ı2

4γ
BrH3`

BqβBqλ

γ
BrH4`

”

Bqλ
ı2

γ
BrH5 “ Btλ .

Indeed, these two quantities are respectively equal to

B2
qβ

2γ
´

”

Bqβ
ı2

γ

˜

e`
r2

2

¸

´ 2r
BqβBqλ

γ
´

”

Bqλ
ı2

γ
,

and

B2
qβ

2γ
r`

B2
qλ

γ
´

”

Bqβ
ı2

2γ
r p2e´ 3r2

q ´
BqβBqλ

γ
p2e´ 3r2

q ` r

”

Bqλ
ı2

γ
.

This concludes the proof and gives Proposition II.7.

2.1.2 One-block Estimate and Large Deviations Replacement

We start with giving a sketch for the proof of the one-block estimate statement (II.15), which is
completely done in [16, Section 3.4]. First, we define the space time average of distribution:

f̄ N
“

1

tN

N
ÿ

i“1

ż t

0
τi f

N
s ds ,

and f̄ N
k its projection on tpri, piq P R2pk`1q ; i P Λk :“ t´rk{2s ´ 1, . . . , rk{2s ` 1uu.

We also denote dνN “ f̄ N
ś

iPTN
dridpi and dνN

k “ f̄k
Nś

iPTN
dridpi the corresponding probability

measures on R2N and R2pk`1q.

Observe first that (II.15) can be rewritten as

t lim sup
MÝÑ8

lim sup
`ÝÑ8

limsup
NÝÑ8

ż

$

&

%

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

1

`

ÿ

iPΛ`p0q

Ji,M´Hpη`,Mp0qq

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

,

.

-

dνN “ 0 ,

because
1

`

`´1
ÿ

k“0

1

p

p
ÿ

j“1

τx j`k “
1

N

N
ÿ

x“1

τx .

We give the two main lemmas that can be proved following [16].

LEMMA V.8. For each fixed k, the sequence of probability measures pνN
k qNěk is tight.

For any k let νk be a limit point of the sequence pνN
k qNě1. The sequence of probability measures

pνkqkě1 forms a consistent family and by Kolmogorov’s theorem there exists a unique probability
measure ν on pRˆRqZ such that the restriction of ν on tpri, piq P R2pk`1q ; i P Λku is νk. One has
easily that ν is invariant by translations.
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LEMMA V.9. For any bounded smooth local function Fpr,pq, we have
ż

LFdν “ 0.

Then, ν is a convex combination of grand canonical Gibbs measures µχ “ µβ ,λ, precisely we can
write ν “

ş

dρpχqµχ , with ρ a probability measure such that
ş

dρpχqµχre js ď C0 for any j P Z.

Hence, it results that

lim sup
MÝÑ8

limsup
`ÝÑ8

lim sup
NÝÑ8

ż

$

&

%

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

1

`

ÿ

iPΛ`p0q

Ji,M´Hpη`,Mp0qq

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

,

.

-

dνN

“ limsup
MÝÑ8

lim sup
`ÝÑ8

ż

dρpχq
ż

$

&

%

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

1

`

ÿ

iPΛ`p0q

Ji,M´Hpη`,Mp0qq

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

,

.

-

dµχ

“ limsup
MÝÑ8

ż

dρpχq

»

–lim sup
`ÝÑ8

ż

$

&

%

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

1

`

ÿ

iPΛ`p0q

Ji,M´Hpη`,Mp0qq

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

,

.

-

dµχ

fi

fl ,

where the last equality is a consequence of the dominated convergence theorem. Since µχ is
ergodic with respect to tτx ; x P Zu, the last term is equal to

lim sup
MÝÑ8

ż

dρpχq
ˇ

ˇ

ˇµχ
“

J0,M

‰

´Hpµχrη0,Msq

ˇ

ˇ

ˇ .

As MÝÑ8, µχrJ0,Ms converges to µχrJ0s “ H
`

µχrξ0s
˘

and µχrξ0,Ms to µχrξ0s. By Fatou’s lemma,
the limit in M is equal to 0 and this concludes the proof of the one-block lemma.

Finally, we prove the large deviations estimate (Lemma II.8, Section 2.4), and we recall here the
result we are going to prove.

LEMMA V.10.

M1pN,`, k, Mq :“
1

αN

p
ÿ

j“1

logνN
χtp¨q

«

e
α`

ˇ

ˇ

ˇ

ˇ

v
ˆ

t,
rx j`ks

N

˙

Ω
ˆ

η`,Mpx j`kq,η
ˆ

t,
rx j`ks

N

˙˙ˇ

ˇ

ˇ

ˇ

ff

can be replaced by

M2pN,`, k,Mq :“
1

αN

p
ÿ

j“1

logµN
χtprx j`ks{Nq

«

e
α`

ˇ

ˇ

ˇ

ˇ

v
ˆ

t,
rx j`ks

N

˙

Ω
ˆ

η`,Mpx j`kq,η
ˆ

t,
rx j`ks

N

˙˙ˇ

ˇ

ˇ

ˇ

ff

.

The difference between these two terms is less than or equal to a small term which depends on ` (but
not on k) and vanishes in the N limit: there exists a constant Cp`,M, Nq which does not depend on k
such that

M1pN,`, k,Mq ´M2pN,`, k, Mq ď Cp`,M, Nq and Cp`,M, Nq ÝÝÝÑ
NÝÑ8

0 .

Proof. For each j P t1, ..., pu, the function

F j :“ exp

#

α`

ˇ

ˇ

ˇ

ˇ

ˇ

v

˜

t,
rx j ` ks

N

¸

Ω

˜

η`,Mpx j ` kq,η

˜

t,
rx j ` ks

N

¸¸
ˇ

ˇ

ˇ

ˇ

ˇ

+

is bounded above by eC`, C ą 0 (since η`,M is bounded and t belongs to a compact set), and
depends on the configuration only through the coordinates in Λ`px j ` kq. Thus, each expectation
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appearing in the sum can be taken w.r.t the restriction to Λ`px j ` kq of νN
χtp¨q

. These restrictions
are inhomogeneous product measures but with slowly varying parameters and hence, each term
logνN

χtp¨q
rF js can be replaced by logµN

χtprx j`ks{NqrF js with a small error.

Indeed, the difference between these two terms is equal to

logµN
χtprx j`ks{Nq

»

–1`
F j ph j ´ 1q

µN
χtprx j`ks{NqrF js

fi

fl“ log

¨

˝1`
µN
χtprx j`ks{NqrF j ph j ´ 1qs

µN
χtprx j`ks{NqrF js

˛

‚

with

h j :“ exp

#

ÿ

iPΛ`px j`kq

ξi,M ¨

„

χt

ˆ

i

N

˙

´χt

ˆ

x j ` k

N

˙

`

´
1

N
F

ˆ

t,
i

N

˙

¨τih `
„

log Z

ˆ

χt

ˆ

i

N

˙˙

´ logZ

ˆ

χt

ˆ

x j ` k

N

˙˙

+

. (V.12)

The inequality logp1` xq ď |x | (true for any real x) and the fact that µN
χtprx j`ks{NqrF js ě 1 reduces

us to estimate

µN
χtprx j`ks{Nqr|F jph j ´ 1q|s .

By using the smoothness of χt and the inequality |ex ´ 1| ď |x |e|x|, one easily shows that there
exist positive constants C0, Cp`q, and β̄ which do not depend on j such that

|F jph j ´ 1q| ď
Cp`q`

N

¨

˝

ÿ

iPΛ`px j`kq

“

ei,M` ei`1,M` 1
‰

˛

‚exp

$

&

%

C0`

N

ÿ

iPΛ`px j`kq

“

ei,M` ei`1,M` 1
‰

,

.

-

,

and
dµN

χtprx j`ks{Nq

dµN
β̄ ,0

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

Λ`px j`kq

ď Cp`q .

Hence, the total error performing by these replacements is bounded above:

M1pN,`, k, Mq ´M2pN,`, k,Mq ď
1

αN
C1p`,Mq µN

β̄ ,0

»

–exp

$

&

%

C0

p

ÿ

iPΛ`p0q

rei,M` ei`1,M` 1s

,

.

-

fi

fl

for some positive constant C1p`, Mq, and goes to 0 as N goes to infinity for each given fixed `. l

2.2 Technical Proofs of Chapter III

2.2.1 Hermite Polynomials and Quadratic Functions

In the whole subsection, we assume β “ 1. Every result can be restated for the general case after
multiplying the process by β´1{2.



2. TECHNICAL DETAILS AND PROOFS 115

Hermite polynomials on RZ – Let χ be the set of positive integer-valued functions ξ : ZÝÑ N,
such that ξx vanish for all but a finite number of x P Z. The length of ξ, denoted by |ξ|, is defined
as

|ξ| :“
ÿ

xPZ
ξx .

For ξ P χ, we define the polynomial function on Ω

Hξpωq “
ź

xPZ
hξx
pωxq,

where thnunPN are the normalized Hermite polynomials w.r.t. the centered one-dimensional
Gaussian law with variance 1. The sequence tHξuξPχ forms an orthonormal basis of the Hilbert
space L2pµ1q, where µ1 is the infinite product Gibbs measure defined by (I.9). As a result, every
function f P L2pµ1q can be decomposed in the form

f pωq “
ÿ

ξPχ

FpξqHξpωq.

Moreover, we can compute the scalar product x f , gy1 for f “
ř

ξ FpξqHξ and g “
ř

ξGpξqHξ as

x f , gy1 “
ÿ

ξPχ

FpξqGpξq.

DEFINITION V.3. We denote by χn Ă χ the subset sequences of length n, i.e. χn :“
 

ξ P χ ; |ξ| “ n
(

.
A function f P L2pµ1q is of degree n if its decomposition

f “
ÿ

ξPχ

FpξqHξ

satisfies: Fpξq “ 0 for all ξ R χn.

In the next paragraph we focus on degree 2 functions, which are by definition on the form
ÿ

xPZ
ϕpx , xqpω2

x ´ 1q `
ÿ

x‰y

ϕpx , yqωxωy (V.13)

where ϕ : Z2 ÝÑ R is a square summable symmetric function.

Local functions – On the set of n-tuples x :“ px1, . . . , xnq of Zn, we introduce the equivalence
relation x„ y if there exists a permutation σ on t1, . . . , nu such that xσpiq “ yi for all i P t1, . . . , nu.
The class of x for the relation „ is denoted by rxs and its cardinal by cpxq. Then the set of
configurations of χn can be identified with the set of n-tuples classes for „ by the one-to-one
application:

Zn
{ „ ÝÑ χn

rxs “ rpx1, . . . , xnqs ÞÑ ξrxs

where for any y P Z, pξrxsqy “
řn

i“1 1y“x i
.

We identify ξ P χn with the occupation numbers of a configuration with n particles, and rxs
corresponds to the positions of those n particles. A function F : χn ÝÑ R is nothing but a
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symmetric function F : Zn ÝÑ R through the identification of ξ with rxs. We denote (with some
abuse of notations) by x¨, ¨y the scalar product on ‘L2pχnq, each χn being equipped with the
counting measure. Hence, for two functions F,G : χ ÝÑ R, we have

xF,Gy “
ÿ

ně0

ÿ

ξPχn

FnpξqGnpξq “
ÿ

ně0

ÿ

xPZn

1

cpxq
FnpxqGnpxq,

with Fn,Gn the restrictions of F,G to χn.

Dirichlet form – It is not hard to check the following proposition, which is a direct consequence
of the fact that hn has the same parity of the integer n.

PROPOSITION V.11. If a local function f P L2pµ1q is written in the form f “
ř

ξPχ FpξqHξ, then

S f pωq “
ÿ

ξPχ

pSFqpξqHξpωq,

where S is the operator acting on functions F : χ ÝÑ R as

SFpξq “ λ
ÿ

xPZ

“

Fpξx ,x`1q ´ Fpξq
‰

` γ
ÿ

xPZ

`

p´1qξx ´ 1
˘

Fpξq.

Here, ξx ,y is obtained from ξ by exchanging ξx and ξy .

From this result we deduce:

COROLLARY V.12. For any f “
ř

ξPχ FpξqHξ P L2pµ1q, we have

Dp f ;µ1q “
@

f ,´S f
D

1 “
ÿ

ξPχ

#

λ

2

ÿ

xPZ

`

Fpξx ,x`1
q ´ Fpξq

˘2
` γ

ÿ

xPZ

`

p´1qξx ´ 1
˘

F2
pξq

+

Quadratic functions – In Chapter III, we deal with the set of quadratic functions f in L2pµ1q,
namely degree two functions that are homogeneous, i.e. satisfies the algebraic relation

@λ P R, f pλωq “ λ2 f pωq, µ1´ a.s. (V.14)

We also assume that f has zero average with respect to µ1. Therefore, we could also rewrite every
f as

f pωq “
ÿ

xPZ
ψpx , xqpω2

x ´ω
2
x`1q `

ÿ

x‰y

ψpx , yqωxωy ,

for a suitable function ψ : Z2 ÝÑ R square summable and symmetric, and we recover the form
given in (III.1). We first restrict some variational formula to this class of functions, and then we
study sequences of functions that weakly converge in L2pµ1q.

PROPOSITION V.13. If f P L2pµ1q is quadratic in the sense above with zero average w.r.t µ1, then the
following variational formula

sup
gPL2pµ1q

!

2
@

f , g
D

1´Dpg;µ1q

)

can be restricted over quadratic functions g of zero mean w.r.t µ1.
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Proof. This fact follows after decomposing g as
ř

ξPχ GpξqHξ. Corollary V.12 and the orthogonality
of Hermite polynomials imply that we can restrict the supremum over functions g of degree two
(V.13). As a result, g writes as the sum of a quadratic function plus an additional constant term.

Then, notice that the constant term gives a zero contribution in the quantity to maximise: indeed,
the Dirichlet form does not change if we add a constant, and the function f is supposed to
be centered, so that

@

f
D

1 “ 0. Therefore, we can assume that the supremum is taken over
homogeneous functions of degree two, and the same argument shows that g can also be taken
with zero average. l

PROPOSITION V.14. Let t fnun be a sequence of quadratic functions in L2pµ1q. Suppose that t fnu

weakly converges to f P L2pµ1q. Then, f is quadratic.

Proof. For all n P N, and ξ R χ2, the scalar product
@

fn,Hξ
D

1 vanishes (by definition). From the
weak convergence, we know that

@

fn,Hξ
D

1 ÝÑ
@

f ,Hξ
D

1,

as n goes to infinity, for all ξ P χ. This implies:
@

f ,Hξ
D

1 “ 0 for all ξ R χ2.

Besides, the algebraic relation (V.14) is still valid after taking the weak limit in L2pµ1q, as well
as the zero-average property (with respect to µ1). This implies that the weak limit f P L2pµ1q is
quadratic, and of zero mean if every fn is centered. l

REMARK 2.1. In Chapter III, the set denoted by Q is restricted to local quadratic functions. The
conclusions of Propositions V.13 and V.14 remain valid if we replace the quadratic functions in
L2pµ1q by elements of Q.

2.2.2 A Weak Version of Closed Forms Results

In that section we prove a theorem that should be thought as a kind of closed forms results, as
they are stated in [75] or in [49, Section A.3.4]. We give the link between Theorem V.15 below
and closed forms at the end of this paragraph.

Decomposition of quadratic functions – For the sake of clarity, we erase the dependence on
the disorder m, and consider that the functions are defined on Ω, and square integrable w.r.t. the
Gibbs measure µ1. We explain how one can restate the same result for functions defined on ΩDˆΩ
in Remark 2.2.

THEOREM V.15. Let t fnunPN a sequence of quadratic functions in L2pµ1q. Let us define

gn :“∇0

´

Γ fn

¯

and hn :“∇0,1

´

Γ fn

¯

.

If tgnu, respectively thnu, weakly converges in L2pµ1q towards g, respectively h, then there exist a P R
and f PQ such that

gpωq “∇0pΓ f qpωq, (V.15)

hpωq “ apω2
0´ω

2
1q `∇0,1pΓ f qpωq, (V.16)

where the above equalities are stated in L2pµ1q sense. This result remains in force if µ1 is replaced
with the product measure P‹1 “ Pbµ1, where P is the law of the disorder (see Remark 2.2).
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Proof. From Proposition V.14, we already know that g and h are quadratic functions in L2pµ1q.
Hence, we look for g and h of the form

gpωq “
ÿ

x ,yPZ
ψ1px , yqωxωy (V.17)

hpωq “
ÿ

x ,yPZ
ψ2px , yqωxωy (V.18)

where ψ1,ψ2 : Z2 ÝÑ R are square integrable symmetric functions. We are now going to give a
list or equalities, being satisfied by the pair of sequences. Let us be more precise. We define, for a
pair pf1, f2q of two L2pµ1q functions, the following identities, stated in L2pµ1q sense:

(R1) pτx f1qpωq ` pτx f1qpωxq “ 0, for all x P Z.

(R2) pτx f2qpωq ` pτx f2qpωx ,x`1q “ 0, for all x P Z.

(R3) pτx f1qpωq ` pτx f2qpωxq “ pτx f2qpωq ` pτx`1f1qpωx ,x`1q, for all x P Z,

It is straightforward to check that, for all n P N, the pair pgn, hnq satisfy identities (R1–R3). Easily,
one can show that the latter always take place after passing to the weak limit in L2pµ1q. Precisely,
the weak limit pg, hq of tgn, hnu also satisfy (R1–R3). This follows from the following easy lemma
(which is a consequence of the translation invariance of µ1):

LEMMA V.16. If tgnun weakly converges in L2pµ1q towards g, then, for all x P Z,
 

gnpω
xq
(

n weakly converges towards gpωxq,
 

gnpω
x ,x`1

q
(

n weakly converges towards gpωx ,x`1
q.

Notice that all equalities (R1–R3) – now stated for (g,h) – turn into identities satisfied by ψ1 and
ψ2, defined in (V.17) and (V.18). Namely, ψ1 and ψ2 have to satisfy

(R1)

$

&

%

ψ1px , yq “ 0 if x ‰ 0 and y ‰ 0,

ψ1p0,0q “ 0.

(R2)

$

&

%

ψ2px , yq “ 0 if x R t0,1u and y R t0,1u,

ψ2px , xq `ψ2px ` 1, x ` 1q “ 0 for all x P Z.

(R3)

$

&

%

2ψ2px , 0q “ψ1px ´ 1,0q ´ψ1px , 0q if x R t0,1u,

ψ1p´1, 0q “ψ1p1,0q.

The first two identities imply that g writes in L2pµ1q on the form

gpωq “
ÿ

x‰0

ψ1px , 0qωxω0, (V.19)

and h rewrites as

hpωq “
ÿ

x‰0,1

ψ2px , 0q
“

ω1ωx ´ω0ωx

‰

`ψ2p0,0qpω2
0´ω

2
1q, (V.20)

whereas the final equality makes a connection between g and h. In view of (V.15) and (V.16), we
are going to need the following straightforward lemma:
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LEMMA V.17. Let f P L2pµ1q be on the form

f pωq “
ÿ

x ,yPZ
ϕpx , yqωxωy ,

where ϕ : Z2 ÝÑ R is a symmetric cylinder function. Then,

∇0pΓ f q “ ´4
ÿ

zPZ
x‰0

ϕpx ` z, zqω0ωx , (V.21)

∇0,1pΓ f q “ 2
ÿ

zPZ
x‰0,1

“

ϕpx ` z, zq ´ϕpx ` z, z` 1q
‰

pω1ωx ´ω0ωxq. (V.22)

Confronting (V.21)–(V.22) with (V.19)–(V.20), and keeping in mind the expected result of Theorem
V.15, we are now looking for a symmetric function ϕ : Z2 ÝÑ R which is square-summable on Z2

and satisfies
$

’

’

’

&

’

’

’

%

ÿ

zPZ
ϕpx ` z, zq “ ´

1

4
ψ1px , 0q for all x ‰ 0,

ÿ

zPZ

“

ϕpx ` z, zq ´ϕpx ` z, z` 1q
‰

“
1

2
ψ2px , 0q for all x R t0,1u.

Such a function ϕ exists if and only if, for all x R t0,1u,

2ψ2px , 0q “ψ1px ´ 1,0q ´ψ1px , 0q.

This last equality is true according to (R3), and the result is proved, with a “ψ2p0, 0q and f PQ
defined as

f pωq “
ÿ

x ,yPZ
ϕpx , yqωxωy .

l

REMARK 2.2. In the whole section, every result that involves the Gibbs measure µ1 can be trans-
lated into the same result involving the product measure P‹1. By instance, the decomposition in
the Hilbert space turns into the following: every f P L2pP‹1q can be written as

f pm,ωq “
ÿ

ξPχ

Fpm,ξqHξpωq,

and if f is quadratic, it rewrites

f pm,ωq “
ÿ

x ,yPZ
ϕpm, x , yqωxωy ,

where, for all m P ΩD, ϕpm, ¨, ¨q is a symmetric function on Z2, square summable and integrable
w.r.t. P. Moreover, the translation operator τx that is involved in identities (R1-R3) should
translate also the disorder environment, as it is defined at the beginning of Subsection 1.3,
Chapter III. The result follows since P‹1 is space-translation invariant.
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Connection with closed forms results – Let us briefly explain the connection between Theorem
V.15 and the closed forms as they are defined for example in [75]. For that purpose, we are
going to reformulate identities (R1–R3). First, interprete f1

xpωq, respectively f2
xpωq, as the price to

change the configuration ω P Ω into ωx , respectively to change ω into ωx ,x`1. In particular,

• the price to flip ωx when the configuration is ω should be equal to ´f1
xpω

xq : this is (R1),
• the price to exchange ωx and ωx`1 when the configuration is ω should also be equal to
´f2

xpω
x ,x`1q : this is (R2).

In the context of interacting particle systems, closed forms are expected to give the same price for
any 2-step path with equal end points. In our setting, the last equality (R3) can be translated into:
“The quantity at site x is flipped, and then exchanged with the quantity at site x ` 1. Equally, the
quantities at site x and x ` 1 are exchanged first, and then the quantity at site x ` 1 is flipped.”
There are three other such paths, that we do not need to prove our statement:

• two quantities are exchanged at sites x , x ` 1, and also independently at sites y, y ` 1, with
tx , x ` 1uX ty, y ` 1u “H,

• two quantities are flipped independently at sites x and y , with x ‰ y ,
• the quantity at site x is flipped, and then the quantities at sites y and y ` 1 are exchanged,

for y R tx , x ` 1u, and the converse is also possible.

Recall that we have defined Ω :“ RZ. We denote by B the space of real-valued functions

B :“ t f : ΩÝÑ Ru.

We are now interested in the space of forms, which are defined as pf1
x , f2

xqxPZ where f1
x P B, and

f2
x P B, for every x P Z. To each function F : ΩÝÑ R is associated a form:

DEFINITION V.4. A form f“ pf1
x , f2

xqxPZ is an exact form if there exists a continuous function F : ΩÝÑ
R such that

@ x P Z, @ ω P Ω,

#

f1
xpωq “ Fpωxq ´ Fpωq,

f2
xpωq “ Fpωx ,x`1

q ´ Fpωq.

Easily, one can prove that all exact forms are closed forms. We now present two examples of
closed forms that play a central role.

EXAMPLE 2.1. We denote by a“ pa1,a1q the closed form defined by
#

a1
xpωq “ 0,

a2
xpωq “ω

2
x ´ω

2
x`1,

for all x P Z and configurations ω P Ω. This closed form corresponds to the formal function
Fpωq “

ř

x xω2
x , but this is not an exact form.

EXAMPLE 2.2. Let h be a cylinder function. Let us recall that we denote by Γh the formal sum
ř

x τxh, and define uh “ pu
1
h,u2

hq as
#

pu1
hqxpωq “ Γhpω

xq ´Γhpωq,

pu2
hqxpωq “ Γhpω

x ,x`1
q ´Γhpωq,

for all x P Z, and configurations ω P Ω. Though
ř

x τxh is a formal sum, these two equalities are
well defined. Let us notice that uh is a closed form that is not exact, unless h is constant.
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These two examples show that closed forms on Ω are not always exact forms. Let us introduce the
notion of a germ of a closed form.

DEFINITION V.5. A pair of continuous functions f “ p f 1, f 2q, where f i : ΩÝÑ R, is a germ of closed
form if f“ pτx f qxPZ is a closed form.

Examples 2.1 and 2.2 provide two types of germs of closed forms. Consider the cylinder function
Apωq “ p0,ω2

0 ´ ω
2
1q. The collection pτxAqxPZ is the closed form a of Example 2.1. For a

cylinder function h, the collection p∇xΓh,∇x ,x`1ΓhqxPZ obtained through translations of the
cylinder function p∇0Γh,∇0,1Γhq is the closed from of Example 2.2. For a pair of L2pP‹1q-functions
f “ p f 1, f 2q, we called it a germ of closed form if f “ pτx f qxPZ satisfies all of conditions as a
closed form in L2pP‹1q-sense. Usually, Theorem V.15 is replaced with a similar result that concerns
every germ of closed form in L2pP‹1q. We refer the reader to [75, Theorem 5.1] or [49, Theorem
A.3.4.14] for more details.

Proof of Lemma III.7 and Lemma III.9 – With Theorem V.15 we are able to prove the missing
two lemmas of Chapter III, that we recall here:

LEMMA V.18. Consider a quadratic cylinder function ϕ PQ0. Then,

limsup
`ÝÑ8

p2`q´1E

C

`

´ SΛ`
˘´1 ÿ

|x|ď`ϕ

τxϕ,
ÿ

|x|ď`ϕ

τxϕ

G

1

ď ~ϕ~2
1,

where `ϕ stands for `´ sϕ ´ 1 so that the support of τxϕ is included in Λ` for every x P Λ`ϕ .

Proof. We follow the proof given in [69, Lemma 4.3] and we assume first that ϕ “∇0pFq`∇0,1pGq,
for two quadratic cylinder functions F, G. Then, the general case follows by linearity. We write the
variational formula

p2`q´1E

C

`

´ SΛ`
˘´1 ÿ

|x|ď`ϕ

τxϕ,
ÿ

|x|ď`ϕ

τxϕ

G

1

“ sup
hPC

$

&

%

2E

C

ϕ,
1

2`

ÿ

|x|ď`ϕ

τxh

G

1

´
1

2`
E
”

D`pµ1; hq
ı

,

.

-

“ sup
hPC

$

&

%

2E

C

F∇0

¨

˝

1

2`

ÿ

|x|ď`ϕ

τxh

˛

‚`G∇0,1

¨

˝

1

2`

ÿ

|x|ď`ϕ

τxh

˛

‚

G

1

´
1

2`
E
“

D`pµ1; hq
‰

,

.

-

.

Since ϕ is quadratic, we can restrict the supremum in the class of quadratic functions h that are
localized in Λ` (the proof of that statement is detailed in Proposition V.13). It turns out that we
can also restrict the supremum to functions h such that E

“

D`pµ1; hq
‰

ď C`. This follows from the
fact that the first term can be bounded as follows (according Proposition III.4 in addition to the
convexity of the Dirichlet form):

E

C

ϕ,
ÿ

|x|ď`ϕ

τxh

G

1

ď C1{2
ϕ

´

E
”

D`pµ1; hq
ı¯1{2

.

Recall that Cϕ is a constant that depends on ϕ. Next, we want to replace the sums over Λ`ϕ with
the same sums over Λ` (recall that `ϕ “ `´ sϕ ´ 1ď `). For that purpose, we denote

ζ`0phq “∇0

¨

˝

1

2`

ÿ

|x|ď`

τxh

˛

‚, ζ`1phq “∇0,1

¨

˝

1

2`

ÿ

|x|ď`

τxh

˛

‚.
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First of all, from Cauchy-Schwarz inequality, we have

E
B

γ

2

”

ζ`0phq
ı2
`
λ

2

”

ζ`1phq
ı2
F

1
ď

1

2`
E
”

D`pµ1; hq
ı

.

Then, we also can write as before
ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

E

C

ϕ,
1

2`

ÿ

`ϕďxď`

τxh

G

1

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ď
1

2`
C1{2
ϕ

´

E
”

D`pµ1; hq
ı¯1{2

.

These last two inequalities give the upper bound

p2`q´1E

C

`

´ SΛ`
˘´1 ÿ

|x|ď`ϕ

τxϕ,
ÿ

|x|ď`ϕ

τxϕ

G

1

ď sup
h

"

2E
A

Fζ`0phq `Gζ`1phq
E

1
´E

B

γ

2

”

ζ`0phq
ı2
`
λ

2

”

ζ`1phq
ı2
F

1

*

`
C
?
`

.

Let us choose a sequence th`u satisfying E
“

D`pµ1; h`q
‰

ď C`. Then, the sequence tζ`0ph`q,ζ
`
1ph`qu

is uniformly bounded in L2pP‹1q, and this implies the existence of a weakly convergent subsequence.
We denote by pζ0,ζ1q a weak limit and assume that the sequence tζ`0ph`q,ζ

`
1ph`qu weakly converges

to pζ0,ζ1q. The conclusion is now based on the weak version of closed forms result that we proved
before: the pair pζ0,ζ1q can be written in L2pP‹1q as

p∇0Γg , apω2
0´ω

2
1q `∇0,1Γgq,

with g PQ and a P R. We have obtained that

p2`q´1E
B

`

´ SΛ`
˘´1 ÿ

|x|ď`ϕ

τxϕ,
ÿ

|x|ď`ϕ

τxϕ

F

1
ď sup
ζ0,ζ1

"

2E
A

Fζ0`Gζ1

E

1
´
γ

2
E‹1

“

ζ2
0

‰

´
λ

2
E‹1

“

ζ2
1

‰

*

“ sup
gPQ
aPR

!

2E
A

F∇0Γg `G
`

apω2
0´ω

2
1q `∇0,1Γg

˘

E

1

´
γ

2
E‹1

”

p∇0Γgq
2
ı

´
λ

2
E‹1

”

`

apω2
0´ω

2
1q `∇0,1Γg

˘2
ı

*

The inequality above is a consequence of the following fact: the L2-norm may only decrease along
weakly convergent subsequences. The result follows, after recalling (III.15). l

The second inequality is more standard, we write down the proof for the sake of completeness:

LEMMA V.19. Under the assumptions of Theorem III.6,

limsup
`ÝÑ8

p2`q´1E

C

`

´ SΛ`
˘´1 ÿ

|x|ď`ϕ

τxϕ,
ÿ

|x|ď`ϕ

τxϕ

G

1

ě ~ϕ~2
1.

Proof. We define, for f PQ,

J` :“
ÿ

y,y`1PΛ`

τy jS
0,1, H f

` “
ÿ

|y|ď`´s f´1

Spτy f q.
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The following limits hold:

lim
`ÝÑ8

p2`q´1E

C

`

´ SΛ`
˘´1 ÿ

|x|ď`ϕ

τxϕ, J`

G

1

“ ! ϕ "1,‹‹, (V.23)

lim
`ÝÑ8

p2`q´1E

C

`

´ SΛ`
˘´1 ÿ

|x|ď`ϕ

τxϕ,H f
`

G

1

“ ! ϕ, f "1,‹,

lim
`ÝÑ8

p2`q´1E
A

`

´ SΛ`
˘´1

´

aJ``H f
`

¯

, aJ``H f
`

E

1
“

λ

2
E‹1

“`

apω2
0´ω

2
1q ` ∇0,1Γg

¯2


`
γ

2
E‹1

„

´

∇0Γg

¯2


.

We only prove (V.23), the other relations can be obtained in a similar way. As previously, we
assume for the sake of simplicity that ϕ “∇0pFq `∇0,1pGq. We recall the elementary identity

SΛ`

¨

˝

ÿ

xPΛ`

xω2
x

˛

‚“ J`pωq.

Therefore,

p2`q´1E

C

`

´ SΛ`
˘´1 ÿ

|x|ď`ϕ

τxϕ, J`

G

1

“´p2`q´1
ÿ

y,y`1PΛ`

ÿ

|x|ď`ϕ

y E‹1
“

ϕω2
y´x

‰

“´p2`q´1
ÿ

y,y`1PΛ`

ÿ

|x|ď`ϕ

y E‹1
“

G∇0,1pω
2
y´xq

‰

“´p2`q´1
ÿ

|x|ď`ϕ

x E‹1
“

G∇0,1pω
2
0q
‰

` px ` 1qE‹1
“

G∇0,1pω
2
1q
‰

“ p2`q´1
p2`ϕ ` 1q E‹1

“

G,ω2
0´ω

2
1

‰

ÝÝÝÑ
`ÝÑ8

! ϕ "1,‹‹ .

The last limit comes from Proposition III.1 and the fact that `ϕ “ `´ sϕ´ 1. Then, we obtain from
the variational formula written with h“ p´SΛ`q

´1paJ``H f
` q:

lim inf
`ÝÑ8

p2`q´1E

C

`

´ SΛ`
˘´1 ÿ

|x|ď`ϕ

τxϕ,
ÿ

|x|ď`ϕ

τxϕ

G

1

ě lim inf
`ÝÑ8

p2`q´1

$

&

%

2E

C

`

´ SΛ`
˘´1 ÿ

|x|ď`ϕ

τxϕ, aJ``H f
`

G

1

´E
A

`

´ SΛ`
˘´1

´

aJ``H f
`

¯

, aJ``H f
`

E

1

,

.

-

“ 2! ϕ, f "1,‹ `2a ! ϕ "1,‹‹ ´E
”

D0pµ1; aω2
0`Γ f q

ı

.

The result follows after taking the supremum on f PQ, and recalling (III.15).

l

2.2.3 Proof of the Weak Sector Condition

In this section we prove Proposition III.15 (Chapter III) that we recall here for the sake of clarity.
We write down the result for any β ą 0, even if the proof for β “ 1 would be sufficient for our
purpose.
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PROPOSITION V.20 (Weak Sector condition). (i) There exist two constants C0pγ,λq and C1pγ,λq
such that the following inequality hold for all f , g PQ:

ˇ

ˇ

ˇ!Am g,S f "β
ˇ

ˇ

ˇď C0~S f ~β ~S g~β .
ˇ

ˇ

ˇ!Am g,S f "β
ˇ

ˇ

ˇď C1~S g~β `
1

2
~S f ~β .

(ii) There exists a positive constant Cpβq such that, for all g PQ,

~Am g~β ď Cpβq~S g~β .

Proof. We prove (i). We assume that

gpm,ωq “
ÿ

xPZ
ψx ,0pmqpω

2
x`1´ω

2
xq `

ÿ

xPZ
kě1

ψx ,kpmqωxωx`k

f pm,ωq “
ÿ

xPZ
ϕx ,0pmqpω

2
x`1´ω

2
xq `

ÿ

xPZ
kě1

ϕx ,kpmqωxωx`k.

We denote by ∇mψ the discrete Laplacian in the variable m, that is

∇mψpmq “ 2ψpmq ´ψpτ1mq ´ψpτ´1mq,

and τx∇m is the operator defined as

pτx∇m
qψpmq :“∇mψpτxmq.

Straightforward computations show that

~S g~2
β “

γ

2
E‹β

”

`

∇0Γg

˘2
ı

`
λ

2
E‹β

”

`

∇0,1Γg

˘2
ı

“
4γ

β2

ÿ

xPZ
kě1

Erψ2
x ,ks `

2λ

β2

ÿ

xPZ
E

»

–

˜

ÿ

xPZ
τx

`

∇mψx ,0

˘

¸2
fi

fl

`
λ

β2

ÿ

kě2

E

»

–

˜

ÿ

xPZ

“

τ´xpψx ,kq ´τ1´xpψx ,kq
‰

¸2
fi

fl ,

~S f ~2
β ě ~S

flip f ~2
β “

γ

2
E‹β

»

—

–

˜

2
ÿ

zPZ
kě1

ϕz,kpmqω0ωk

¸2
fi

ffi

fl
“

2γ

β2

ÿ

kě1

E

»

–

˜

ÿ

zPZ
ϕz,kpmq

¸2
fi

fl . (V.24)
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Now we deal with !Am g,S f "β . From Proposition III.10 of Chapter III, and by definition,

!Am g,S f "β “´
ÿ

zPZ
E‹β

“

f ,τzpAm gq
‰

“´
ÿ

x ,zPZ
E
”

ϕx ,0pmqxω
2
x`1´ω

2
x ,τzpAm gqyβ

ı

´
ÿ

x ,zPZ
kě1

E
”

ϕx ,kpmqxωxωx`k,τzpAm gqyβ
ı

“
2

β2

ÿ

xPZ
E

«

τxp∇mψx ,0q
?

mx mx`1

ÿ

zPZ
τ´zpϕz,1q

ff

`
1

β2

ÿ

xPZ
E

«˜

τ1ψx ,1
?

mx mx`1
´

ψx ,1
?

mx`1mx`2

¸

ÿ

zPZ
τ´zpϕz,2q

ff

`
1

β2

ÿ

kě2

ÿ

xPZ
E

«˜

τ1ψx ,k
?

mx mx`1
´

ψx ,k
?

mx`kmx`k`1

¸

ÿ

zPZ
τ´zpϕz,k`1q

ff

`
1

β2

ÿ

kě2

ÿ

xPZ
E

«˜

τ´1ψx ,k
?

mx mx`1
´

ψx ,k
?

mx`kmx`k´1

¸

ÿ

zPZ
τ´zpϕz,k´1q

ff

.

From Cauchy-Schwarz inequality, and recalling 1{
?

m0m1 ď C (P-a.s.), we obtain the following
bound:

| !Am g,S f "β | ď
2C

β2E

»

–

˜

ÿ

xPZ
τxp∇mψx ,0q

¸2
fi

fl

1{2

E

»

–

˜

ÿ

zPZ
τ´zϕz,1

¸2
fi

fl

1{2

(V.25)

`
3C

β2E

»

–

˜

ÿ

xPZ
τ1ψx ,1´ψx ,1

¸2
fi

fl

1{2

E

»

–

˜

ÿ

zPZ
τ´zϕz,2

¸2
fi

fl

1{2

(V.26)

`
3C

β2

ÿ

kě2

E

»

–

˜

ÿ

xPZ
τ1ψx ,k ´ψx ,k

¸2
fi

fl

1{2

E

»

–

˜

ÿ

zPZ
τ´zϕz,k`1

¸2
fi

fl

1{2

`
3C

β2

ÿ

kě2

E

»

–

˜

ÿ

xPZ
τ´1ψx ,k ´ψx ,k

¸2
fi

fl

1{2

E

»

–

˜

ÿ

zPZ
τ´zϕz,k´1

¸2
fi

fl

1{2

.

Now we are going to use two times the trivial inequality
?

ab ď a{ε` εb{2 for a particular choice
of ε ą 0. In (V.25) we take ε “ γ{C and in (V.26) we take ε “ 2γ{p3Cq. This trick gives the final
bound

| !Am g,S f "β | ď
2C2

γβ2E

»

–

˜

ÿ

xPZ
τx

`

∇mψx ,0

˘

¸2
fi

fl`
2γ

β2

ÿ

kě1

E

»

–

˜

ÿ

zPZ
ϕz,kpτ´zmq

¸2
fi

fl

`
9C2

γβ2

ÿ

kě2

E

»

–

˜

ÿ

xPZ
τ1ψx ,k ´ψx ,k

¸2
fi

fl .

Recalling (V.24), we obtain

| !Am g,S f "β | ď
9C2

γλ
~S g~2

β `
1

2
~S f ~2

β .
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If we use the Cauchy-Schwarz inequality, we get:

!Am g,S f "2
β ď

18C2

γλ
~S g~2

β ~S f ~2
β .

We have proved (i) with C0 “
a

18C2{pγλq and C1 “ 9C2{pγλq. Now we turn to (ii). From Lemma
III.13 of Chapter III and Statement (i),

!Am g, jS
0,1 "β “ ! S g, jA

0,1 "β ď ~S g~β~ jA
0,1~β .

Moreover, from Statement (i), we also get, for all f PQ0,

´2!Am g,S f "β ď ~S f ~2
β `

2C

γλ
~S g~2

β .

As a result, the variational formula (III.19) for ~Am g~2
β gives:

~Am g~2
β ď

1

λχpβq
!Am g, jS

0,1 "
2
β `

9C2

γλ
~S g~2

β ď

˜

~ jA
0,1~

2
β

λχpβq
`

9C2

γλ

¸

~S g~2
β .

The result is proved. l

2.3 Technical Proofs of Chapter IV

2.3.1 Tools on Fourier Analysis

In Chapter IV, Fourier analysis is one of the most important tools. Actually, the Fourier transform
is very useful, since it is reversible, being able to transform from either domain to the other.
In the case of a periodic function, the Fourier transform can be simplified to the calculation of
series coefficients. Also, when the domain is a lattice, it is still possible to recreate a version
of the original Fourier transform according to the Poisson summation formula, also known as
discrete-time Fourier transform. In Chapter IV we need to introduce three different Fourier
transforms.

1. Fourier transform of integrable functions – If f : R ÝÑ R is an integrable function, we
define its Fourier transform F f : RÝÑ C as

F f pξq :“
ż

R
f pxqe2iπξx dx , ξ P R. (V.27)

2. Fourier transform of square summable sequences – If h : Z ÝÑ R is square summable,
we define its Fourier transform ph : TÝÑ C in L2pTq as

phpθq :“
ÿ

xPZ
hpxqe2iπθ x , θ P T. (V.28)

3. Discrete Fourier transform of integrable functions – If g : R ÝÑ R is an integrable
function, we define its Fourier transform Fnpgq : RÝÑ C as

Fnpgqpξq “
1

n

ÿ

xPZ
g
´ x

n

¯

e2iπxξ{n, ξ P R. (V.29)
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These definitions can easily be extended for d-dimensional spaces, d ě 1. For each Fourier
transform, we have the Parseval-Plancherel identity between suitable norms of the involved spaces,
and we also can recover the initial functions for the knowledge of their Fourier transforms by the
inverse Fourier transform.

For example, for the Fourier transform (3), the Parseval-Plancherel identity reads

1

n

ÿ

xPZ

ˇ

ˇ

ˇg
´ x

n

¯
ˇ

ˇ

ˇ

2
“

ż

“

´
n
2

,
n
2

‰

ˇ

ˇFnpgqpξq
ˇ

ˇ

2
dξ.

The function g can be recovered from the knowledge of its Fourier transform by the inverse Fourier
transform of Fnpgq:

g
´ x

n

¯

“

ż

“

´
n
2

,
n
2

‰ Fnpgqpξq e´2iπxξ{n dξ.

Now we give the properties that we need in Chapter IV.

LEMMA V.21. If g P SpRq is in the Schwartz space then for any p ě 1, there exists a constant
C :“ Cpp, f q such that for any |y| ď 1{2,

|Fnpgqpnyq| ď
C

1` pn|y|qp
.

Proof. This lemma is entirely proved in [12]. l

The following result is an easy corollary of the previous lemma.

COROLLARY V.22. If g P SpRq is in the Schwartz space, then, for any p ě 0,

lim
nÝÑ8

ż

“

´
n
2

,
n
2

‰ |ξ|p
ˇ

ˇFnpgqpξq ´ pF gqpξq
ˇ

ˇ

2
dξ“ 0,

and there exists a constant Cą 0 such that
ż

“

´
n
2

,
n
2

‰ |ξ|p |Fnpgqpξq|
2dξď C.

2.3.2 Sharp Estimate of the Resolvent Norm and Boltzmann-Gibbs Principle

Recall the definition of the Hermite polynomials given in Section 2.2.1. Hereafter we consider
the orthonormal basis of L2pµβq, for some value of β ą 0. For any z ą 0 and any f P L2pµβq we
define the H˘1,z norm of f by

} f }˘1,z “
@

f , pz´ Snq
˘1 f

D1{2

β
.

Let us notice that
} f }21,z “ zx f , f , yβ `Dpµβ ; f q

where Dpµβ ; f q :“ x f , p´Snq f yβ is the Dirichlet form of f . We have seen in Section 2.2.1 that, if
f has the decomposition f “

ř

ξPχ FpξqHξ, then

Dpµβ ; f q “
ÿ

ξPχ

#

λ

2

ÿ

xPZ

`

Fpξx ,x`1
q ´ Fpξq

˘2
` γn

ÿ

xPZ

`

p´1qξx ´ 1
˘

F2
pξq

+

. (V.30)
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We recall some tools presented in [11], which permit to compare the Dirichlet form associated to
the symmetric operator Sn with the Dirichlet form associated to a simple symmetric random walk
on Z2. Let us introduce a few notations. We define

∆` “
 

px , yq P Z2 ; y ě x ` 1
(

∆´ “
 

px , yq P Z2 ; y ď x ´ 1
(

∆0 “
 

px , xq ; x P Z
(

.

We denote by D the Dirichlet form associated to a symmetric simple random walk on Z2, which
satisfies the following two rules: first, jumps from ∆˘ to ∆0 and from ∆0 to ∆˘ have been
suppressed, and second, jumps from px , xq P∆0 to px ˘ 1, x ˘ 1q P∆0 have been added, i.e.

Dp f q “
1

2

ÿ

|e|“1

ÿ

xP∆˘
x`eP∆˘

`

f px` eq ´ f pxq
˘2
`

1

2

ÿ

xP∆0

`

f px˘ p1,1qq ´ f pxq
˘2

,

where f : Z2 ÝÑ R is a square summable symmetric function. The proof of the following lemma
is straightforward.

LEMMA V.23. Let f “
ř

ξPχ2
FpξqHξ be a local function of degree 2.

There exists a positive constant C, that does not depend on f and n, such that

C´1

»

–Dp f q ` γn

ÿ

xR∆0

F2
pxq

fi

flď Dpµβ ; f q ď C

»

–Dp f q ` γn

ÿ

xR∆0

F2
pxq

fi

fl .

Now we turn to the proof of the Boltzmann-Gibbs principle (Lemma IV.5). Observe that the function
ϕ defined by (IV.10) is a function of degree 2 with a decomposition in the form ϕ “

ř

ξPχ2
ΦpξqHξ

which satisfies Φpξq “ 0 if ξ“ 2δx , for some x P Z. We have that
A

ϕ , pz´ Snq
´1
ϕ
E

β
“ sup

g

!

2xϕ, gyβ ´ zxg , gyβ ´Dpµβ ; gq
)

where the supremum is taken over local functions g P L2pµβq. From Proposition V.13, we can
restrict this supremum over degree 2 functions g, and in addition we can impose that Gpξq “ 0 if
ξ writes 2δx for some x P Z. Then, by Lemma V.23,

A

ϕ, pz´ Snq
´1
ϕ
E

β
ď C sup

G

#

ÿ

x‰y

Φpx , yqGpx , yq ´ pz` γnq
ÿ

px ,yqPZ2

x‰y

G2
px , yq

´C1
ÿ

|e|“1

ÿ

px ,yqP∆‰

px ,yq`eP∆‰

´

Gppx , yq ` eq ´Gpx , yq
¯2
+

where C,C1 are positive constants, ∆‰ “ tpx , yq P Z2 ; x ‰ yu and as usual we identify the
functions defined on χn with symmetric functions defined on Zn. In order to get rid of the
geometric constraints appearing in the last term of the variational formula, for any symmetric
function G defined on the set ∆‰, we denote by G̃ its extension to Z2 defined by

G̃px , yq “ Gpx , yq if x ‰ y, and G̃px , xq “
1

4

ÿ

|e|“1

Gppx , xq ` eq.
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It is trivial that there exists a constant Cą 0 such that
ÿ

px ,yqPZ2

G̃2
px , yq ď C

ÿ

px ,yqPZ2

x‰y

G2
px , yq,

and
ÿ

|e|“1

ÿ

px ,yqPZ2

´

G̃ppx , yq ` eq ´ G̃px , yq
¯2
ď C

ÿ

|e|“1

ÿ

px ,yqP∆‰

px ,yq`eP∆‰

´

Gppx , yq ` eq ´Gpx , yq
¯2

.

Thus, we have

A

ϕ, pz´ Snq
´1
ϕ
E

β
ď C0 sup

G

$

&

%

ÿ

px ,yqPZ2

Φpx , yqGpx , yq ´C1pz` γnq
ÿ

px ,yqPZ2

G2
px , yq

´C2

ÿ

|e|“1

ÿ

px ,yqPZ2

´

Gppx , yq ` eq ´Gpx , yq
¯2

,

.

-

where the supremum is now taken over all symmetric local functions G : Z2 ÝÑ R. Notice that the
last variational formula is equal to the resolvent norm, for a simple symmetric two dimensional
random walk, of the function Φ.

Then by using Fourier transform, it is proved in [11] that the last supremum is equal to

C0

4

ż

r0,1s2

|pΦpkq|2

C1rz` γns ` 4C2

ř2
i“1 sin2pπkiq

dk, (V.31)

where C0, C1, C2 are three positive constants, and the Fourier transform pΦ of Φ is given by

pΦpkq “
ÿ

px ,yqPZ2

Φpx , yqe2iπpk1 x`k2 yq, k“ pk1, k2q P r0,1s2.

Thus we have reduced the problem to estimate the behavior w.r.t. n of the integral (V.31) with
z “ 1{ptnaq. Since the constants t, C0, C1, C2 do not play any role, we fix them equal to 1. The
function ϕ can be rewritten as

ϕpωq “
ÿ

vąu

#

ÿ

zPZ
p∇n f q

´ z

n

¯

“

ψ|v´u|pu´ z´ 1q ´ψ|v´u|pu´ zq
‰

+

ωuωv “
ÿ

u,v

Φpu, vqωuωv

with the symmetric function Φ given by

Φpu, vq “
1u‰v

2

ÿ

zPZ
p∇n f q

´ z

n

¯

“

ψ|v´u|pu^ v´ z´ 1q ´ψ|v´u|pu^ v´ zq
‰

.

Its Fourier transform is given by

pΦpkq “
ÿ

uPZ

ÿ

jě1

Φpu, u` jqe2iπpk1u`k2pu` jqq
`
ÿ

uPZ

ÿ

jě1

Φpu` j, uqe2iπpk1pu` jq`k2uq

“´
1

2
Fnp∆n f qpnpk1` k2qq

8
ÿ

j“1

`

e2iπk1 j
` e2iπk2 j

˘

pψ jpk1` k2q.
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Since |Fnp∆n f qpξq| ď C0 for a suitable constant C0 ą 0 independent of n and ξ, it follows that
there exist constants C,C1 ą 0 such that

|pΦpkq|2 ď C

ˇ

ˇ

ˇ

ˇ

8
ÿ

j“1

`

e2iπk1 j
` e2iπk2 j

˘

pψ jpk1` k2q

ˇ

ˇ

ˇ

ˇ

2

“ C

ˇ

ˇ

ˇ

ˇ

8
ÿ

j“1

`

e2iπk1 j
` e2iπk2 j

` e2iπk1p j´1q
` e2iπk2p j´1q

˘

pρ jpk1` k2q

ˇ

ˇ

ˇ

ˇ

2

ď C1
|pρ1pk1` k2q|

2

p1´ |Xpk1` k2q|q
2.

To get the last inequality, we used the explicit form of pρ j and the fact that

|1´ Xpk1` k2qw| ě 1´ |Xpk1` k2q| ą 0

for any complex number w of modulus one. Then, from Lemma IV.2 it follows that

|pρ1pθq|
2

p1´ |Xpθq|q2
ď

C

γn

“

γn` sin2pπθq
‰.

It remains to study the behavior of the integral

In :“
ż

r0,1s2
dk

#

1

pn´a ` γnq ` sin2pπk1q ` sin2pπk2q
ˆ

1

γn

“

γn` sin2pπpk1` k2qq
‰

+

.

The leading term in this integral is provided when

(1) either k is an extremal point of r0,1s2, i.e. p0,0q, p0, 1q, p1, 0q, p1,1q,
(2) or k belongs to the diagonal tk1` k2 “ 1u, and k is not one of the previous four points.

We first consider the first case (1). By periodicity, we can assume that the extremal point is p0, 0q.
We also have that a ą b, and then γn " n´a. We perform a Taylor expansion and forget about the
constants. We are reduced to compute the order as n goes to 8 of

ż

r0,1s2

dk

γn

“

γn` k2
1 ` k2

2

‰ “

γn` pk1` k2q
2
‰«

ż 1

0

r dr

γn

“

γn` r2
‰2 « n2b.

The first estimate comes after a change into polar coordinates, and the last one is deduced from
another change of variables:

ż 1

0

r dr

γn

“

γn` r2
‰2 “

ż 1{
?
γn

0

du

γ2
n

“

1` u2
‰2 « n2b.

In the second case (2), with the same argument we are reduced to investigate the behavior of
ż 1

0

r dr

γ2
n

“

γn` r2
‰

which is of the same order n2b.

When k is not close to one of these points, we can bound by below sin2pπk1q ` sin2pπk2q and
sin2pπpk1 ` k2qq by a strictly positive constant independent of n and then show that the corre-
sponding integral gives a smaller contribution. Finally, In is of order n2b.
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2.3.3 Computations Involving the Generator

In this subsection, we explain how to obtain the differential equations of Proposition IV.7. Let
f : ZÝÑ R be a function of finite support, and let Ep f q : ΩÝÑ R be defined as

Ep f q “
ÿ

xPZ
f pxqω2

x .

A simple computation shows that

SnEp f q “
ÿ

xPZ
∆ f pxqω2

x ,

where ∆ f pxq “ f px ` 1q ` f px ´ 1q ´ 2 f pxq is the discrete Laplacian on Z. On the other hand

AEp f q “ ´2
ÿ

xPZ
∇ f pxqωxωx`1,

where ∇ f pxq “ f px ` 1q ´ f pxq is the discrete right-derivative in Z. Let f : Z2 ÝÑ R be a
symmetric function of finite support, and let Qp f q : ΩÝÑ R be defined as

Qp f q “
ÿ

x ,yPZ
x‰y

f px , yqωxωy .

Define ∆ f : Z2 ÝÑ R as

∆ f px , yq “ f px ` 1, yq ` f px ´ 1, yq ` f px , y ` 1q ` f px , y ´ 1q ´ 4 f px , yq

for any x , y P Z and A f : Z2 ÝÑ R by

A f px , yq “ f px ´ 1, yq ` f px , y ´ 1q ´ f px ` 1, yq ´ f px , y ` 1q

for any x , y P Z. Notice that ∆ f is the discrete Laplacian on the lattice Z2 and A f is a possible
definition of the discrete derivative of f in the direction p´2,´2q. Notice that we are using
the same symbol ∆ for the one-dimensional and two-dimensional, discrete Laplacian. From the
context it will be clear which operator is used. We have that

SnQp f q “
ÿ

x ,yPZ
x‰y

“

p∆ f qpx , yq ´ 4γn f px , yq
‰

ωxωy

` 2
ÿ

xPZ

!

“

f px , x ` 1q ´ f px , xq
‰

`
“

f px , x ` 1q ´ f px ` 1, x ` 1q
‰

)

ωxωx`1

“ Qp∆ f ´ 2γnIdq

` 2
ÿ

xPZ

!

“

f px , x ` 1q ´ f px , xq
‰

`
“

f px , x ` 1q ´ f px ` 1, x ` 1q
‰

)

ωxωx`1.

Similarly, we have that

AQp f q “ QpA f q ` 2
ÿ

xPZ

!

“

f px ´ 1, xq ´ f px , x ` 1q
‰

ω2
x ´

“

f px , xq ´ f px ` 1, x ` 1q
‰

ωxωx`1

)

.

It follows that
LnQp f q “ Q

`

p∆`A´ 4γnIdq f
˘

`Dp f q, (V.32)
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where the diagonal term Dp f q is given by

Dp f q “ 2
ÿ

xPZ

`

ω2
x ´ β

´1
˘`

f px ´ 1, xq ´ f px , x ` 1q
˘

` 4
ÿ

xPZ

`

f px , x ` 1q ´ f px , xq
˘

ωxωx`1.

The normalization constant β´1 can be added for free because f px , x ` 1q ´ f px ´ 1, xq is a
mean-zero function. Notice that the operators f ÞÑ Qp f q, f ÞÑ LnQp f q are continuous maps from
`2pZ2q to L2pµβq. Therefore, an approximation procedure shows that the identities above hold
true for any f P `2pZ2q. Recalling the definition of Sn

t , we deduce (IV.15), that is

d

d t
Sn

t “
1

n

β2

2
EP1

„

ÿ

xPZ
g
ˆ

x

n

˙

`

ω2
xp0q´β

´1
˘

ˆn3{2Ln

`

Ep f q
˘



“´2Qn
t p∇n f bδq`Sn

t

`

n´1{2∆n f
˘

.

2.3.4 Proof of Lemma IV.10

Let us define the following functions, for x , y P Z

Λpx , yq “ 4
“

sin2
pπxq ` sin2

pπyq
‰

, Ωpx , yq “ 2
“

sinp2πxq ` sinp2πyq
‰

. (V.33)

Several times we will use the following elementary change of variable property proved in [12].

LEMMA V.24. Let f : R2 ÝÑ C be a n-periodic function in each direction of R2. Then we have
ż ż

“

´
n
2

,
n
2

‰2 f pk,`qdkd` “
ż ż

“

´
n
2

,
n
2

‰2 f pξ´ `,`qdξd`.

The proof is similar to the proof given in [12]. The Fourier transform of hn is given by

Fnphqpk,`q “
1

2
?

n

iΩ
`

k
n
, `

n

˘

Fnp f qpk` `q
`

Λ` 4γn´ iΩ
˘`

k
n
, `

n

˘ , (V.34)

where Λ and Γ are defined in (V.33). Observe first that

iΩ
`

ξ´`

n
, `

n

˘

“ e
2iπ`

n

´

1´ e´
2iπξ

n

¯

´ e´
2iπ`

n

´

1´ e
2iπξ

n

¯

so that
ˇ

ˇ

ˇiΩ
`

ξ´`

n
, `

n

˘

ˇ

ˇ

ˇ

2
ď 4

ˇ

ˇ

ˇ1´ e
2iπξ

n

ˇ

ˇ

ˇ

2
“ 16sin2

´πξ

n

¯

.

Then, by Plancherel-Parseval relation and Lemma V.24 we have that

}hn}
2
2,n “

ĳ

“

´
n
2

,
n
2

‰2

|Fnphqpk,`q|2 dkd`“
1

4n

ĳ

“

´
n
2

,
n
2

‰2

Ω2
`

k
n
, `

n

˘

|Fnp f qpk` `q|
2

´

Λ
`

k
n
, `

n

˘

` 4γn

¯2
`Ω2

`

k
n
, `

n

˘

dkd`

ď
1

n

ż

“

´
n
2

,
n
2

‰

ˇ

ˇ

ˇ1´ e
2iπξ

n

ˇ

ˇ

ˇ

2
ˇ

ˇFnp f qpξq
ˇ

ˇ

2

$

&

%

ż

“

´
n
2

,
n
2

‰

d`

Λ2
`

ξ´`

n
, `

n

˘

`Ω2
`

ξ´`

n
, `

n

˘

,

.

-

dξ

“ 4n
ż

“

´
n
2

,
n
2

‰ sin2
pπyq|Fnp f qpnyq|2 Wpyqdy,
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where for the last equality we perform the changes of variables y “ ξ

n
and x “ `

n
and forget the

positive term 4γn. The function W is defined by

Wpyq “
ż

“

´
1
2

,
1
2

‰

dx

Λ2py ´ x , xq `Ω2py ´ x , xq
. (V.35)

It is proved in [12, Lemma F.5] that Wpyq ď C|y|´3{2 for |y| ď 1{2. Hence, we get, by using the
second part of Lemma V.21 with p “ 3 and the elementary inequality sin2pπyq ď pπyq2, that

ĳ

“

´
n
2

,
n
2

‰2

|Fnphqpk,`q|2 dkd`ď C1n
ż 1{2

´1{2

|y|1{2

1` pn|y|q3
dy “ Opn´1{2

q.

We have proved the first part of Lemma IV.10, that is (IV.22). We turn now to (IV.23). We denote
by Gn the 1-periodic function defined by

Gnpyq “
1

4

ż

“

´
n
2

,
n
2

‰

Ω2py ´ z, zq

4γn`Λpy ´ z, zq ´ iΩpy ´ z, zq
dz. (V.36)

As y ÝÑ 0, the function Gn is close (in a sense defined below) to the function G0 given by

G0pyq “
1

2
|πy|3{2p1` i sgnpyqq. (V.37)

In fact we show in Lemma V.26 that there exists one constant Cą 0 such that for any |y| ď 1{2
and for all positive integer n,

|Gnpyq ´G0pyq| ď C
“

sin2
pπyq ` γ2

n | sinpπyq|´1{2
` γn | sinpπyq|1{2

‰

. (V.38)

We denote by q :“ qp f q : RÝÑ R the function defined by

qpxq “
ż

R
e´2iπx yG0pyqF f pyqdy

which coincides with ´1
4
L f pxq. Let qn : n´1ZÝÑ R the function defined by

qn

´ x

n

¯

“ Dnhn

´ x

n

¯

.

Then, the proof of (IV.23) reduces to the following

LEMMA V.25. We have

lim
nÝÑ`8

1

n

ÿ

xPZ

„

q
´ x

n

¯

´ qn

´ x

n

¯

2

“ 0.

Proof. Since Fnphq is a symmetric function we can easily see that

Fnpqqpξq “ ´
i

2

ÿ

xPZ
e

2iπξx
n

ĳ

“

´
n
2

,
n
2

‰2

e´
2iπpk``qx

n Ω
´k

n
,
`

n

¯

Fnphqpk,`qdkd`.

We use now Lemma V.24 and the inverse Fourier transform relation to get

Fnpqqpξq “ ´
in

2

ż

“

´
n
2

,
n
2

‰Ω
´ξ´ `

n
,
`

n

¯

Fnphqpξ´ `,`qd`.
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By the explicit expression (V.34) of Fnphq we obtain that

Fnpqqpξq “

?
n

4

»

–

ż

“

´
n
2

,
n
2

‰

Ω2
`

ξ´`

n
, `

n

˘

4γn`Λ
`

ξ´`

n
, `

n

˘

´ iΩ
`

ξ´`

n
, `

n

˘ d`

fi

fl Fnp f qpξq.

Again by the inverse Fourier transform we get that

qn

´ x

n

¯

“

ż

“

´
n
2

,
n
2

‰ e´
2iπξx

n n3{2 Gn

´ξ

n

¯

Fnp f qpξq dξ.

Then we have

q
´ x

n

¯

´ qn

`

x
n

˘

“

ż

|ξ|ěn{2
e´

2iπξx
n G0pξq F f pξq dξ

`

ż

|ξ|ďn{2
e´

2iπξx
n G0pξq

“

F f pξq´Fnp f qpξq
‰

dξ`n3{2

ż

|ξ|ďn{2
e´

2iπξx
n pG0´Gnq

´ξ

n

¯

Fnp f qpξq dξ.

Above we have used the fact that n3{2G0

`

ξ

n
q “ G0pξq. Then we use the triangular inequality and

Plancherel’s theorem in the two last terms of the RHS to write

1

n

ÿ

xPZ

”

q
´ x

n

¯

´ qn

´ x

n

¯ı2
ď

1

n

ÿ

xPZ

ˇ

ˇ

ˇ

ˇ

ˇ

ż

|ξ|ěn{2
e´

2iπξx
n G0pξq pF f qpξq dξ

ˇ

ˇ

ˇ

ˇ

ˇ

2

`

ż

|ξ|ďn{2

ˇ

ˇG0pξq
“

F f pξq ´Fnp f qpξq
‰
ˇ

ˇ

2
dξ

` n3

ż

|ξ|ďn{2

ˇ

ˇ

ˇ

ˇ

pG0´Gnq

´ξ

n

¯

Fnp f qpξq

ˇ

ˇ

ˇ

ˇ

2

dξ

“: pIq ` pIIq ` pIIIq.

(V.39)

We refer to [12] for a proof of the following fact: both terms pIq and pIIq give a trivial contribution
in (V.39). The first one is estimated by performing an integration by parts and using the fact that
the Fourier transform F f of f is in the Schwartz space and that G0 and G10 grow polynomially. For
the second one, a change of variables ξ“ yn and the fact that f is in the Schwartz space together
with Lemma V.21 permit to conclude.

The contribution of pIIIq is estimated by using (V.45) and is different from [12]. Recall the trivial
inequality | sinpπyq| ď |πy|, for |y| ď 1{2. The first term of the RHS gives the upper bound

C

n

ż

|ξ|ďn{2
|ξ|4 |Fnp f qpξq|

2 dξ“ C
ż

“

´
1
2

,
1
2

‰ n4|z|4|Fnp f qpnzq|2dz

which goes to 0, as nÝÑ8, by Lemma V.21 applied with p “ 2. We now deal with the last term
of the RHS of (V.45), which gives the upper bound

Cn2γ2
n

ż

|ξ|ďn{2
|ξ| |Fnp f qpξq|

2 dξ“ C pγ2
nn3q

ż

“

´
1
2

,
1
2

‰ n|z| |Fnp f qpnzq|2dz,

which goes to 0, as n ÝÑ8. Indeed, this is a consequence of Lemma V.21, and of the fact that
γ2

nn2 goes to 0 (as long as b ą 1). The second part gives

Cn3γ4
n

ż

|ξ|ďn{2

|Fnp f qpξq|
2

| sin
`

πξ

n

˘

|
dξ“ Cn4γ4

n

ż

“

´
1
2

,
1
2

‰

|Fnp f qpnzq|2

| sinpπzq|
dz.
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Again, since z ÞÑ | sinpπzq|´1 is integrable on t|z| ď 1{2u, and thanks to Lemma V.21, this bound
goes to 0 as soon as γ4

nn4 goes to 0, which is automatically satisfied if b ą 1.

2.3.5 Proof of Lemma IV.11

The proof is similar to the proof given in [12]. Let wn : n´1ZÝÑ R be defined by

wn

´ x

n

¯

“ hn

´ x

n
,

x ` 1

n

¯

´ hn

´ x

n
,

x

n

¯

and observe that

1
?

n
D̃nhn

´ x

n
,

y

n

¯

“ n3{2

$

’

’

&

’

’

%

wn

`

x
n

˘

, y “ x ` 1,

wn

`

x´1
n

˘

, y “ x ´ 1,

0, otherwise.

The Fourier transform Fnpvnq is thus given by

Fnpvnqpk,`q “ ´
1

n

e2iπ
k
n ` e2iπ

`

n
`

Λ` 4γn´ iΩ
˘`

k
n
, `

n

˘ Fnpwnqpk` `q. (V.40)

By using Lemma V.24, we can write that the Fourier transform of wn is given by

Fnpwnqpξq “

ż

“

´
n
2

,
n
2

‰Fnphnqpξ´ `,`q
 

e´
2iπ`

n ´ 1
(

d`

By (V.34) we get

Fnpwnqpξq “ ´

?
n

2
In

´ξ

n

¯

Fnp f qpξq (V.41)

where the function In is defined by

Inpyq “
ż

“

´
1
2

,
1
2

‰

ˆ

iΩR

Λ` 4γn´ iΩ

˙

py ´ x , xqdx . (V.42)

Proof of (IV.27) – As in [12], we can easily get

}vn}
2
2,n ď Cn

ż

“

´
1
2

,
1
2

‰

ˇ

ˇFnp f qpnyq
ˇ

ˇ

2ˇ
ˇInpyq

ˇ

ˇ

2
Wpyqdy

by using Lemma V.21. Then, from Lemma V.27 and since Wpyq ď C|y|´3{2 (see [12, Lemma F.5]),
we get that

}vn}
2
2,n ď Cn

ż

“

´
1
2

,
1
2

‰ |Fnp f qpnyq|2| sinpπyq|3{2dy ď C
ż

“

´
1
2

,
1
2

‰

|y|3{2

1` |ny|p
dy “

C

n3{2

ż

“

´
n
2

,
n
2

‰

|z|3{2

1` |z|p
dz,

which goes to 0 as soon as p is chosen bigger than 3.
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Proof of (IV.28) – Following [12], straightforward computations lead to

FnpDnvnqpξq “ ´n
´

1´ e
2iπξ

n

¯

FnpwnqpξqJn

´ξ

n

¯

,

where Jn is given by

Jnpyq “
ż

“

´
1
2

,
1
2

‰

1` e2iπpy´2xq

pΛ` 4γn´ iΩqpy ´ x , xq
dx . (V.43)

Now, by using (V.41) we finally get that

FnpDnvnqpξq “
n3{2

2

´

1´ e
2iπξ

n

¯

Fnp f qpξqIn

´ξ

n

¯

Jn

´ξ

n

¯

,

where In is defined by (V.42). By Plancherel-Parseval relation we have to prove that

n3

ż

“

´
n
2

,
n
2

‰ sin2
`

πξ
n

˘
ˇ

ˇFnp f qpξq
ˇ

ˇ

2ˇ
ˇIn

`

ξ

n

˘
ˇ

ˇ

2ˇ
ˇJn

`

ξ

n

˘
ˇ

ˇ

2
dξ

“ n4

ż

“

´
1
2

,
1
2

‰ sin2
pπyq|Inpyq|

2
|Jnpyq|

2
|Fnp f qpnyq|2dy

vanishes, as n ÝÑ 8. By Lemma V.21 and Lemma V.27, this is equivalent to show that the
following term goes to 0, as nÝÑ8:

n4

ż

“

´
1
2

,
1
2

‰

|y|4

1` |ny|p
dy “

1

n

ż

“

´
n
2

,
n
2

‰

|z|4

1` |z|p
dz.

For p bigger than 5, this term goes to 0 as nÝÑ8.

Proof of (IV.29) – Let θn : n´1ZÝÑ R be defined by

θn

´ x

n

¯

“ vn

´ x

n
,

x ` 1

n

¯

´ vn

´ x

n
,

x

n

¯

and observe that

1
?

n
D̃nvn

´ x

n
,

y

n

¯

“ n3{2

$

’

’

&

’

’

%

θn

`

x
n

˘

, y “ x ` 1,

θn

`

x´1
n

˘

, y “ x ´ 1,

0, otherwise.

We have to show that
lim

nÝÑ8
n
ÿ

xPZ
θ 2

n pxq “ 0

which is equivalent by Plancherel-Parseval relation to show that

lim
nÝÑ`8

n2

ż

“

´
n
2

,
n
2

‰Fnpθnqpξqdξ“ 0.

By using Lemma V.24, we have that the Fourier transform of θn is given by

Fnpθnqpξq “

ż

“

´
n
2

,
n
2

‰Fnpvnqpξ´ `,`q
´

e´
2iπ`

n ´ 1
¯

d`
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Performing a change of variables and using (V.40) and (V.41), we get that

Fnpθnqpξq “

?
n

2
Fnp f qpξqIn

´ξ

n

¯

Kn

´ξ

n

¯

,

where In is defined by (V.42) and Kn is given by

Knpyq “
ż

“

´
1
2

,
1
2

‰

`

e2iπpy´xq` e2iπx
˘`

e´2iπx ´ 1
˘

pΛ` 4γn´ iΩqpy ´ x , xq
dx . (V.44)

We need to show that
lim

nÝÑ8
n2
}θn}

2
2,n “ 0.

By Plancherel-Parseval relation, this is equivalent to prove that

lim
nÝÑ8

n3

ż

“

´
n
2

,
n
2

‰

ˇ

ˇFnp f qpξq
ˇ

ˇ

2ˇ
ˇIn

`

ξ

n

˘
ˇ

ˇ

2ˇ
ˇKn

`

ξ

n

˘
ˇ

ˇ

2
dξ“ 0.

By using the change of variables y “ ξ{n, Lemma V.21, Lemma V.27, we have

n3

ż

“

´
n
2

,
n
2

‰

ˇ

ˇFnp f qpξq
ˇ

ˇ

2ˇ
ˇIn

`

ξ

n

˘
ˇ

ˇ

2ˇ
ˇKn

`

ξ

n

˘
ˇ

ˇ

2
dξď Cn4

ż

“

´
1
2

,
1
2

‰

|y|4

1` |ny|p
dy “

C

n

ż

“

´
n
2

,
n
2

‰

|z|4

1` |z|p
dz

which goes to 0, as nÝÑ8, for p bigger than 5.

2.3.6 A Few Integral Estimates

The following lemma is the new technical estimate which takes into account the extra-term coming
from the velocity-flip noise of intensity γn.

LEMMA V.26. Recall that Gn and G0 are defined by (V.36) and (V.37). There exists a constant Cą 0
such that for any |y| ď 1{2 and for any positive integer n,

|Gnpyq ´G0pyq| ď C
“

sin2
pπyq ` γ2

n | sinpπyq|´1{2
` γn | sinpπyq|1{2

‰

. (V.45)

Proof. We compute the function Gn thanks to the residue theorem. For any |y| ď 1{2 we denote
by w :“ wpyq the complex number w “ e2iπy . By denoting z “ e2iπx , for |x | ď 1{2, we have that

Λpy ´ x , xq “ 4´ zpw´1
` 1q ´ z´1

pw` 1q,

iΩpy ´ x , xq “ zp1´w´1q ` z´1pw´ 1q.

We denote by C the unit circle positively oriented. Therefore,

Gnpyq “
1

16iπ

¿

C

fwpzqdz

where the meromorphic function fw is defined by

fwpzq “
rpw´ 1q ` z2p1´w´1qs2

z2
`

z2´ 2zp1` γnq `w
˘ .
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The poles of fw are 0 and z´, z` which are the two solutions of z2´ 2zp1` γnq`w. We can check
that

z˘ “ p1` γnq ˘
?
α eiθ{2, (V.46)

where

α2 “ 4p1` γnq
2 sin2pπyq `

“

p1` γnq
2´ 1

‰2
,

θ “ arctan

˜

p1` γnq
2´ cosp2πyq

sinp2πyq

¸

´
π

2
sgnpyq.

Observe that |z´| ă 1 and |z`| ą 1. Indeed, since

p1` γnq
2´ cosp2πyq

sinp2πyq
“
γ2

n` 2γn` 2 sin2pπyq

sinp2πyq

we have that |θ | ă π{2 (distinguish the case y ą 0 and the case y ă 0). Moreover γn ą 0 so that
a simple geometric argument permits to conclude that |z`| ą 1. Since z´z` “ 1, we have |z´| ă 1.
By the residue theorem, we have

¿

C

fwpzqdz “ 2πi
“

Resp fw, 0q `Resp fw, z´q
‰

where Resp fw, aq denotes the value of the residue of fw at pole a. An elementary computation
shows that

Resp fw, 0q “
2pw´ 1q2

w2 ,

Resp fw, z´q “ lim
zÝÑz´

pz´ z´q fwpzq “
1

z´´ z`

“

pw´ 1q ` p1´w´1q z2
´

‰2

z2
´

.

By using the fact that z2
´
“ 2z´p1` γnq ´w, we obtain that

Gnpyq “
1

8

“

Resp fw, 0q `Resp fw, z´q
‰

“
pw´ 1q2

4w2

«

1`
2p1` γnq

2

z´´ z`

ff

“
pw´ 1q2

4w2

«

1´
p1` γnq

2

?
α

e´iθ{2

ff

“
pw´ 1q2

4w2 ´
pw´ 1q2

4w2

p1` γnq
3{2

a

2| sinpπyq|

«

1`
p2` γnq

2

4p1` γnq
2

γ2
n

sin2pπyq

ff´1{4

e´iθ{2

“
pw´ 1q2

4w2 ´
pw´ 1q2

4w2

p1` γnq
3{2

a

2| sinpπyq|
e´iθ{2

` εnpyq

where

εnpyq “
pw´ 1q2

4w2

p1` γnq
3{2

a

2| sinpπyq|
e´iθ{2

$

&

%

1´

«

1`
p2` γnq

2

4p1` γnq
2

γ2
n

sin2pπyq

ff´1{4
,

.

-

.

We deal separately with two terms: first,
ˇ

ˇ

ˇ

ˇ

ˇ

pw´ 1q2

4w2

ˇ

ˇ

ˇ

ˇ

ˇ

“ sin2
pπyq.
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Second, after noticing that
1

4
ď
p2` γnq

2

4p1` γnq
2 ď 1,

we get
ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

1´

«

1`
p2` γnq

2

4p1` γnq
2

γ2
n

sin2pπyq

ff´1{4
ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ď C

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

«

1`C1
γ2

n

sin2pπyq

ff1{4

´ 1

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ď C2
γ2

n

sin2pπyq
.

Then, we get easily that
|εnpyq| ď Cγ2

n | sinpπyq|´1{2.

Moreover, we have that
|p1` γnq

3{2´ 1| ď Cγn.

Since the derivative of arctan is bounded above by a constant, we have also that
ˇ

ˇ

ˇ

ˇ

e´iθ{2´
1
?

2
p1` isgnpyqqe´iπy{2

ˇ

ˇ

ˇ

ˇ

“

ˇ

ˇ

ˇ

ˇ

1` isgnpyq
?

2

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

exp

"

´
i

2

„

arctan

ˆ

tanpπyq `
γnp2` γnq

sinp2πyq

˙*

´ exp

"

´
i

2
tanpπyq

*ˇ

ˇ

ˇ

ˇ

ď C

ˇ

ˇ

ˇ

ˇ

arctan

ˆ

tanpπyq `
γnp2` γnq

sinp2πyq

˙

´ tanpπyq

ˇ

ˇ

ˇ

ˇ

ď C
γn

| sinpπyq|
.

We deduce the result

|Gnpyq ´G0pyq| ď C
“

sin2
pπyq ` γ2

n | sinpπyq|´1{2
` γn | sinpπyq|1{2

‰

.

l

The last lemma below is widely inspired from [12].

LEMMA V.27. The functions In, Jn, and Kn, respectively defined by (V.42), (V.43) and (V.44), satisfy
for any y P R and any positive integer n,

|Inpyq| ď C| sinpπyq|3{2

|Jnpyq| ď C| sinpπyq|´1{2

|Knpyq| ď C| sinpπyq|1{2

where C is a positive constant which does not depend on y nor on n.

Proof. We divide the proof into three parts, corresponding to the three inequalities.

1. As previously, we compute In by using the residue theorem. For any |y| ď 1{2 we denote by
w :“ wpyq the complex number w “ e2iπy . Then we have

Inpyq “ ´
1

4iπ

w´ 1

w

¿

C

fwpzqdz, (V.47)

where the meromorphic function fw is defined by

fwpzq “
pz´ 1qpz2`wq

z2pz´ z`qpz´ z´q
(V.48)
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with z˘ defined by (V.46). We recall that |z´| ă 1 and |z`| ą 1 so that by the residue theorem
we have

Inpyq “ ´
w´ 1

2w

“

Resp fw, 0q `Resp fw, z´q
‰

.

A simple computation shows that

Resp fw, 0q “ 1´ 2{w, Resp fw, z´q “ 1{z´.

It follows that

Inpyq “ ´
w´ 1

2w

«

1

z´
` 1´

2

w

ff

.

Replacing w and z´ by their explicit values we get the result.

2. Then we also compute Jn by using the residue theorem:

Jnpyq “ ´
1

4iπ

¿

C

fwpzqdz

where the meromorphic function fw is defined by

fwpzq “
pz2`wq

z2pz´ z`qpz´ z´q

with z˘ defined by (V.46). By the residue theorem, we get

Jnpyq “ ´
1

2

`

Resp fw, 0q `Resp fw, z´q
˘

.

A simple computation shows that

Resp fw, 0q “ ´
w

2
, Resp fw, z´q “

2

z´pz´´ z`q
.

By using the explicit expressions for w, z˘, we get the result.

3. Finally, it is not difficult to see that

Knpyq “ ´
w

w´ 1
Inpyq,

and by the first estimate the result follows.

l

3 CEMRACS Project: An Inverse Problem in Homogenization

During Summer 2013, I participated in the scientific event of the SMAI (the french Society of
Applied and Industrial Mathematics) called CEMRACS (Centre d’Été Mathématique de Recherche
Avancée en Calcul Scientifique). It consists in an intensive five weeks long research session.
CEMRACS 2013 was devoted to Modelling and simulation of complex systems: stochastic and
deterministic approaches.

I have worked on an inverse problem in stochastic homogenization with W. Minvielle (École des
Ponts), A. Obliger (Université Pierre et Marie Curie) and F. Legoll (École des Ponts). Our research
has lead to a submitted article [62], which is summarized in this section.
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3.1 Introduction

Our work has a physical origin: for physicists, modelling porous media is a challenge, in particular
because geometry of such materials can be extremely complex. One possible approach (followed
in this work) consists in completely forgetting the exact geometry of the system except for a few
parameters, and consider that channels form a simple network like Zd . This leads to the so-called
pore-network models (PNM), initially introduced by Fatt in the 1950s [39]. Some microscopic
properties are assigned to the network elements (channels conductances in this work) and rules
are defined to compute the homogenized properties, which are then compared to the available
experimental data. The aim is to construct a microscopic network with the effective properties of
a real representative sample of rock.

We adopt a stochastic model: at the microscopic scale, the physical properties are described by
a random field. In particular, we are interested in monophasic transport phenomena which are
described by the Darcy law. Precisely, the local flux of water is assumed to be proportional to the
local pressure gradient, and the microscopic properties of interest are the channels conductances.
The equation to solve is therefore a discrete linear elliptic equation in divergence form, with
random coefficients. The homogenized (macroscopic) property arising with this procedure is
called the permeability.

The channels conductances depend on their size, which is randomly distributed. In practice, this
size distribution can be inferred from experiments: we denote it by Lexp. Very often, the macro-
scopic permeability computed with Lexp is different from the experimental effective properties.
The main goal of this work consists in improving that random distribution, when starting from the
experimental initial guess, in order to eventually achieve a better agreement between measured
and computed effective properties.

From a more mathematical standpoint, the question can be phrased in the following terms. Con-
sider a second-order divergence-form operator whose coefficients are random. If the coefficients
distribution is stationary and ergodic, then (under some additional technical assumptions) this
random operator can be replaced, over large scales, by an effective operator with constant ho-
mogenized coefficients. Random homogenization theory actually provides a mean to compute
macroscopic quantities if we know the microscopic ones, and to solve the so-called forward prob-
lem. Here we consider the inverse problem, and try to extract some information on the properties
of the materials at the microscopic scale on the basis of macroscopic quantities.

Homogenization is an averaging process, which filters out many features of the microscopic
coefficients. There is no hope to recover a full information about the microstructure (in our
case, the probability distribution of the conductances) from the only knowledge of macroscopic
quantities. We adopt here a more restricted objective, and we assume a functional form for the
distribution of the microscopic conductances (hereafter, a Weibull distribution). Our aim is to
recover the parameters (denoted hereafter by θ) of that microscopic law.

Our approach is not specific to Weibull laws, and it could be used for a wide class of distribution
laws with parameters θ (we give in [62] more details). Our motivation for choosing Weibull laws
comes from physical reasons: based on experimental results, it appears to be a reasonable choice.

The question of recovering the unknown parameters θ of the microscopic distribution from
homogenized (and more generally macroscopic) quantities belongs to the wide family of inverse
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problems. In this work, a major point of interest is the selection of the macroscopic quantities
which we need to know in order to uniquely determine the parameters θ .

3.2 Discrete Homogenization Theory

We first recall some elements of homogenization for discrete elliptic equations with random
coefficients. We refer to [53,54] for seminal contributions on this topic. For homogenization of
elliptic partial differential equations (PDEs), we refer to [35] for a general, numerically oriented
presentation, to the textbooks [7,28,48] and to the review article [2].

3.2.1 Homogenization Result

Let us give some usual definitions for stochastic homogenization, before turning to the specific
case of discrete elliptic equations. Throughout this section, pΩ,F ,Pq is a probability space and we
denote by E the corresponding expectation.

We fix an integer d ě 1 and assume that the group pZd ,`q acts on Ω. We denote by pτkqkPZd

this action, and assume that it preserves the measure P, namely for all k P Zd and all A P F ,
PpτkAq “ PpAq. We assume that the action τ is ergodic: precisely, if A P F is such that τkA“ A for
any k P Zd , then PpAq “ 0 or 1. In addition, we introduce the following notion of stationarity:

DEFINITION V.6. We say that a function ψ : Zd ˆΩÝÑ R is stationary if

@x , z P Zd , ψpx ` z,ωq “ψpx ,τzωq a.s. (V.49)

We now focus on the case of discrete elliptic equations. We view Zd as a lattice, whose unit
vectors are denoted by ei, i P t1, ..., du. Each vertex x P Zd of the lattice is connected to 2d
other vertices: x ˘ ei, i P t1, ..., du. We write x „ y if x and y are neighbours, and e “ px , yq
the corresponding (non-oriented) edge. For any vertex x P Zd , and any direction 1ď i ď d, we
denote by aipx ,ωq P p0,8q the random conductance of the edge px , x ` eiq. We next introduce
the diagonal matrix A defined for any vertex x P Zd by

Apx ,ωq :“ diag
´

a1px ,ωq, . . . , adpx ,ωq
¯

. (V.50)

We assume that, for any direction i, the conductances taipx , ¨quxPZd form an i.i.d. sequence of
random variables. The matrix A is therefore stationary. We introduce discrete differential operators
on the lattice Zd .

DEFINITION V.7. For a function g : Zd ÝÑ R, the gradient ∇g : Zd ÝÑ Rd is defined by

p∇gqpxq “

¨

˚

˝

gpx ` e1q ´ gpxq
...

gpx ` edq ´ gpxq

˛

‹

‚
.

For a function G“ pG1, ...,Gdq : Zd ÝÑ Rd , the function ∇‹G : Zd ÝÑ R is defined by

´p∇‹Gqpxq “
d
ÿ

i“1

`

Gipxq ´Gipx ´ eiq
˘

.
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We think of ∇‹G as the negative divergence of G. The operator ∇‹ is the `2 transpose of ∇ in the
following sense: for any compactly supported functions g : Zd ÝÑ R and G : Zd ÝÑ Rd ,

ÿ

xPZd

gpxq∇‹Gpxq “
ÿ

xPZd

∇gpxq ¨Gpxq.

Hereafter, the notation a ¨ b stands for the usual scalar product in Rd . We additionally define
rescaled discrete differential operators as follows:

DEFINITION V.8. For a function g : εZd ÝÑ R, the gradient ∇εg : εZd ÝÑ Rd is defined by

p∇εgqpxq “
1

ε

¨

˚

˝

gpx ` εe1q ´ gpxq
...

gpx ` εedq ´ gpxq

˛

‹

‚
.

For a function G“ pG1, ..., Gdq : εZd ÝÑ Rd , the function ∇‹
ε
G : εZd ÝÑ R is defined by

´p∇‹εGqpxq “
d
ÿ

i“1

Gipxq ´Gipx ´ εeiq

ε
.

Usually, the matrix field A is assumed to satisfy the following assumption:

ASSUMPTION V.28 (Ellipticity – boundedness condition). There exist two positive deterministic
constants c and C such that the matrix A defined by (V.50) satisfies, for all ξ P Rd , and for all x P Zd ,

c|ξ|2 ď ξ ¨Apx ,ωqξď C|ξ|2 P´ a.s. (V.51)

In view of (V.50), note that this simply means 0ă c ď a jpx ,ωq ď C almost surely, for any 1ď j ď d
and any x P Zd . The following homogenization result holds (we refer to [54, Theorems 3 and 4]
for a proof):

THEOREM V.29. Let D be a bounded domain of Rd and f P L2pDq. Let A be the random matrix field
given by (V.50) satisfying Assumption V.28. Let uε P `

2pεZd;Rq be the unique solution to

∇‹
ε

“

Apx{ε,ωq∇εuεpx ,ωq
‰

“ f pxq in DX εZd ,

uεpx ,ωq “ 0 in pRd
zDq X εZd .

When ε ÝÑ 0, uεp¨,ωq converges to a homogenized solution u‹ in the following sense. For any ξ P Rd ,
introduce the corrector ϕξ in the direction ξ as the unique solution (defined on Zd ˆΩ) to

´∇‹
“

Ap¨,ωq
`

ξ`∇ϕξp¨,ωq
˘‰

“ 0 in Zd , P´ a.s., (V.52)

ϕξp0,ωq “ 0, P´ a.s.,

such that ∇ϕξ is stationary in the sense of (V.49) and satisfies, for all x P Zd Er∇ϕξpx , ¨qs “ 0.

Let A‹ be the constant matrix defined for ξ P Rd by

A‹ξ“ E
“

Apx , ¨qpξ`∇ϕξpx , ¨qq
‰

(V.53)

and the unique solution u‹ P H1
0pDq to the (continuous) PDE

´div
“

A‹ p∇u‹
‰

“ f in D,
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where p∇ and div are the usual (continuous) gradient and divergence differential operators, and H1
0pDq

is the closure in the Sobolev space H1pDq of the space C8c pDq of infinitely differentiable compactly
supported functions.

Then, we have the (strong) convergence uε ÝÝÑ
εÝÑ0

u‹, in the sense that

εd
ÿ

xPDXεZd

|uεpx ,ωq ´ u‹pxq|2 ÝÝÑ
εÝÑ0

0 P´ almost surely. (V.54)

Note that, in the right-hand side of (V.53), the vector Apξ`∇ϕξq is stationary, and therefore
the expectation may be evaluated at any x P Zd . In general, ϕξ itself is not stationary, as the
one-dimensional case shows; only its gradient is.

REMARK 3.1. From a more probabilistic point of view, the operator L :“´∇‹ ¨Ap¨,ωq∇ can be seen
as the generator of a Markov process. More precisely, L describes the evolution of the environment
viewed by a particle performing a continuous time random walk in a random environment (namely,
the lattice Zd with random edge conductances). We refer the reader to [34] for more details.

3.2.2 Approximation on Finite Boxes

The corrector problem (V.52) is untractable in practice, since it is posed in the entire lattice Zd .
Approximations are therefore in order. The standard procedure amounts to considering finite
boxes (see e.g. [23]). For a positive integer N, we denote by ΛN the finite box t0, ...,Nud and by
EN the set of edges in ΛN. The truncated corrector ϕN

ξ defined on ΛNˆΩ is the unique solution to

´∇‹
”

Ap¨,ωq
`

ξ`∇ϕN
ξ p¨,ωq

˘

ı

“ 0 in ΛN, P´ a.s., (V.55)

such that ϕN
ξ p¨,ωq is ΛN-periodic, and ϕN

ξ p0,ωq “ 0, P- a.s.

The homogenized matrix A‹, which is deterministic, is then approximated by the matrix A‹N defined
for ξ P Rd by

A‹Npωqξ“
1

|ΛN|

ÿ

xPΛN

Apx ,ωq
`

ξ`∇ϕN
ξ
px ,ωq

˘

. (V.56)

Because of truncation, the practical approximation A‹N is random. In the large N limit, the
deterministic value is attained, thanks to ergodicity. More precisely, A‹Npωq converges almost
surely towards A‹ as N goes to infinity, thanks to the ergodic theorem.

REMARK 3.2. In (V.55), we have complemented the elliptic equation in ΛN with periodic boundary
conditions. Other choices could be made, such as imposing homogeneous Dirichlet boundary
conditions: ϕN

ξ p¨,ωq “ 0 on BΛN (see e.g. [23] for a similar discussion in the case of continuous
PDEs). In the numerical experiments of Section 3.5, we only use periodic boundary conditions,
following (V.55).

In practice, we work on a finite box ΛN, on which the apparent homogenized matrix A‹N is random.
It is natural to introduce M i.i.d. realizations of the random field Apx ,ωq and solve (V.55)–(V.56)
for each of them, thereby obtaining i.i.d. realizations A‹,mN pωq, 1 ď m ď M. Let us define the
empirical mean

A
‹

N,Mpωq “
1

M

M
ÿ

m“1

A‹,mN pωq (V.57)
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which is, according to the law of large numbers, a converging approximation of E
“

A‹N
‰

. We have
that

A
‹

N,Mpωq ÝÝÝÑMÝÑ8
E
“

A‹N
‰

a.s.

The error when approximating A‹ by A
‹

N,M can be written as the sum of two contributions,

A‹´A
‹

N,M “

´

A‹´ErA‹Ns
¯

`

´

ErA‹Ns ´A
‹

N,M

¯

. (V.58)

The second term in the right-hand side of (V.58) is the statistical error, which measures the fact
that ∇ϕN

ξ is only an approximation of ∇ϕξ. The first term is the systematic error, due to the fact
that, for any finite N, ErA‹Ns ‰ A‹. The dominated convergence theorem ensures that this error
vanishes as N ÝÑ 8. Many studies have been recently devoted to proving sharp estimates on
the rate of this convergence, following the seminal work [23]. In [42, Lemma 2.3], the authors
show that the systematic error is of order N´1 when the corrector problem is complemented with
homogeneous Dirichlet boundary conditions on BΛN, and of order N´d lnd

pNq when using periodic
boundary conditions.

In the sequel, we want to identify the parameters of the microscopic probability distribution,
knowing two macroscopic quantities:

(i) the homogenized permeability, which is in practice approximated by A
‹

N,M;
(ii) the relative variance defined by

VarR
”

`

A‹N
˘

i j

ı

“

Var
”

`

A‹N
˘

i j

ı

´

E
”

`

A‹N
˘

i j

ı¯2 ,

which is in practice approximated by

SN,M “
1

pA
‹

N,Mq
2
i j

˜

1

M

M
ÿ

m“1

„

`

A‹,mN pωq
˘

i j ´

´

A
‹

N,M

¯

i j

2
¸

. (V.59)

3.3 The One-Dimensional Case

The purpose of this section is two-fold. On the one hand, we provide explicit formulas for the
homogenized quantities in terms of the microscopic field Apx ,ωq. We derive these formulas
assuming that (V.51) holds. On the second hand, we show that we can relax Assumption (V.51).

In the one-dimensional case, the problem (V.55)–(V.56) can be analytically solved. We have

A‹Npωq “

ˆ

1

N

ÿ

xPΛN

1

Apx ,ωq

˙´1

, for almost all ω. (V.60)

Likewise, the problem (V.52)–(V.53) can also be solved, yielding the formula

A‹ “ E
„

1

Apx , ¨q

´1

(V.61)

which can be evaluated at any x P Z due to the stationarity of A. First, it can be checked that the
homogenization convergence (V.54) holds, and second, that A‹Npωq indeed converges to A‹ when
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NÝÑ8. We note that, as soon as Apx ,ωq ą 0 a.s. for any x P Z and A´1px , ¨q P L1pΩq (this latter
condition being independent of x), (V.60) and (V.61) are well-defined. The following theorem
states that these assumptions are enough for homogenization to hold in the one-dimensional case
(and is proved in [62]).

THEOREM V.30. Let D be a bounded domain of R, and f P C0pDq. Let A be a stationary random scalar
field (defined on ZˆΩ), which is almost surely positive and finite, and such that A´1px , ¨q P L1pΩq.

Let uε P `
2pεZ;Rq be the unique solution to

∇‹ε
“

Apx{ε,ωq∇εuεpx ,ωq
‰

“ f pxq in DX εZ,
uεpx ,ωq “ 0 in pRzDq X εZ,

and let u‹ P H1
0pDq be the unique solution to the (continuous) boundary value problem

´
“

A‹pu‹q1
‰1
“ f in D,

where A‹ is defined by (V.61). Then uεp¨,ωq converges to the homogenized solution u‹ when ε ÝÑ 0,
in the sense that

ε
ÿ

xPDXεZ
|uεpx ,ωq ´ u‹pxq|2 ÝÝÑ

εÝÑ0
0 almost surely. (V.62)

From now on we assume that the conductances taipx ,ωqu are independently identically distributed
according to the Weibull law of parameter pλ4, k{4q. For any k ą 0, Assumption (V.51) is not
satisfied. However, when k ą 4, the conditions for having Theorem V.30 are satisfied, and we
know that

A‹ “
λ4

Γp1´ 4{kq
(V.63)

where Γ is the Euler Gamma function. The variance of A‹N is finite if and only if k ą 8.

3.4 A Parameter Fitting Problem

We now describe the problem we consider, first in the general case (Section 3.4.1), next in the
one-dimensional case (Section 3.4.2). In that latter section, we also motivate our choice of
macroscopic quantities from which we fit the parameters of the Weibull law.

3.4.1 General Case

We assume that we are given two observed quantities, the first one being the macroscopic
permeability matrix

K‹,obs
N pωq “ e1 ¨A

‹,obs
N pωqe1

and the second one is its relative variance Sobs
N for some parameters θobs “ pλobs, kobsq of the

Weibull law. Note that the relative variance crucially depends on the size Nd of the finite box on
which it is measured (in contrast to the apparent permeability, which converges to a finite value
when N ÝÑ8). We assume here that we know this size. In practice, these three quantities, N,
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K‹,obs
N and Sobs

N , can be obtained by physical experiments. Given N, K‹,obs
N and Sobs

N , our aim is to
recover (an approximation of) θobs. To that aim, we consider the function

FN,M :

$

’

’

&

’

’

%

pR‹
`
q

2
ÝÑ R`

θ ÞÑ

ˆK
‹

N,Mpθq

K‹,obs
N

´ 1

˙2

`

ˆ

SN,Mpθq

Sobs
N

´ 1

˙2 (V.64)

which penalizes the sum of the (relative) errors between
• first, K

‹

N,Mpθq (an empirical estimator of ErK‹Np¨,θqs when M is large), and K‹,obs
N ;

• second, SN,Mpθq (an empirical estimator of the relative variance when M is large) and Sobs
N .

Different weights could be assigned to the error on the permeability and the error on its relative
variance. We eventually cast our parameter fitting problem in the form of the optimization problem

inf
θPp0,8qˆK

FN,Mpθq,

where K Ă p0,8q is the admissible set of parameters k such that homogenization holds (even if
Assumption (V.51) is not satisfied for any k ą 0) and the variance of K‹N is also well-defined. In
the one-dimensional case, K “ p8,8q.

3.4.2 The One-Dimensional Case

In the one-dimensional case, explicit computations are available, in particular when MÝÑ8 and
NÝÑ8. In [62] we prove the following lemma:

LEMMA V.31. The function F1D
8

:“ lim
MÝÑ8

lim
NÝÑ8

F1D
N pθq has a unique minimizer, which is θobs.

Homogenization is an averaging process, which filters out many features of the microscopic
coefficient A. These features cannot be recovered from the knowledge of macroscopic quantities.
The above lemma shows that, if one assumes a given form for the probability distribution of
A (here, a Weibull distribution), then one is able to recover the two parameters, knowing two
macroscopic quantities, the permeability and its relative variance.

It is also obvious from (V.63) that the knowledge of the macroscopic permeability is not enough
to uniquely determine the two parameters λ and k of the Weibull law. Additional information is
needed. Our choice of considering the relative variance of the permeability is motivated by the
following observation. This quantity, in the one-dimensional case, only depends (at first order in
N) on k and does not depend on λ, so that it permits to estimate the parameter k. Once k has
been identified, the macroscopic permeability yields an estimation of λ, by using (V.63).

In [62], we have ploted the function θ ÞÑ F1D
8
pθq for λobs “ 1 and kobs “ 15. We observe that the

function is not degenerated at its minimum, in the sense that its hessian matrix at θobs is positive
definite, with eigenvalues equal to 16 and 0.04. We thus expect that a standard algorithm (such
as the Newton algorithm) will be able to converge to the minimizer of F1D

8
. This is indeed the case,

as shown in Section 3.5.

Finally, we show in [62] that we can approximate the function to minimize by an explicit function
F1D

N , that does not depend on M. This function is consistent in the sense that it almost surely
converges, when NÝÑ8, to the exact function F1D

8
pθq. On the other hand, F1D

N pθ ,ωq is random,
and thus somewhat mimics the difficulties that one would encounter in the multi-dimensional
case when working with FN,Mpθq.
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3.5 Numerical Simulations

We briefly explain how in practice we minimize the function F1D
N , before turning to our numerical

results. As pointed out in the introduction, we only consider here the one-dimensional case, and
postpone the study of two-dimensional examples to a future work.

Optimization algorithm – We show in [62] how to compute the first and second derivatives
of the function F1D

N pθ ,ωq with respect to θ “ pλ, kq. Then, we use the Newton algorithm, and
compute a sequence θ j according to

θ j`1 “ θ j ´µ j

”

H
`

F1D
N

˘

pθ jq

ı´1
∇F1D

N pθ jq, (V.65)

where H
`

F1D
N

˘

P R2ˆ2 is the Hessian matrix of F1D
N and ∇F1D

N P R2 is the gradient of F1D
N (for the

sake of simplicity, we keep implicit the dependence with respect to ω). In turn, µ j ą 0 is the
step-size, which is chosen by using a line-search algorithm (along the descent direction prescribed
by the Newton algorithm), with Goldstein’s (respectively Armijo’s) rule to increase (respectively
decrease) the step-size.

We note that the function θ ÞÑ F1D
8
pθq is not convex. It is possible to find some θ such that

the Hessian matrix H
`

F1D
8

˘

pθq is not positive definite, but rather has (at least) one negative
eigenvalue. We thus cannot expect the function θ ÞÑ F1D

N pθq to be convex (even for large values
of N), and the Newton algorithm to be globally convergent. We are therefore careful to start the
Newton iterations from an initial guess θ0 (given by physical experiments) that we hope to be
close enough to the minimizer of F1D

N .

Numerical results – In all what follows, we set N “ 105. Our first numerical test is to check
whether the Newton algorithm (V.65) is indeed able to minimize the function θ ÞÑ F1D

N pθ ,ωq.
We pick once for all one realization of the i.i.d. random variables and we run the Newton
algorithm (V.65) starting from several initial guesses θ0. We observe that it indeed always
converges to θobs in a limited number of iterations. We also remark that, for some initial guesses,
using an adaptive step-size µ j as in (V.65) is critical: if, in contrast, one uses the step-size µ j “ 1,
then the algorithm may not converge, or converges within a much larger number of iterations.

For our second test, we proceed as follows. We first set θref “ pλref, krefq “ p1,15q, pick one
realization of the i.i.d. random variables ω and define all the macroscopic observed quantities
computed with this realization. We now fix the initial guess θ0 “ p1.1, 16.5q (10% off the reference
value θref) and set M“ 500. For any 1ď mďM, we apply the following procedure:

• we draw a realization of N i.i.d. random variables ωm.
• we run the Newton algorithm (V.65) to minimize the function θ ÞÑ F1D

N pθ ,ωmq. The optimal
parameter found by the algorithm depends on ωm and is denoted by θoptpωmq. Since ωm is
different from the reference realization ω, we have in general θoptpωmq ‰ θref.

We show on Figure V.3 the histogram of the optimal parameters θoptpωmq for 1ď mďM. We see
that these histograms are centered close to the reference value (kref, resp. λref). There is however
a small bias, i.e. Erθopts ‰ θref. We also observe that the width of these histograms (related to the
variance of kopt and λopt) is quite small.



3. CEMRACS PROJECT: AN INVERSE PROBLEM IN HOMOGENIZATION 149

REMARK 3.3. Of course, the variance of kopt and λopt is related to N. In the limit N ÝÑ 8, the
function F1D

N pθ ,ωq almost surely converges to a deterministic limit, and we thus expect kopt and
λopt to almost surely converge to a deterministic limit. But this is not the regime we are interested
in, since in practice (in the two-dimensional case), we have to work with the random function
FN,M.

Figure V.3: Left: distribution of koptpωq. Right: distribution of λoptpωq.

We next compare the variance of θopt with the amount of randomness introduced in the function
F1D

N p¨,ωq. We show on Figure V.4 the histograms, for 1ď mďM, of the two macroscopic quantities
K‹Npθ0,ωmq and of SNpk0,ωmq, for the initial guess parameter θ0 “ p1.1,16.5q. We observe that
the relative variance of the optimal parameters is roughly of the same order of magnitude as the
relative variance introduced in the function to minimize.

Figure V.4: Left: distribution of K‹Npθ0,ωq. Right: distribution of SNpk0,ωq.
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RÉSUMÉ

L’équation de la chaleur est un phénomène macroscopique, émergeant après une limite d’échelle
diffusive (en espace et en temps) d’un système d’oscillateurs couplés. Lorsque les interactions entre
oscillateurs sont linéaires, l’énergie évolue de manière balistique, et la conductivité thermique
est infinie. Certaines non-linéarités doivent donc apparaître au niveau microscopique, si l’on
espère observer une diffusion normale. Pour apporter de l’ergodicité, on ajoute à la dynamique
déterministe une perturbation stochastique qui conserve l’énergie.

En premier lieu nous étudions la dynamique Hamiltonienne d’un système d’oscillateurs linéaires,
perturbé par un bruit stochastique dégénéré conservatif. Ce dernier transforme à des temps
aléatoires les vitesses en leurs opposées. On montre que l’évolution macroscopique du système est
caractérisée par un système parabolique non-linéaire couplé pour les deux lois de conservation du
modèle.

Ensuite, nous supposons que les oscillateurs évoluent en environnement aléatoire. La perturbation
stochastique est très dégénérée, et on prouve que le champ de fluctuations de l’énergie à l’équilibre
converge vers un processus d’Ornstein-Uhlenbeck généralisé dirigé par l’équation de la chaleur.

Il est désormais connu que les systèmes unidimensionnels présentent une diffusion anormale
lorsque le moment total est conservé en plus de l’énergie. Dans une troisième partie, on considère
deux perturbations, l’une préservant le moment, l’autre détruisant cette conservation. En faisant
décroître l’intensité de la seconde perturbation, on observe une transition de phase entre un
régime de diffusion normale et un régime de superdiffusion.

ABSTRACT

The heat equation is known to be a macroscopic phenomenon, emerging after a diffusive rescaling
of space and time. In linear systems of interacting oscillators, the energy ballistically disperses and
the thermal conductivity is infinite. Since the Fourier law is not valid for linear interactions, non-
linearities in the microscopic dynamics are needed. In order to bring ergodicity to the system, we
superpose a stochastic energy conserving perturbation to the underlying deterministic dynamics.

In the first part we study the Hamiltonian dynamics of linear coupled oscillators, which are
perturbed by a degenerate conservative stochastic noise. The latter flips the sign of the velocities
at random times. The evolution yields two conservation laws (the energy and the length of the
chain), and the macroscopic behavior is given by a non-linear parabolic system.

Then, we suppose the harmonic oscillators to evolve in a random environment, in addition to be
stochastically perturbed. The noise is very degenerate, and we prove a macroscopic behavior that
holds at equilibrium: precisely, energy fluctuations at equilibrium evolve according to an infinite
dimensional Ornstein-Uhlenbeck process driven by the linearized heat equation.

Finally, anomalous behaviors have been observed for one-dimensional systems which preserve
momentum in addition to the energy. In the third part, we consider two different perturbations,
the first one preserving the momentum, and the second one destroying that new conservation law.
When the intensity of the second noise is decreasing, we observe (in a suitable time scale) a phase
transition between a regime of normal diffusion and a regime of super-diffusion.




