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Parallélisme et robustesse dans GMRES ave une basede Newton et la dé�ation de valeurs propresRésumé : La méthode GMRES est largement utilisée omme aélérateur de type Krylovpour résoudre les systèmes linéaires reux lorsque la matrie est non symétrique et non dé�ni.Sur les arhitetures distribuées, l'implémentation ave une base de Newton a été proposéeomme alternative à l'approhe lassique basée sur le proédé d'Arnoldi. Le but de e travailest d'introduire une nouvelle modi�ation basée sur les tehniques de dé�ation. Dans etteapprohe, nous onstruisons de façon adaptive une base de Krylov augmentée pour réduireles e�ets du redemarrage dans GMRES. Les expérienes numériques montrent les avantagesde notre implémentation dans un ontexte diret/iteratif pour résoudre de grands systèmeslinéaires.Mots-lés : Sous-espaes de Krylov augmentés, Base de Newton, GMRES, Dé�ationadaptative, Solveurs linéaires hybrides



De�ated GMRES in the Newton basis 31 IntrodutionIn this paper, we are interested in the solution of large systems of linear algebrai equations
Ax = b, (1)where A is a n×n real nonsingular matrix, b and x are n-dimensional real vetors. Pratialalgorithms transform the original problem (1) to the following

M−1
L AM−1

R x̃ = M−1
L b, x̃ = MRx (2)where M−1

L and M−1
R are the ation of preonditioning the system at left (MR = I), atright (ML = I) or both. On parallel omputers, we assume that these preonditioners areformulated from some algebrai deomposition of the input matrix. However, they an beany approximation of the inverse of the matrix A and we refer the reader to the survey on thepreonditioning tehniques (9). These preonditioners are generally ombined with Krylovsubspae methods as aelerators. The GMRES method (38) is widely used in this ontext.From this method, many improvements have been proposed to enhane its robustness andparallel e�ieny; see for instane (6; 10; 12; 18; 21; 19; 29; 39; 22; 35). In this work, wepropose a new formulation of the method whih ombines two main approahes, namely theNewton basis GMRES (6) and the augmented basis for the restarted GMRES (29). Ourapproah bene�ts from the enhaned parallelism in the former and the robustness in thelatter. For the sake of larity, we give here the formulation of the GMRES algorithm as �rstproposed by Saad and Shultz (38).We onsider in this paper the right preonditioned matrix B ≡ AM−1. The proposedalgorithms an be derived with less e�ort for the left preonditioned matrix. Given an initialguess x0, the GMRES method �nds the j approximate solution xj of the form

xj ∈ x0 +Kj(B, r0), (3)where r0 = b− Bx0 is the initial residual vetor and Kj(B, r0) is the k-th Krylov subspaede�ned as
Kj(B, r0) = span{r0, Br0, . . . , B

j−1r0}. (4)The goal behind GMRES is to minimize at eah step the Eulidian norm of the residual, i.e
‖b−Bxj‖ = min

u∈x0+Kj(B,r0)
‖b−Bu‖. (5)An orthonormal basis Vj+1 = [v0, . . . , vj ]

1 of Kj+1(B, r0) is generated suh that
v0 = r0/β, β = ‖r0‖, BVj = Vj+1Hj+1,j = VjHj + h{j+1,j}vje

T
j , (6)It is therefore proved (37) that (5) redues to

‖βe1 −Hj+1,jyj‖ = min
y∈Rj

‖βe1 −Hj+1,jy‖ (7)and the approximate solution xj an be written as
xj = x0 + M−1Vjyj . (8)Our work ombines two improvements of this method. In GMRES(m), the methodrestarts at some step m to save the storage and the omputational requirements as the1Throughout this paper, we use a zero-based numbering for all the vetors in the basisRR n° 7787



De�ated GMRES in the Newton basis 4iterations proeed. The de�ated and augmented approahes (5; 10; 21; 25; 29) keep someuseful information at the time of the restart to enhane robustness. We brie�y review thesemethods in Setion 2. The seond improvement builds the orthonormal basis with a paral-lel algorithm and redues the number of exhanged MPI messages on distributed-memoryomputers. In the original formulation indeed, the basis V is built and orthogonalized bythe modi�ed Gram-Shmidt implementation (MGS) of the Arnoldi proess (Vj is referredto as Arnoldi basis). This proess indues a high ommuniation overhead due to the nu-merous inner produts. For instane a GMRES yle of m iterations requires approximately
1
2 (m2 + 3m) global ommuniations for the inner produts. On high lateny networks, thestart-up time due to these olletive ommuniation an easily dominate. Moreover, thekernel operations in MGS have a very low granularity whih does not fully bene�t fromthe omputer arhiteture. In the lassial Gram-Shmidt implementation (CGS) of theArnoldi proess, the ommuniation time an be redued by aumulating and broadast-ing multiple inner produts together. However the low granularity of the kernel operationsin the orthogonalization proedure remains beause of the sequential form of the Arnoldiproess. Moreover, CGS is more sensitive to rounding errors than MGS (23). Alternativeimplementations (6; 14; 18; 19; 22; 24; 39; 35) have been proposed. They divide the proessinto two main phases : �rst, a nonorthogonal basis of the Krylov subspae is generated andorthogonalized as a group of vetors in the seond phase. As �rst proposed by Bai, Hu andReihel (6), the a priori basis is built with the aid of Newton polynomials. We will refer tothis as the Newton-basis GMRES. Later on, the orthogonalization is done by replaing thevetor-vetor operations of the MGS method by the task of omputing a QR fatorization ofa dense method. De Sturler (14) analyzes the parallel implementation of the seond phaseand suggests a distributed MGS fatorization to overlap ommuniation with omputation.Sidje and Philippe (40), Erhel (18) and Sidje (39) use a di�erent orthogonalization strategyalled RODDEC whih ombines the Householder fatorization with Givens rotations andrequires only point-to-point ommuniation. Demmel et al (15) propose a di�erent QR fa-torization alled Tall Skinny QR (TSQR) whih reorganizes the omputation to redue thememory aess and exploit the data loality.Our proposal in this work is to ombine the Newton-basis GMRES with the augmentedand de�ated GMRES. The new approah is simple and an be used together with any ofthe previous orthogonalization strategies one the augmented a priori basis is built. Themotivation of our work is two-fold: previous studies (35) have shown that when the size ofthe Newton basis grows, the vetors beome inreasingly dependent. As a result, the methodmay experiene a slow onvergene rate. With the new approah, the basis is kept small andaugmented with some useful approximate eigenvetors. The seond motivation is related toGMRES(m) preonditioned by domain deomposition methods. Indeed, with Shwarz-basedpreonditioners, when the number of subdomains inreases, the preonditioner beomes lessand less robust and the method requires more iterations to onverge. In this situation,the basis length is usually inreased to prevent the stagnation. In the proposed approah,we show that by adding adaptively more approximate eigenvetors, the onvergene rate isimproved. Reently, Mohiyuddin et al (28) and Hoemmen (22) propose a new formulationin their ommuniation avoiding GMRES whih do not require the Krylov basis length tobe equal to the number of vetors generated a priori. Their formulation builds the Krylovbasis with several steps of the Arnoldi proess where eah step builds a set of vetors withthe Newton polynomials. Our proposed approah an be used as well with their formulationfor the problems that are very sensitive to the restarting proedure in GMRES. We showindeed in Setion 3 how the augmented basis an be formulated in their proposed approah.The remaining part of this paper is organized as follows : in setion 2, we review brie�y howthe de�ation of eigenvalues is used in the restarted GMRES. In setion 3, we derive the newRR n° 7787



De�ated GMRES in the Newton basis 5approah ombining de�ation to the Newton basis GMRES and we disuss on the parallelimplementation. Setion 4 is foused on numerial experiments to show the bene�ts of theproposed approah.2 Restarted GMRES aelerated by de�ationA pratial implementation of GMRES is based on restarting a minimum residual iterationwhen the orretion spae reahes a given dimension m. At the time of restart, informationfrom the previous Krylov subspae is disarded and the orthogonality between suessiveKrylov subspaes is not preserved. The worst ase is when the suessive generated Krylovsubspaes are very lose. As a result, there is no signi�ant redution in the residual normand the iterative proess stagnates. De�ation tehniques are a lass of aeleration strategiesthat ollets useful information at the time of restart mainly to avoid this stagnation andimprove the onvergene rate. The main idea behind these methods is to remove the smallesteigenomponents from the residual vetor as they are known to slow down the onvergeneof GMRES (45). For a general analysis of aeleration strategies in the minimal residualmethods, we refer the reader to Eirman, Ernst, and Shneider (16). For the general Krylovsubspae methods, the reent reviews in (20; 42) are also of great interest.In de�ation tehniques, the Krylov subspaes are enrihed by some approximation ofinvariant subspaes assoiated to a seleted group of eigenvalues (generally the smallestones). Two strategies are often used, namely by preonditioning the linear system (10; 18; 25)or by augmenting the Krylov subspae (29; 30).Consider U the basis of a nearly invariant subspae spanned by r (approximated) eigen-vetors omputed from the previous Krylov subspaes, the preonditioner used to de�atethe orresponding eigenvalues is given by (21) :
M̄−1 = In + U(|λn|T

−1 − Ir)U
T (9)where T = UT BU and λn approximates the largest eigenvalue. When U is an exat B-invariant basis, the eigenvalues of the preonditioned matrix BM−1 are λr+1, . . . , λn, |λn|with a multipliity at least r. It is therefore expeted that GMRES(m) will onverge fastersine the smallest eigenomponents that slow down the onvergene are de�ated. The a-tual implementation in (21) and the improvements in (10) rely on the approximation of Uwhih is updated at eah restart by omputing the Ritz values from the Arnoldi relation inEquation (6) to yield a more aurate basis. In (5), U is omputed by the Impliit-RestartedArnoldi (IRA) proess and the result is used to form a left preonditioner. The adaptivepreonditioner by Kharhenko and Yeremin (25) is built suh that the Ritz values (whihapproximate the largest eigenvalues of B) are translated to a luster around one. With alarge number of proessors, the ommuniation overhead may dominate when applying thepreonditioner in Equation (9) to form the basis vetors. As we express the goal to reduethe global ommuniations, we rather rely on the augmented approahes (29; 30).The augmented approahes, form the new approximation with a projetion onto a sub-spae C = Km(B, r0) +W , where W = span{u0, . . . , ur−1}. Minimal hanges are requiredto the existing kernel operations as the vetors are diretly added to the existing Krylovbasis. Moreover, when the vetors u0, . . . , ur−1 are the harmoni Ritz vetors, Morgan (30)shows that the new searhing subspae C is itself a Krylov subspae and writes

C = Km(B, r0) +W = Km+r(B, qm(B)r0) (10)where qm(B) is a polynomial of degree at most m.RR n° 7787



De�ated GMRES in the Newton basis 63 De�ated GMRES in the Newton basisIn this setion, We derive the new implementation of the GMRES algorithm where theKrylov subspae is spanned by the Newton polynomials and augmented with eigenvetors.Regarding the previous Newton basis implementations(6; 18; 39; 22), the new approahuses the de�ation strategies to reover the information that are lost at the time of restart.Hene for the problems that are sensitive to the restarting proedure, our implementationshould onverge faster than the previous approahes for the same basis length. Regardingthe GMRES-E by Morgan (29), our approah ommuniates less and should produe betteromputational kernels. Compared to the GMRESDR of Morgan (30) however, we have notinvestigated whether the proposed augmented basis is itself a Krylov basis and we left it asfuture work.3.1 Augmenting the Newton basisWe now derive the proposed approah. Our motivation is to get a Arnoldi-like relation forthe augmented basis when the eigenvetors are added at the end of the Newton basis. Let
B be the preonditioned matrix, x0 an initial guess and r0 the initial residual vetor. Am-dimensional Krylov subspae is spanned by the Newton polynomials applied to r0 of theform

Pj+1(B) := σj+1(B − λj+1I)Pj(B), j = 0, 1, 2, . . . , (11)where P0(B) := r0, σj and λj ∈ R (See (6; 35)). We disuss later on the hoie of thesesalars. Let W = span[u0, u1, . . . , ur−1] be an approximate basis of an invariant subspaeassoiated to r seleted eigenvalues, let s = m+ r and Cs+1 the augmented subspae de�nedby
Cs+1 = span{r0, (B − λ1I)r0, . . . ,

m∏

j=1

(B − λjI)r0}+W . (12)Proposition 3.1 There exists a retangular matrix Ws ∈ R
n×s, basis of Cs, a matrix Vs+1 ∈

R
n×(s+1), whose olumns form an orthogonal set of vetors, suh that

BWs = Vs+1H̄s = VsHs + hs+1,svs+1e
T
s , (13)where H̄s ∈ R

(s+1)×s is a upper Hessenberg matrix. Moreover, the vetor xs ∈ R
n given by

xs = x0 + M−1
Wsys, (14)where ys ∈ R

n solves the least-square problem Js(y) de�ned by
Js(y) = ‖βe1 − H̄sy‖2, β = ‖r0‖2 (15)minimizes the residual norm ‖b−Axs‖ over x0 + M−1Cs.Proof. From k0 = r0/‖r0‖2, a set of vetors kj an be generated suh that

σj+1kj+1 =







(B − λj+1I)kj if 0 ≤ j ≤ m− 1

Buj−m if m ≤ j ≤ s− 1.
(16)where λj and σj , (j = 1, 2, . . .) are user-spei�ed salars. We disuss in setions 3.2.1 and3.2.2 on their optimal hoie. In matrix form, the relation (16) writes

{
BKm = Km+1T̄m

BUr = KrDr
(17)RR n° 7787



De�ated GMRES in the Newton basis 7with Km+1 = k0, k1, . . . , km, Kr = km+1, . . . , ks and
T̄m =














λ1

σ1 λ2

σ2 λ3. . . . . .
λm−1

σm−1 λm

σm














∈ R
(m+1)×m, (18)

and Dr = diag{σm+1, . . . , σs} ∈ R
r×r.A QR fatorization on Ks+1 yields

Ks+1 = Vs+1Rs+1. (19)De�ning Ws =
[

Km Ur

] and using equations (17) and (19), we get
BWs = Vs+1Rs+1

[
T̄m 0
0 Dr

]

. (20)The �rst part is thus proved (Equation 13) by de�ning
H̄s = Rs+1

[
T̄m 0
0 Dr

]

=

[
Hs

hs+1,se
T
s

]

. (21)The seond part of the proposition is similar to the optimality property in the augmentedGMRES (12, Algorithm 2.1). Consider an arbitrary vetor xs = x0 + M−1
Wsy in the a�nespae x0 + M−1Cs, the orresponding residual vetor an be expressed as:

b −Axs = b −A(x0 + M−1
Wsy) (22)

= r0 − Vs+1H̄sy

= βk0 − Vs+1H̄sy

= Vs+1(βe1 − H̄sy) (23)where β = ‖r0‖ and e1 = [1, 0, . . . , 0]T . If we denote by Js(y) the funtion
Js(y) = ‖b−A[x0 + M−1

Wsy]‖2,it omes from Equation 23 and the fat that Vs+1 is orthogonal that
Js(y) = ‖βe1 − H̄sy‖2. (24)Thus by taking the vetor ys ∈ R
m whih minimizes the funtion Js(y), the approximatesolution xs = x0 + M−1

Wsys will have the smallest residual in x0 + M−1Cs.We refer to the matrix Ws as the augmented Newton basis of the subspae Cs and theindued GMRES is the augmented Newton basis GMRES.This proof assumes that the basis vetors kj , j = 0, . . . , s are generated through one passin the kernel omputation of Equation 16. There are some situations where m is too large toguarantee a good robustness (ill-onditioned basis) or good performane (best value for dataloality in multiore nodes). In a reent work, Hoemmen (22) uses the µ-step Arnoldi ofRR n° 7787



De�ated GMRES in the Newton basis 8Kim and Chronopoulos (26)2 in his Arnoldi(µ, t) to build the basis vetors through multiplepasses of the kernel omputation in Equation 16. Hene the proess of omputing s basisvetors is divided into t steps where eah step generates µ basis vetors with the Newtonpolynomials. The restart length is thus s = µ · t. We show in the following that theproposition 3.1 holds in the ase of a µ-step basis. We explain the basis idea with t = 2.Let k0 be the starting vetor and s = µ · t+r = m+r. As from the �rst part of Equation16 we generate the sequene of vetors
σj+1kj+1 = (B − λj+1I)kj , 0 ≤ j ≤ µ− 1. (25)It omes that

BK(0)
µ = K

(0)
µ+1T̄

(0)
µ (26)where K

(0)
µ+1 = [k0, k1, . . . , kµ] ∈ R

n×µ+1, T̄
(0)
µ ∈ R

µ+1×µ is a bidiagonal matrix. A QRfatorization of K
(0)
µ+1 gives

K
(0)
µ+1 = V

(0)
µ+1R

(0)
µ+1 (27)and thus

BK(0)
µ = V

(0)
µ+1H̄

(0)
µ = V (0)

µ H
(0)
µ + hµ+1,µV

(0)
µ+1eµeT

µ , (28)where H̄
(0)
µ = R

(0)
µ+1T̄

(0)
µ and eµ is the µth unit vetor. This �rst step is just the derivationof the Arnoldi-like relation for the (non-augmented) Newton basis. Note that we don'thave a mathematially equivalent Arnoldi relation as in Equation 6. H̄

(0)
µ+1 is not equal inexat arithmetis to the Hessenberg matrix H̄ of that equation as we avoid dealing with theterm (R

(0)
µ+1)

−1. However, the olumns of V
(0)
µ+1 form an orthogonal basis of a µ-dimensionalKrylov basis. From its last olumn as a starting vetor, we an thus build the seond µ-stepbasis. At this step, we add the eigenvetors in the subspae by augmenting the µ-step basis.Let kµ = V

(0)
µ+1eµ, a µ-step augmented basis is generated as follows:

σj+1kj+1 =







(B − λµ−j+1I)kj if µ ≤ j ≤ m− 1

Buj−m+1 if m ≤ j ≤ s− 1.
(29)In matrix form, we get

B
[

K
(1)
µ Ur

]

= K
(1)
µ+r+1

[

T̄
(1)
µ 0
0 Dr

] (30)The matries T̄
(1)
µ and Dr are similar to the matries in Equation 13. At this point, to avoidloss of orthogonality, the vetors K

(1)
µ+r+1 = [kµ, kµ+1, . . . , kµ+m+r] should be orthogonalizedagainst the previous vetors V

(0)
µ . This an be done with a blok Gram-Shmidt methodwhih is equivalent to write3̂

K
(1)
µ+r+1 =

(

I − V (0)
µ (V (0)

µ )T
)

K
(1)
µ+r+1 (31)The vetors K̂

(1)
µ+r are now orthogonal to the basis vetors but it remains to orthogononalizethem between eah other. This an be done with a dense QR fatorization to produe

K̂
(1)
µ+r+1 = V

(1)
µ+r+1R

(1)
µ+r+1. (32)2The original method is referred to as s-step Arnoldi instead of µ-step Arnoldi but we hoose µ here todi�erentiate with the size s of our augmented basis.3Note that the �rst vetor kµ is already orthogonal to V

(0)
µ but we hoose to orthogonalize it again.RR n° 7787



De�ated GMRES in the Newton basis 9From Equations 28 and 30, we get
B

[

K
(0)
µ K

(1)
µ Ur

]

=
[

V
(0)
µ K

(1)
µ+r+1

] [

H
(0)
µ 0

hµ+1,µe1e
T
µ C̄µ+r

] (33)where
C̄µ+r =

[

T̄
(1)
µ 0
0 Dr

]Knowing that a QR fatorization update have been perfomed on K
(1)
µ+r+1, we get fromEquations 31 and 32 that,

[

V
(0)
µ K

(1)
µ+r+1

]

=
[

V
(0)
µ V

(1)
µ+r+1

]
[

I (V
(0)
µ )T K

(1)
µ+r+1

0 R
(1)
µ+r+1

]

. (34)Substituting 34 in 33, we get
BWs = Vs+1H̄s (35)where Ws =

[

K
(0)
µ K

(1)
µ Ur

], Vs+1 =
[

V
(0)
µ V

(1)
µ+r

] and
H̄s =

[

Iµ,µ (V
(0)
µ )T K

(1)
µ+r+1

0 R
(1)
µ+r+1

][

H
(0)
µ 0

hµ+1,µe1e
T
µ C̄µ+r

]From the fat that K
(1)
µ+r+1e1 is orthogonal to V

(0)
µ and that R

(1)
µ+r+1e1 = e1, we get

H̄s =

[

H
(0)
µ (V

(0)
µ )T K

(1)
µ+r+1C̄µ+r

hµ+1,µe1e
T
µ R

(1)
µ+r+1C̄µ+r

] (36)whih is an Hessenberg matrix. The �rst part of the proposition 3.1 is thus proved and theseond part is similar to the previous proof.The GMRES with the µ-step Newton basis is useful to ontrol the onditioning of the ba-sis generated with the Newton polynomials by hoosing a suitable value of µ. On multiorenodes, a well hosen value of µ will also improve the data loality during the omputationof the kernel omputations (Generation of the basis and orthogonalization) (15; 22). Thedrawbak with this formulation is that when the new set of basis vetors is orthogonalizedagainst all the previous vetors already omputed, it is important to perform a good QRfatorization update. Sometimes when a blok Gram-Shmidt proess is used, a reorthogo-nalization strategy should be performed to avoid loss of orthogonality, see for instane (23).This proess indues more omputational ost as the number t of steps inreases. As for thesalar formulation, the augmented basis will thus help to redue this ost by reduing thenumber of steps t. We do not further investigate in this diretion and we fous in this paperto the basi implementation of a (µ + r)-step augmented Newton basis.3.2 AGMRES : Augmented Newton-basis GMRESThis setion disuss the parallel implementation of the GMRES method where the Newtonbasis is augmented with a few seletion of approximate eigenvetors. The main steps areoutlined in Algorithm 3.2.If we ompare AGMRES with the previous related implementations of the GMRESmethod, we an make the following observations :RR n° 7787



De�ated GMRES in the Newton basis 10Algorithm 1 AGMRES(m, r, l) : Augmented Newton-basis GMRESRequire: x0, m, itmax, ǫ, r, l, rmax, smv, bgv;1: Perform one yle of GMRES(m) (38, Algorithm 4) to �nd a new approximation xm,the residual rm and the matries Hm and Vm satisfying Equation 6. if(‖rm‖ < ǫ) return2: Set x0 ← xm and r0 ← rm; β = ‖r0‖;3: Compute m Ritz values {λj}
j=m
j=1 of AM−1 from Hm and order them with the Lejaordering (6); If (r > 0) extrat r Ritz vetors U for the augmented basis.4: while (‖r0‖ > ǫ) do5: Compute Ks+1 from Equation 16 together with T̄m and Dr and derive Ws6: Compute the QR fatorization Ks+1 = Vs+1Rs+17: Compute the (s + 1)× s Hessenberg matrix H̄s from Equation 218: Solve ys = min‖βe1 − H̄sy‖29: Compute xs = x0 + M−1

Wsys rs = b−Axs, it← it + s10: if(‖rs‖ < ǫ or it > itmax) return11: Set x0 ← xs and r0 ← rs;12: if r > 0 then13: Iter = s ∗ log
(

ǫ
‖rs‖

)

/log
(

‖rs‖
‖r0‖

)14: if (Iter > smv ∗ (itmax− it)) then15: if ((Iter > bgv ∗ (itmax− it)) and (r < rmax) and (l > 0)) then16: r ← r + l /*Inrease the number of eigenvalues to de�ate*/17: end if18: Update the r eigenvetors u1, u2, . . . , ur from the harmoni Ritz values of B ≡
M−1A19: end if20: end if21: end while� Compared to the standard GMRES method, AGMRES produes e�ient kernel om-putations during the generation of the orthogonal Krylov basis in steps 5 and 6. How-ever, in addition to the basis Ws, it keeps the orthogonal system Vs for omputing theeigenvetors.� The GMRES-E of Morgan (29) keeps a seond basis as well. However its implemen-tation is based on the Arnoldi proess. It will thus ommuniate more for the sameonvergene behaviour. Our implementation inludes an adaptive strategy that willallow to inrease the number of extrated eigvenvetors if neessary.� Compared to CA-GMRES of Hoemmen (22), our implementation is limited to one

µ-step Newton basis. However, we show in the previous setion how an augmentedbasis an be de�ned for more than one µ-step basis. For the same restart length, CA-GMRES(µ, t) and GMRES(µ·t) produe the same onvergene behaviour. AGMRES(µ·
t, r) is more likely to produe a faster onvergene than these two approahes whenthe onvergene rate is a�eted by the restarting proedure.So far, the algorithm starts with an initial approximation of the solution vetor x0 (inpratie, we use a zero vetor), the size m of the Krylov basis, the maximum number ofiterations itmax allowed and the desired auray ǫ. The remaining input values are usedfor the augmented basis: the number of eigenvetors r that are added at eah step; theparameters l, rmax, smv and bgv for the adaptive strategy, see setion 3.2.6. The main stepsRR n° 7787



De�ated GMRES in the Newton basis 11of the algorithm are the omputation of the shifts (steps 1 and 3), the generation of theaugmented Newton basis at step 5 and its orthogonolization in setion 6. The approximatedsolution is updated at step 9. At step 18, we update the eigenvetors to be added in theNewton basis. The adaptive strategy is implemented in steps 12-20 All these steps areexplained in the next setions.3.2.1 Computation of the shiftsThe generation of the Krylov subspae with the Newton polynomials uses the salars λj ,
j = 1, . . . , m to produe a stable basis. Bai et al (6) show that an optimal hoie would beto use the eigenvalues of B numbered aording to the following modi�ed Leja order (see(36)):

{
|λ1| = maxj=1,...,m |λj |
∏j

k=1 |λj+1 − λk| = maxl=1,...,m

∏j

k=1 |λl − λk|, j = 1, . . . , m− 1
(37)In pratie, the spetrum of B is not available and very expensive to ompute. In thissituation, the Ritz values of B whih are the eigenvalues of the Hessenberg matrix Hm inEquation 6 are used. This implies that m steps of the Arnoldi proess should be performed toget these values. At step 1, we perform one yle of the Arnoldi-GMRES method. From thisstep, we get an approximation of the solution xm and the assoiated residual rm. This vetoris used as the initial searh diretion for the Newton basis GMRES from step 4. At step3, eah proess omputes the eigenvalues of its own opy of the Hessenberg matrix Hm andorder them with the Leja ordering. This step uses so far the parallelism inside the matrix-vetor produt and the preonditioning operation. But it requires global ommuniation aspointed out in setion 1. Note that when m gets large, it may be expensive to perform thisstep of the Arnoldi-GMRES method. The ost here is ompared to one step of the Newtonbasis GMRES mainly in terms of granularity and MPI messages volume. In pratie, weuse a small value of m to show the bene�ts of augmenting the basis. Nevertheless, if a largebasis should be used, a solution ould be to use a µ-step basis as explained in the previoussetion. Another solution, as advised by Philippe and Reihel (35) is to perform a Arnoldi-GMRES with a smaller basis to get a subset of these values. From this subset, a onvexhull is de�ned and ontinuously updated with new values olleted during the Newton-basisGMRES iterations.3.2.2 Computation of the Newton basis with saling fatorsThe �rst m + 1 vetors of Km+1 an be generated using Algorithm 1.1 in (39); then it iseasy to generate the last r vetors from Ur. Note that when a partiular λj+1 is omplex,and assuming that Im(λj+1) > 0 (This is always possible from the omplex onjugate pairsand the modi�ed Leja ordering), the omplex arithmeti is avoided by writing the �rst partof Equation 16 as

kj+1 = 1/σj+1(B −Re(λj+1I)kj

σj+2kj+2 = (B − λj+1I)(B − λ̄j+1I)kj = (B − Re(λj+1I)kj+1 + 1/σj+1Im(λj+1)
2kj .In this ase, the matrix T̄ ∈ R

s+1×s of Equations 13 and 30 is tridiagonal. So far, the salars
σj , j = 1, . . . , m in Equation 13 are used to ontrol the growth of the vetors {kj}

j=m
j=1 . Theommon hoie is to take σj = ‖kj‖. The parallelism inside this step is through the pre-onditioning and the parallel matrix-vetor operations (AM−1 − λI)k ≡ A(M−1k) − λjk.When σj = ‖kj‖, then there are (m + r) global ommuniations, whih are far less thanthe 1

2 (m2 +3m) global ommuniations in the Arnoldi proess. With some partiular ases,RR n° 7787



De�ated GMRES in the Newton basis 12this norm an be omputed distributedly. When using for instane the expliit formula-tion of multipliative Shwarz, the basis vetors are omputed in a pipeline aross all thesubdomains. Eah proess is thus able to ompute its own ontribution to the norm andthe basis vetors are normalized a posteriori (4; 31). When the size of the basis is smallenough, the rows and olumns of the matrix an be equilibrated and no saling, thus noglobal ommuniation, should be needed during the omputation of the basis vetors (22).3.2.3 Orthogonalization of the basisAfter the basis vetors are omputed, they should be orthogonalized between eah otherat step 6 of Algorithm 3.2 to produe the orthogonal system Vs+1. At the end of the step5, the vetors Ks+1 are distributed on all proessors as a ontiguous bloks of rows whihis equivalent to the lassial 1D rowwise partitioning for the matrix-vetor produts. Anyalgorithm for the parallel dense QR fatorization an now be used to orthogonalize thesystem Ks+1. In our implementation, we use the RODDEC algorithm desribed in (39,setion 4.2). This method performs �rst a Householder orthogonalization on eah blok ofrows. This is done in a perfet parallel phase by all the proesses having the rows. Afterthat, the Givens rotations are used to annihilate the bloks below the �rst one. Duringthis seond step, the proessors are plaed on a ring topology and eah proess sends therequired data on this ring. This step requiresO(m2) point-to-point messages and the averagemessage length is (m + 1)/2 double preision number. The TSQR algorithm of Demmel etal (15), whih is a divide-and-onquer approah, an be used as well at this step. It requires
O(log(P )) MPI messages where P is the total number of MPI proesses sharing the system
Ks+1.3.2.4 Updating the urrent approximationAt the end of the QR fatorization, the triangular matrix Rs of Equation 19 is usuallyavailable on one proess. In the RODDEC algorithm, it is available in the last proess. Itan be broadasted to all other proesses suh that the steps 7 and 8 are done by all theproesses. When the number of MPI proesses gets large, it is more e�ient to perform thesesteps on the last proess and to broadast only the result of the least-squares problem atstep 8. In our implementation, we hoose to send a opy of the matrix sine it is required byall proesses to update the eigenvetors, see setion 3.2.5. So far, the Hessenberg matrix H̄sis assembled from Rs and T̄s using a modi�ation of Algorithm 1.2 in (39). The modi�ationallows to take into aount the saling fators of the augmented vetors in the basis. A QRfatorization is perfomed on the output Hessenberg matrix to solve the least-square problemin the minimization step. The LAPACK routine dgeqrf is used for this purpose. The outputsolution is used to ompute the new approximate solution at step 9. Note that sine we areusing a right preonditioning, we an obtain an estimate of the true residual norm withoutexpliitly omputing the residual vetor rs. Nevertheless, at the time of restart, we need rsfor the new searh diretion.3.2.5 Updating the eigenvetorsWhen the iterative proess starts at line 13 of Algorithm 3.2, the eigenomponents (uj , λj)of B ≡ AM−1 are approximated from the �rst GMRES(m) yle with a standard projetiontehnique as follows :

V T
m (B − λjI)Vmgj = 0 (38)RR n° 7787



De�ated GMRES in the Newton basis 13leading to the eigenvalue problem
Hmgj = λjgj . (39)The Ritz values λj , j = 1, . . . , m are used as shifts for the Newton basis and the vetors

uj = Vmgj, j = 1, . . . , r orresponding to the r smallest eigenvalues are used to augment theNewton basis. Then to update the vetors Ur at step 18, we use a Rayleigh-Ritz proedure.Indeed, as advised by the previous studies (12; 29), this proedure does better at �ndingeigenvalues nearest zero.Using the augmented subspae Cs, eah extrated eigenvetor u is thus expressed as
u = Wsgi. Using the bases BWs and Ws, the Galerkin ondition writes :

(BWs)
T (B − λjI)Wsgj = 0. (40)It omes with the relation 13 that,

H̄
T
s H̄s

︸ ︷︷ ︸

Gs

gj = λj H̄
T
s V

T
s+1Ws

︸ ︷︷ ︸

Fs

gj. (41)We thus obtain a dense generalized eigenvalue problem of size s× s where (λj , Wsgj) gives aRitz pair of B. Multiplying Fs and Gs by H
−T
s , we get

H−T
s Gs = H

−T
s

[
H

T
s αes

]
[

Hs

αeT
m

]

= Hs + h
2
s+1,sH

−T
s ese

T
s (42)

H−T
s Fs =

[
Is hs+1,sH

−T
s es

]
V

T
s+1Ws. (43)The drawbak here is the omputational work required to form Fs as it indues s salarproduts of size n. Nevertheless, the numerial experiments show in most test ases thatwhen the onvergene is aelerated by de�ation, the time to update the eigenvetors isnegligible ompared to the total time saved without the de�ation. Moreover, the adaptivestrategy proposed next sets o� de�ation only if onvergene is too slow.3.2.6 Adaptive strategyWhen the desired auray is not ahieved, the method restarts and r new approximateeigenvetors (orresponding to the eigenvalues to de�ate) are extrated from the s-dimensionalsubspae Cs. This proess may beome expensive and not bene�ial if the onvergene rateis not improved enough. We thus propose an adaptive strategy whih detets if the de�ationproess will be bene�ial to speedup the onvergene or to avoid stagnation. This approahis based upon the work by Sosonkina et al. (44) whih has been used suessfully in anotherformulation of de�ated GMRES(33). At lines 13, based on the onvergene rate alreadyahieved, we estimate the remaining number of steps (Iter) needed to reah the desiredauray ǫ. We use a small multiple (smv) of the remaining number of steps to detet someinsu�ient redution in the residual norm. If it is greater than a small multiple (smv) of thenumber of steps allowed (itmax), then we swith to the de�ation. We use a large multiple(bgv) of itmax to detet a near-stagnation in the iterative proess. In this ase, the numberof eigenvetors to augment is inreased by a �xed (small) value. Clearly with the parameters

r, l, Iter, smv, bgv, the adaptive strategy an be skethed as follows :� If Iter ≤ smv∗itmax, the onvergene rate is good enough and no more update shouldbe done on the eigenvetors already omputed.RR n° 7787



De�ated GMRES in the Newton basis 14� If smv ∗ itmax < Iter ≤ bgv ∗ itmax, there is an insu�ient redution in the residualnorm and the r eigenvetors are updated for the next yles of AGMRES.� If its > bgv ∗ itmax, a stagnation may have ourred and we inrease the number ofeigenvalues to extrat/update by a �xed number l. Typially, l = 1 in all our testases.Note that there are more sophistiated methods to ensure that for some given values of
m, GMRES(m) (and thus AGMRES(m)) will not stagnate; see for instane (41; 43). Oururrent stagnation test is omputed a posteriori and should be mostly used to detet avery slow redution in the residual norm. Although the proposed parameters are problem-dependent, they an be useful to avoid the stagnation if there are some previous knowledgein the onvergene behaviour for the problems under study. Some numerial results aregiven in this sense in the next setion.4 Numerial experimentsThis setion presents some numerial results to show the parallel e�ieny and the numerialrobustness of the proposed approah. We �rst present the template for all the numerialtests in setion 4.1 and the test ases in setion 4.2.4.1 Test routines and implementation notesImplementations are done using the PETS routines and data strutures (7; 8). The algo-rithm 3.2 has been implemented by a KSP module alled AGMRES using a loally modi�edversion of PETS revision 3.1.p8. It uses the routines for matrix-vetor produt, the ap-pliation of the preonditioner and the other parallel linear algebra funtions. It an beused transparently with any preonditioner implemented in the pakage inluding the do-main deomposition preonditioners. We use so far the Restrited Additive Shwarz (RAS)method (11) applied as a right preonditioner in all our tests. The main steps are outlined inAlgorithm 2. Note from the step 7 of our test routine that we ompare AGMRES with theAlgorithm 2 Test routine for the parallel omputation of the system 2 using restritedadditive Shwarz method and GMRES-based aelerator.1: Read the matrix from a binary �le and store it in a distributed CSR format. Read theright-hand side vetor and store it aordingly.2: Perform a parallel iterative row and olumn saling on the matrix and the right-handside vetor (3).3: Partition the weighted graph of the matrix in parallel with PARMETIS.4: Redistribute the matrix and right-hand-side aording to the PARMETIS partitioning.5: De�ne the overlap between the submatries for the additive Shwarz preonditioner.6: Setup the submatries (ILU or LU fatorization using MUMPS (2)).7: Solve iteratively the system using either the KSP AGMRES (Algorithm 3.2) or thePETS built-in KSP GMRES (38, Algorithm 4).8: Write the solution vetor to a binary �le.lassial implementation of GMRES. As stated earlier, either the lassial Gram-Shmidt orthe modi�ed Gram-Shmidt an be used for the Arnoldi proess. The main advantage ofRR n° 7787



De�ated GMRES in the Newton basis 15CGS over MGS is the number of MPI messages, the amount of MPI redutions and the gran-ularity in the omputational kernel. However, a pratial implementation of CGS inludesa possible re�nement strategy to be as stable as MGS. During our numerial experimentshowever, this re�nement has not be used in CGS and we did not notie any di�erene be-tween GMRES-MGS and GMRES-CGS. We therefore give the results of GMRES with CGS.Unless stated, the stopping riterion of GMRES and AGMRES is ‖b−Ax‖

‖b‖
< 10−10 andthe maximum number of iterations is 1,000. In AGMRES, the residual norm is omputedonly at eah outer iteration. In GMRES, it is available during eah inner iteration. Notethat sine we are using a right preonditioner, this residual norm is obtained heaply fromthe Givens rotations that are used to transform the Hessenberg matrix in Equation 7 into atriangular matrix.In the following, sine the right preonditioning is used, the number of iterations isunderstood as the total number of matrix-vetors produts and preonditioning steps. Henein GMRES(m), it is equivalent to the ounts of A(M−1k). In AGMRES, it is equal to the sizeof the augmented basis times the restart yles. So far, AGMRES(m) refers to the algorithm3.2 without the de�ation (i.e r = 0, l = 0); In AGMRES(m, r), r vetors orresponding tothe smallest harmoni Ritz values are added to the basis and updated at eah restart; InAGMRES(m, r, l), r is adaptively inreased by l until rmax at eah restart.4.2 Test problemsThe matries of tests arise from industrial appliations in �uid dynamis and from onvetion-di�usion problems. The main harateristis are listed in Table 1Table 1: Charateristis of test matries, N:Number of rows/olumns, NNZ:Nonzero entriesMatrix N NNZ geometryIM07R 261,465 26,872,530 3DVV11R 277,095 30,000,952 3DRM07R 272,635 37,355,908 3D3DCONSKY_121 1,7771,561 50,178,241 3D3DCONSKY_161 4,173,281 118,645,121 3DThe problems IM07R, VV11R and RM07R arise from design optimization in ompu-tational �uid dynamis simulations. They are provided by the FLUOREM ompany, aCFD software editor4. Table 1 lists the oe�ient matries with their main harateristis.The physial equations are the Reynolds-Averaged Navier-Stokes for ompressible �ows dis-retized using the �nite volume methods as presented by (34). The resulting matrix isformed of b×b bloks where b is the number of �uid onservative variables (density, veloity,energy and turbulent variables). The matrix RM07R is available online in the Universityof Florida sparse matrix olletion (see (13)) in the FLUOREM diretory. The matrix isstruturally symmetri in bloks. Regarding the values, the matrix is nonsymmetri andinde�nite. In (32; 34), preliminary studies show that hybrid solvers based on GMRES andShwarz-based preonditioners o�er robust approahes to solve e�iently these systems. Aspointed in (34), we avoid the ILU fatorization in the subdomain matries beause of itsunpreditable behavior. We therefore rely on a diret solver (MUMPS) within eah subdo-main.4www.�uorem.om/en/softwares/optimization/turb-opty-fdRR n° 7787



De�ated GMRES in the Newton basis 16The test ases 3DCONSKY_121 and 3DCONSKY_161 orrespond to the onvetiveSkySraper problem in (1; 27). The physial equation is given by the boundary valueproblem
η(x)u + div(a(x)u)− div(κ(x)∇u) = f in µ (44)

u = 0 on ∂µD (45)
∂u

∂n
= 0 on ∂µN (46)where µ = [0, 1]3, ∂µN = ∂µ\∂µD. The tensor κ is isotropi and disontinuous. The domainontains many zones of high permeability whih are isolated from eah other. Let [x] denotethe integer value of x then κ is given in 3D by

κ(x) =

{
103 ∗ ([10 ∗ x2] + 1), if [10 ∗ xi] = 0 mod(2), i = 1, 2, 3,
1, otherwise

(47)The veloity �eld a = (1000, 1000, 1000)T and f = x2
1 + x2

2 + x2
3. The disretization is doneusing P2-type �nite element methods in the Freefm++5 pakage. We onsider a uniform gridwith n×n×n nodes and we hoose n = 121 and 161. During our numerial experiments, werely on the ILU(1) fatorization to approximate the solutions on the subdomains induedby the additive Shwarz method.4.3 Platform of testsExperiments are done on a distributed memory superomputer Vargas6 whih has 3,584Power6 CPUs. Eah Power6 CPU is a dual-ore 2-way SMT with a peak frequeny at4.7 GHz. The omputer is made of 112 nodes onneted through an In�niband network.Eah node has 32 Power6 CPUs that aess 128GB of loal memory in a non-uniform way(hardware NUMA nodes). The memory aessed by a single MPI proess is limited to 3.2GBfor the data and 0.5GB for the stak.4.4 Analysis of onvergeneIn this setion, we �rst ompare GMRES and AGMRES without de�ation. The goal is toon�rm that the two methods have the same onvergene behavior for a reasonable restartlength. After that, we show the bene�ts of using the de�ation when the restart length inAGMRES is small and when the number of subdomains inrease. We �nish this setion bygiving the bene�ts of using an adaptive strategy.We onsider the large test ase RM07R from the FLUOREM olletion. In Figure1, we give the onvergene of GMRES(m) and AGMRES(m) with three restart lengths,

m = 32, 48 and 64. The number of subdomains is 32 and the LU fatorization is usedwithin the subdomains. The �rst remark from Figure 1 is that there is no real di�erenebetween the residual norm obtained from the two strategies. Seondly, the onvergeneurve of GMRES(m) indiates a periodi stagnation in the iterative proess. These tiksour at the time of restart and are more visible when m is small, hene the larger numberof iterations. These tiks suggest that some information is lost at the time of restart andthat the augmented basis ould be bene�ial to improve the onvergene rate on these ases.The other test ases give similar behaviours.5http://www.freefem.org/�++/index.htm6http://www.idris.fr/su/Salaire/vargas/hw-vargas.htmlRR n° 7787
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Figure 1: RM07R : In�uene of the restart length in AGMRES and GMRES, 32 subdomainsNow we show the impat of de�ation by augmenting the basis. In Figure 2, we givethe onvergene history of GMRES(m) and AGMRES(m, r) with m = 32, 48 and r = 2,that is we ompute two approximate eigenvetors at eah restart and we use a basis ofsize s = m + 2. The number of subdomains is still 32. The adaptive strategy is not usedat this point. It an be learly notied that adding only two eigenvetors in the basis issu�ient to speedup the onvergene in AGMRES. For instane, GMRES(32) requires 886iterations while AGMRES(32,2) needs almost 272 iterations. When we inrease the restartlength to 48, GMRES bene�ts greatly from that and requires almost 355 iterations to reahthe desired auray while AGMRES(48,2) needs 250 iterations. The general notie here isthat AGMRES(32,2) and AGMRES(48,2) give lose onvergene rate while GMRES is moresensitive to the restart length. This is more visible when the number of subdomains vary.The robustness of Shwarz preonditioners dereases as the number of subdomains in-reases. GMRES will thus require more and more iterations, partiularly if the restartlength is �xed. We show this behaviour in Figure 3, where the restart length is �xed andthe number of subdomains is inreased. Clearly, as expeted, the number of iterations inGMRES inreases as we add more subdomains. For instane, GMRES(32) requires 886iterations with 32 subdomains. With 64 subdomains, this number reahes 1000 iterationswithout reahing the presribed tolerane of 10−10. In AGMRES(m, r), there is no suhdi�erene. As we inrease the number of subdomains, we observe that the onvergene ratesremain quite lose. Indeed, AGMRES(32,2) requires respetively 272 and 311 iterations for32 and 64 subdomains. The fat that the number of iterations inreases only slightly wheninreasing D has a great impat to the salability of AGMRES. We give the timing resultsin the next setion.In GMRES, a better onvergene rate an be obtained if the restart length is inreasedas a funtion of the number of subdomains. We show in Table 2 that in suh ase, it is stillRR n° 7787
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Figure 2: RM07R: In�uene of the augmented basis in AGMRES over GMRES, 32 subdo-mains
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De�ated GMRES in the Newton basis 19bene�ial to have an augmented basis in AGMRES. These results an be divided into threeKSP GMRES(m) AGMRES(m, 2) AGMRES(m, 4)
❍

❍
❍

❍
❍

D
m 32 48 64 32 48 64 32 48 648 93 70 57 100 98 57 105 100 5716 254 169 123 169 148 130 177 153 13232 886 355 220 272 250 196 212 205 20064 - 702 445 311 303 265 287 258 270Table 2: RM07R: Number of iterations in GMRES(m), AGMRES(m, 2) and AGMRES(m, 4)as a funtion of the number of subdomains in the restrited additive Shwarzparts:1. With 8 subdomains, GMRES needs less iterations than AGMRES for all values of therestart length. Note that this di�erene is mainly due to the fat that the stopping testis omputed only at eah outer yle in AGMRES. The auray ahieved in AGMRESfor these ases is always better. Typially, AGMRES gives an auray of 10−14 inthe omputed residual while it is 10−11 in GMRES.2. For the same reasons, AGMRES needs more iterations than GMRES for 16 subdomainsand large value of m. However for small values of m, AGMRES is leary better thanGMRES.3. From 32 subdomains, AGMRES needs less iterations than GMRES for all restartlengths. The dash in GMRES(32) for 64 subdomains denotes that the desired aurayhas not be reahed within the 1,000 iterations allowed. On the ontrary, it requiresalmost 300 iterations with AGMRES(m, r) to onverge.Thus, the main empirial onlusion from these experiments and others not reportedhere is that AGMRES is less sensitive to the restart length and the number of subdo-mains than GMRES. On the other hand, AGMRES is rather sensitive to the number ofextrated eigenvetors. As for the basis length, it is di�ult indeed to know how manyvetors should be added to the basis to improve the onvergene. If r is very large,the proess of updating the eigenvetors ould add more overhead. If r is small, thede�ation ould not be bene�ial. The proposed adaptive strategy provides a trade-o�between these two bounds.If some information about the onvergene behaviour has been olleted before, then itan be used to de�ne the smv and bgv parameters in the adaptive strategy. Our goal is toshow that this tehnique an be used to speedup the onvergene by adaptively adjustingthe frequeny and the number of extrated eigenvalues. We take the smallest restart length

m = 32, the largest number of subdomains and the smallest number of eigenvetors r = 1.Yet, we know from D = 16 that GMRES(32) and thus AGMRES(32) needs roughly 254iterations. From the adaptive strategy, we still set the maximum number of iterations
itmax = 1, 000 but now we set smv = 0.1 and bgv = 0.2. As explained in setion 3.2.6,
smv × itmax de�nes the lower bound below whih it is not bene�ial to use an augmentedbasis, and bgv × itmax de�nes the upper bound beyond whih a slow onvergene rate isexpeted and some ation should be done. In this last ase, we inrease r by a �xed value l.We take l = 2 in this ase. Figure 4 gives the onvergene history of AGMRES(m, 1) with
m = 24 and m = 32. It an be seen that when r = 1 and without adaptive strategy, theRR n° 7787



De�ated GMRES in the Newton basis 20augmented basis does not ontain enough spetral information to speed up the onvergene.When r is adaptively inreased, the basis reovers more and more spetral information andthe onvergene rate gets better. The atual limitation of the proposed adaptive strategyis the hoie of the right values of smv and bgv. It is heuristi and problem-dependent.Nevertheless, if there are some experimental knowledge about the onvergene of GMRESon similar problems, a good interval an be set with smv and bgv around itmax to deteta near-stagnation and swith to the augmented basis.
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Figure 4: RM07R : Bene�ts of the adaptive de�ation strategy, Restart=24 and 32, 32subdomainsWe end this setion by reporting the number of iterations for the remaining test ases.In Table 3, we onsider the best value of r whih gives the smallest number of iterationsfor the test ases IM07R and VV11R. This value is typially less than 3. As noted before,we see that for a �xed value of m, the number of iterations inreases as D inreases. Itinreases faster in GMRES than AGMRES. We note here again that de�ation is neededto reah a good auray for a large D. With IM07R test ase for instane and for 32sudomains in the additive Shwarz, neither GMRES(32) nor GMRES(48) an produe thedesired auray while AGMRES(32) requires 724 iterations to onverge. In Table 4, we givethe number of matrix-vetors for the onvetion-di�usion problems. Unlike the previous testases, GMRES here is less sensitive to the restart parameter and the variation of subdomains.Hene the augmented basis is not as bene�ial to the onvergene as in the previous ases.Nevertheless, AGMRES is still faster than GMRES if we onsider the parallel e�ieny.This is the aim of the next setions.RR n° 7787
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KSP GMRES(m) AGMRES(m, r)

❍
❍

❍
❍

❍
D

m 24 32 48 24 32 48VV11R8 251 191 147 248 172 14616 499 458 288 492 304 20732 - 957 670 641 541 516IM07R8 240 235 189 249 203 19516 695 623 521 378 370 31624 927 913 759 492 444 40832 - - 833 724 629 579Table 3: VV11R & IM07R: Number of iterations in GMRES(m), AGMRES(m, r) as afuntion of the number of subdomains in the restrited additive Shwarz, r is the best valueof ≤ 3 whih gives the smallest number of iterations in AGMRES
Matrix 3DCONSKY_121 3DCONSKY_161

❍
❍

❍
❍

❍
D

m GMRES(16) AGMRES(16,1) GMRES(16) AGMRES(16,1)16 158 169 229 17732 164 141 251 17764 170 141 261 177128 180 141 262 177256 202 159 266 195Table 4: Number of matrix-vetor produts in GMRES and AGMRES for the test problems3DCONSKY_121 and 3DCONSKY_161
RR n° 7787



De�ated GMRES in the Newton basis 224.5 Analysis of the CPU timeTo better show the bene�ts of using an augmented subspae approah with the Newtonbasis, we analyze in this setion the timing results. The paramount goal when showingthese results is that, as we inrease the number of subdomains, we should be able to get adereasing time during the iterative time. In GMRES(m) and AGMRES(m), the best wayis undoubtedly to inrease the restart length as well. Even then, the time will not dereasee�iently beause of the negative e�ets of the restarting proedure and the weakness ofone-level Shwarz preonditioner. In AGMRES(m, r), only a few extrated Ritz vetors aresu�ient to get a dereasing time and obtain a signi�ant e�ieny.In Table 5, We ompare GMRES(m), AGMRES(m) and AGMRES(m, r) on the test aseRM07R by varying the number of subdomains D, the restart length and we hoose a bestvalue of r between 2 and 6. The number of MPI proesses is equal to the number of subdo-mains. The total time is the CPU time required to perform all the steps in Algorithm 2. Theiterative time is the time spent in the step 7. The setup time is the di�erene between thetwo times. It is independent of the method and of m. It dereases when D inreases beausethe subdomains beome smaller and the LU fatorizations are faster. Thus, we onentratefrom now on the iterative time. The time per iteration is the time of one yle divided bythe number of matrix-vetors produts in the yle, whih is m or m + r. It inludes thetime to ompute the orthonormal basis (with Arnoldi GMRES or the QR fatorization forAGMRES) and the time to update the eigenvetors U for AGMRES(m, r). The iterativetime is thus the produt of the time per iteration by the number of iterations. The be-haviours of both GMRES(m) and AGMRES(m) are similar. Inreasing m has two oppositee�ets: it dereases the number of iterations (in some ases, the number of yles remain thesame for AGMRES) and inreases the time per iteration, beause of the orthogonalizationsteps. Thus, in most ases, there is an optimal value of m, whih depends on D, with aminimal iterative time. Inreasing D has also two opposite e�ets, but in the reverse way:it inreases the number of iterations and dereases the time per iteration, thus there is ingeneral an optimal value of D, whih depends on m. Even though their behavior are similar,AGMRES(m) learly performs faster than GMRES(m), for all but one on�gurations. Thisis mainly due to a faster time per iteration thanks to a more e�ient parallel algorithm .This is explored in the next setion by analyzing the ommuniation volume.The objetive of de�ation in AGMRES(m, r) is two-fold: to get an algorithm less sensitiveto m and to inrease the number of subdomains (thus the number of MPI proesses). ForD �xed, there is still an optimal value of m but it is smaller. The iterative time dereasesfrom D = 8 until D = 64. Thus our method allows to hoose a small value of m and toredue the CPU time with a large number of subdomains. We get indeed a more e�ientparallelism beause the number of iterations does not in�ate. Clearly, AGMRES(m, r) givesthe smallest CPU time. These results are on�rmed with other test ases as shown in Table6 and Figures 5 and 6.It is better for GMRES(m) to hoose a small number of subdomains D and a largerestart m. On the ontrary, it is more e�ient to hoose a large number of subdomains Dand a small restart m with our method AGMRES(m, r). Clearly, AGMRES(m, r) is fasterthan GMRES(m). In order to ompare the methods with similar memory requirements,we hoose m = 24 for AGMRES and m = 48 for GMRES, sine AGMRES needs to storethe two systems Ws and Vs. For all but one values of D, AGMRES(24, r) is faster thanGMRES(48), for both matries VV11R and IM07R. It is also true for AGMRES(32, r)ompared with GMRES(64) for the matrix RM07R.RR n° 7787
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D Algo. Total Time Iter. Time Time/Iter MSG (×10

4)8 GMRES(32) 427.3 327.33 3.52 1.74GMRES(48) 386.1 291.64 4.166 1.41GMRES(64) 358.1 264.58 4.64 1.03AGMRES(32) 358.5 263.08 2.74 1.3AGMRES(48) 369.1 271.9 2.832 1.45AGMRES(64) 329.4 236.76 4.228 1.23AGMRES(32,r) 347.4 257.11 2.624 1.32AGMRES(48,r) 373.1 277.98 2.837 1.48AGMRES(64,r) 329.4 236.76 4.228 1.2316 GMRES(32) 379.3 349.97 1.378 13.1GMRES(48) 333.1 302.66 1.791 9.05GMRES(64) 286.8 257.03 2.09 6.88AGMRES(32) 305.8 276.1 1.079 8.1AGMRES(48) 263.0 230.5 1.201 6.78AGMRES(64) 256.8 227.82 1.78 5.56AGMRES(32,r) 224.1 193.39 1.316 9.84AGMRES(48,r) 240.9 210.56 1.376 10.01AGMRES(64,r) 231.4 201.05 1.547 5.6632 GMRES(32) 573.4 557.13 0.629 96.25GMRES(48) 239.5 223.54 0.63 39.74GMRES(64) 158.4 139.2 0.633 25.38AGMRES(32) 273.0 256.91 0.287 54.97AGMRES(48) 167.1 150.84 0.393 25.93AGMRES(64) 131.4 114.83 0.449 19.42AGMRES(32,r) 91.41 75.23 0.357 31.83AGMRES(48,r) 94.79 79.028 0.38 33.9AGMRES(64,r) 99.45 83.148 0.406 32.2464 GMRES(32) - - - -GMRES(48) 214.8 204.16 0.291 227.02GMRES(64) 165.6 156.44 0.352 145.69AGMRES(32) - - - -AGMRES(48) 167.0 157.72 0.219 132.42AGMRES(64) 97.87 86.066 0.192 88.67AGMRES(32,r) 62.39 52.839 0.202 101.53AGMRES(48,r) 67.0 57.733 0.22 110.99AGMRES(64,r) 63.15 53.788 0.203 116.08Table 5: Timing statistis for RM07R; D: Number of subdomains and number of MPI pro-esses. Total Time: CPU elapsed time in seonds, Iter. Time: CPU time in the iterativephase. Time/Iter : average time spent in eah iteration (matrix-vetor produt and preon-ditioning step). MSG: MPI messages and redutions. r : best value between 2 and 6 whihgives the minimum number of iterations in AGMRES(m, r).
RR n° 7787



De�ated GMRES in the Newton basis 24
❍

❍
❍

❍❍
D m 24 32 48Iter. Time MSG Iter. Time MSG Iter. Time MSGGMRES(m)

VV11R8 92.84 2.05 68.95 1.69 77.7 1.4716 101.1 12.27 89.37 11.47 63.2 7.6632 - - 31.2 22.5 29.7 18.54AGMRES(m,r)8 52.8 1.28 38.5 1.02 40.5 1.0516 51.8 7.4 34.5 4.91 28.08 3.8732 38.3 25.6 31.2 22.5 29.7 18.5GMRES(m) IM07R8 76.219 2.6 73.3 2.63 63.669 2.3116 111.74 20.06 96.246 18.25 83.583 15.7632 - - - - 77.066 59.87AGMRES(m,r)8 45.781 1.65 40.905 5.48 40.85 1.5216 36.492 21.65 34.803 24.12 33.65 23.6432 33.262 94.54 27.837 93.27 27.109 105.35Table 6: Timing statistis in GMRES and AGMRES for test ases VV11R and IM07R.D: Number of subdomains and number of MPI proesses. Iter. Time : time spent in theiterative phase. MSG: MPI messages and redutions. r : best value between 2 and 6 whihgives the minimum number of iterations in AGMRES(m, r)
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Figure 5: CPU Time in the iterative phase for the 3D 121×121×121 onvetive SkySraperproblem (Matrix size 1,771,561; Nonzeros 50,178,241);16 to 256 subdomains, ILU(1) in sub-domains; m = 16; r = 1RR n° 7787
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Figure 6: CPU Time in the iterative phase of GMRES and AGMRES for the 3D 161×161×
161 onvetive SkySraper problem ( Matrix size 4,173,281; Nonzeros 118,645,121); 16 to256 subdomains, ILU(1) in subdomains; m = 16; r = 14.6 Analysis of parallelismThe other advantage of AGMRES over GMRES is the ommuniation volume. In Tables 5and 6 and in Figure 7, we have reported the number of MPI messages exhanged. The ountsare done on the Send/reeive routines as well as the olletive ommuniations (Redue andbroadast). We do not take into aount the MPI message lengths. It appears �rst that thenumber of messages is a funtion of the number of subdomains. This is generally redued byallowing many subdomains to be assigned to a unique CPU. In the problems under study, thisis not feasible in pratise as it will indue more iterations as the subdomains inrease. Theommuniation volume is obviously proportional to the number of iterations as well. Theseond observation is that AGMRES ommuniates less than GMRES for the same numberof subdomains and the same basis length. As more subdomains are used, the gap betweenthe two methods inrease. For instane, in Table 5, GMRES on 64 subdomains produesnearly a ratio of 1.5 more messages than AGMRES. In the augmented basis, the situationis di�erent. At eah yle, AGMRES(m, r) ommuniates more than AGMRES(m) beauseof the omputation of the eigenvetors. However, sine a substantial number of iterationsis saved by using the augmented basis, we observe atually a better ommuniation inAGMRES(m, r). Now between GMRES and AGMRES(m, r), the previous analysis holdsas well but there are two situations: when the restart length is very lose to the numberof subdomains, then the ommuniation for the omputation of eigenvetors may dominateif there is no substantial aeleration in the onvergene rate of AGMRES(m, r). This isobserved in Table 6 for VV11R and IM07R. With a substantial gain in the onvergene rateas in Table 5, AGMRES(m, r) bene�ts from that and the ommuniation volume dereasesproportionally to the number of iterations. The seond situation is when the number ofRR n° 7787



De�ated GMRES in the Newton basis 26subdomains is very large with respet to the basis length. Even if there is no substantialaeleration in AGMRES(m, k), the kernel omputations of AGMRES will produe lessommuniation volume than that in GMRES. This is observed in Figure 7. As the number ofsubdomains inrease, the di�erene between the two methods are more and more distints.Between the two situations, a �ne-tuned adaptive strategy is still required to determinewhether or not to augment the basis.
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Figure 7: Amount of MPI Messages in the iterative phase of GMRES and AGMRES for theonvetive skysraper problems on the 3D 121× 121× 121 and 161× 161× 161 grids5 Conluding remarksWe have proposed the AGMRES(m, k, l) implementation, whih ombines the Newton basisGMRES implementation with the augmented subspae tehnique. This approah bene�tsfrom the high level of parallelism during the kernel omputation of the Krylov basis. Theproposed augmented basis redues the negative e�ets due to restarting and to a largenumber of subdomains.The numerial results on the VARGAS superomputer (IBM Power 6 proessors) on�rmthat AGMRES ommuniates less than GMRES and produes a faster solution of large linearsystems. Moreover, on the proposed test ases, AGMRES gives a fairly good onvergenerate when few eigenvetors are added to the Krylov basis. The proposed implementationis done in the PETS pakage. It thus bene�ts from the optimized routines for the usuallinear algebra operations on matries and vetors. Its objet-oriented interfae allows to usetransparently any parallel preonditioner implemented in the pakage, based on algebraidomain deomposition methods or multilevel methods. It an be used indeed as a smootherfor algebrai multigrid methods (17).Although the proposed augmented basis behaves well on the proposed test ases, thereare some ases where it may not be useful and thus expensive to use. Hene a good analysisis still needed in the adaptive strategy to avoid the omputation of eigenvetors on suhases.
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