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Parallel Evolutionary Algorithmsfor Energy
Awar e Scheduling

Y. Kessaci, M. Mezmaz, N. Melab, E-G. Talbi and D. Tuyttens

Abstract

Reducing energy consumption is an increasingly imporssue in computing
and embedded systems. In computing systems, minimizingggensumption can
significantly reduces the amount of energy bills. The denfancbmputing systems
steadily increases and the cost of energy continues tolnsembedded systems,
reducing the use of energy allows to extend the autonomyesitisystems. In addi-
tion, the reduction of energy decreases greenhouse gasiensisTherefore, many
researches are carried out to develop new methods in ordensume less energy.
This chapter gives an overview of the main methods used tacesthe energy con-
sumption in computing and embedded systems.

As a use case and to give an example of a method, the chapteibésour new
parallel bi-objective hybrid genetic algorithm that tak&® account the completion
time and the energy consumption. In terms of energy consomphe obtained
results show that our approach outperforms previous sdingduethods by a sig-
nificant margin. In terms of completion time, the obtainddestules are also shorter
than those of other algorithms.
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1 Introduction

Computers use a significant and growing portion of the enierglye world. There-
fore, energy-aware computing is crucial for large-scakeys that consume con-
siderable amount of energy and embedded systems thaeubiitery for their
power. A recent study on power consumption by servers [18Wvshthat, in 2005,
the power used by servers represented about 0.6% of totaéléSricity consump-
tion. That number grows to 1.2% when cooling and auxiliafyastructures are
included. In the same year, the aggregate electricity dilbperating those servers
and associated infrastructure was about $2.7 billions &n2l illions for the U.S.
and the world, respectively. The total electricity use fervers doubled over the
period 2000 to 2005 in worldwide. The number of transistotsgrated into today’s
Intel Itanium 2 processor reaches nearly 1 billion. If thagercontinues, the heat
(per square centimeter) produced by future Intel processould exceed that of
the surface of the sun [12].

In this chapter, we present some important works done intér@ature to reduce
energy consumption. These works are classified accorditigee criteria. The first
criterion concerns the optimization method used to minintie consumed energy.
This method can be mono-objective or multi-objective applo The second cri-
terion concerns the level of the system on which an appraatiased. Indeed, a
method can be based on the hardware or the software part ctensyThe third
and last criterion concerns the type of system to which thpeageh is intended to
be used. An approach can be developed for computing systesmafzedded sys-
tems.

In order to give an example of a method and as a use case, webdesar
new parallel bi-objective hybrid genetic algorithm thdtda into account, not only
makespan, but also energy consumption. Our new approachyibra between a
multi-objective parallel genetic algorithm and energyrscious scheduling heuris-
tic (ECS) [15]. The results clearly demonstrate the supgrésformance of ECS
over the other algorithms like DBUS [2] and HEFT [25]. Genetigorithms make
it possible to explore a great range of potential soluti@na problem. The explo-
ration capability of the genetic algorithm and the intewsifion power of ECS are
complementary. A skillful combination of a metaheuristithaconcepts originat-
ing from other types of algorithms lead to more efficient héda Our algorithm
is effective as it profits from the exploration power of theagic algorithm, the in-
tensification capability of ECS, the cooperative approdctne island model, and
the parallelism of the multi-start model. The island modwl ¢he hybridization im-
prove the quality of the obtained results. The multi-staotel reduces the running
time of a resolution.

The remainder of the chapter is organized as follows. Se@tgves an overview
of our classification. Section 3 explains the classificatiocording to the optimiza-
tion method used to minimize the consumed energy. Secti@sdribes the classifi-
cation according to the level of the system on which an apgréabased. Section 5
explains the classification according to the type of systemttich the approach is
intended to be used. Section 6 presents the applicatioemsysnergy and schedul-
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ing models used in our use case. Our algorithm is presentgeldtion 7. The results
of our comparative experimental study are discussed iride8t The conclusion is
drawn in Section 9.

2 Energy aware approaches

This section presents an overview of the main methods fhedig the literature to
reduce energy consumption. Our state of the art does nagssltire techniques used
by computer system manufacturers. Indeed, manufactusersame techniques in
the design of electronic circuits and components to redoei energy consump-
tion. Our classification only focuses on methods intendedet@xploited by the
users of computing and embedded systems. As shown in Figede tmethods can
be classified according to three criteria.

Classification

y

Optimization approaches System levels System types

Fig. 1 The classification criteria used

The first criterion concerns the type of the used optimizatithis optimization
can be mono-objective or multi-objective. In multi-objeetoptimization, the main
approaches found in the literature are based on an aggragatiexicographic or a
Pareto fithess function.

The system level is the second criterion on which method$essiassified. To
reduce energy consumption, the methods are based eitheftarae or hardware
part of a system. In the hardware level, the techniques usedemerally viruali-
sation and consolidation based approaches. While in theva@ level, two tech-
niques can be identified to address the task schedulinggmolftatic methods
where scheduling is done before the execution of a progradchdgnamic methods,
where the appropriate scheduling is calculated duringxketdion of a program.

The third and last criterion used in our classification is tyy@e of system to
which the approach is intended to be used. In this critedamsystem can be either
a computing or an embedded system. Reducing energy consmipembedded
systems aims to increase the autonomy of devices. Whileddleoireducing energy
consumption in computing systems is to decrease the cos$teoériergy and the
greenhouse gas emissions. Table 2 gives some examplesrobapps with their
classification using our taxonomy.
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Method Level System Optimization
DPM&DVS[23] Hardware(Dyn, E.S. Mono-objective
DynamicAssgn[10] |Hardware(Dyn)  C.S.(distributed comp.) Multi-objective(Lex.)
ECSJ[15] Hardware(Dyn )C.S.(high-performance comp.) Multi-objective(Agg.)
ECTC and MaxUtil[14]Software(Cons|) C.S.(cloud comp.) Mono-objective
Jitter[6] Hardware(Dyn)C.S.(high-performance compgyut Multi-objective(Lex.)
MMF-DVFS[21] |Hardware(Stat) C.S.(distributed comp.) Multi-objective(Lex.)
MO[1] Software(Virt.) C.S.(cloud comp.) Multi-objective(Lex.)
PSAGA/PGA[16] |Hardware(Dyn. E.S. Mono-objective
TDVAS[22] Hardware(Stat, C.S.(cluster comp.) Multi-objective(Lex.)

Table1 Examples of approaches with their classification

3 Optimization approaches

An approach used to optimize the energy consumption can b®+objective or
multiobjective. The mono-objective approaches, such a$4816, 17, 20, 23, 26],
only aim to optimize the energy consumption with assumimgesoonstraints, espe-
cially on the completion time. In addition to the consumedrgy, multi-objective
methods are also trying to optimize other objectives sucjualty of service (QoS).
QoS is usually expressed in terms of makespan. The energyogotion depends
heavily on the QoS offered. Indeed, the minimization of ggeronsumption and
the maximizing the QoS are conflicting objectives. The gda onulti-objective
optimization method is to find a good compromise betweerethgs objectives. In
addition, the cost of a service can be another objective nsider. More the QoS
and energy consumption increase, more their cost incredabte 3 gives some
examples of the optimized objectives in different methaasf in literature.

Method Optimization Criteria

DPM&DVS[23] Mono-objective Energy
DynamicAssgn[10] | Multi-objective(Lex.)|Energy and completion time
ECS[15] Multi-objective(Agg.)Energy and completion time

ECTC and MaxUtil[14] Mono-objective Energy
Jitter[6] Multi-objective(Lex.)[Energy and completion time
MMF-DVFS[21] Multi-objective(Lex.)[Energy and completion time

MO[1] Multi-objective(Lex.) Energy and QoS

PSAGA/PGA[16] Mono-objective Energy

TDVAS[22] Multi-objective(Lex.)[Energy and completion time

Table2 Examples of the optimized objectives in different methods

As shown in Fig. 2, it is possible to identify three main catégs according
to the multi-objective approach chosen: Aggregationdegraphic and Pareto ap-
proaches.
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| Optimization approaches

P

mono-objective multi-objective

y

Aggregation Lexicographic Pareto

Fig. 2 Classification according to the optimization approaches

3.1 Aggregation approach

The aggregation (or weighted) method is one of the first anst miged methods for
generation of Pareto optimal solutions. It consists in gisin aggregation function
to transform a multi-objective problem into a mono-objeefroblem by combining
the various objective functions into a single objectivediion generally in a linear
way. The obtained results in the resolution of the problepede strongly on the
parameters chosen for the weight vector.

In [15], the authors address the task scheduling probleneterédgeneous com-
puting systems (HCSs) and propose an energy-conscioudidaigeheuristic (ECS)
that takes into account the completion time and energy copsan. The heuristic
proposed in [15] tries to balance these two performancesgasahg a novel objec-
tive function called relative superiority (RS).

3.2 Lexicographic approach

In this traditional approach, the search is carried out aling to a given preference
order of the objectives. This order defines the significasegellof the objectives.
Then, a set of mono-objective problems are solved in a se¢iglemanner. If the
problem associated with the most significant objective fiemchas a unique so-
lution, the search provides the optimal solution and st@tkerwise, the problem
associated with the second most significant objective fands solved. The same
stopping criteria and process are iterated until the treatrof the last function.

In [21], the authors investigate the task scheduling pmbland propose a
heuristic called maximum minimum frequency DVFS (MMF-DV)F$he proposed
method operates in two stages. The goal of the first stagéimgta schedule of tasks
that minimizes the makespan. The second stage tries to fndght setting of the
processor to minimize energy consumption without chantfiegmakespan of the
schedule provided by the first stage.
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3.3 Pareto approach

The Pareto approaches use the concept of dominance in thesfaissignment, con-
trary to the other approaches that use a scalarizationi@umot treat the various
objectives separately. The main advantage of the Paretoagies is that they do
not need the transformation of the multi-objective probiei a mono-objective
problem. In a single run, they are able to generate a divetsef $areto solutions
in the concave portions of the convex hull of feasible oliectpace.

For example, [18] and [24] are one of the methods that use etd®approach.
In [18], the authors propose a multi-objective fuzzy gematgorithm to optimize
the energy saving scheduling tasks on heterogeneous cHippracessor (CMP)
system. In this algorithm, the Pareto set includes chromesowith the shortest
task execution time and the lowest system energy. In [24] althors study the
inter-relationships between energy consumption, resoutiization, and processor
utilization.

4 System levels

To reduce energy consumption, various issues such as cesmanagement in both
software and hardware must be addressed. The system levéidrdware or soft-
ware) used by a method is another criterion on which methadsbe classified.

Software approaches are mainly based on virtualizatioagk ¢onsolidation. Vir-

tualization consists to run on a single computer multiplerafing systems as if
they are running on separate computers. Hardware appr®askahe opportunity
offered by manufacturers in modern processors to adjustdhi@ge and frequency.
This adjustment can vary the processor performance andttheisergy cost.

System levels

& \
Software Hardware (DVFS)
Virtualization Consolidation Static Dynamic

Fig. 3 Classification according to the system levels
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4.1 Hardware level

Dynamic voltage frequency scaling (DVS) is a powerful maragnt technique in
computer architecture. This technique enables processalgnamically increase
or decrease voltage supply levels (VSLs). DVS to decrealtagemis known as
under-volting, and DVS to increase voltage is known as eedting. Under-volting
is done in order to conserve power, and over-volting is donerder to increase
computer performance. Dynamic frequency scaling (DF Shagteer powerful con-
servation technique that works on the same principles as. DYi8 technique re-
duces the number of instructions a processor can issue wea gmount of time,
thus reducing performance. Voltage and frequency scalieg@tien used together
to save power. When used in this way it is commonly known asadya voltage
and frequency scaling (DVFS). Many methods, such as [5, 611,015, 16, 18, 21,
22, 23, 26], try to exploit this technique to reduce energystonption.

In [6], the authors present a system called Jitter, whicliced the frequency on
nodes that are assigned less computation and thereforeslaaketime. This saves
energy on these nodes, and the goal of Jitter is to attempistare that they arrive
just in time so that they avoid increasing overall executiore.

[22] proposes an energy-efficient scheduling algorithm\(AB) using the dy-
namic voltage scaling technique to provide significant gneavings for clusters.
The TDVAS algorithm aims at judiciously leveraging procasslle times to lower
processor voltages (i.e., the dynamic voltage scalingnigcie or DVS), thereby
reducing energy consumption experienced by parallel egidins running on clus-
ters. Reducing processor voltages, however, can ineyiteédl to increased execu-
tion times of parallel task. The salient feature of the TDV@§orithm is to tackle
this problem by exploiting tasks precedence constraints.

In [11], the authors proposed a new algorithm that reducesggrconsumption
in a parallel program executed on a power-scalable clusiaglDVFS. Whenever
the computational load is not balanced, parallel programsenter slack time, that
is, they must wait for synchronization of the tasks. Thisoaltpm reclaims slack
time by changing the voltage and frequency, which allowsducgon in energy
consumption without impacting on the performance of theypam.

[10] also presents a novel dynamic algorithm for remappasks for energy
efficient scheduling of DAG based applications for DVS erdldystems.

There are a lot of work on task scheduling problem using theadyic voltage
and frequency scaling technique in heterogeneous congpaitid real-time embed-
ded systems. As previously mentioned, the main idea of thdads proposed in
the literature is to change the voltage level to reduce gneosgsumption. These
voltage level changes are made by taking into account tinmfagmation of pro-
cessors, such as idle or slack time, and timing informatibtasks, such as task
deadline, task release time and task execution time. Aguptd the availability of
timing information of tasks, it is possible to distinguistot categories of methods
to solve an energy-aware task scheduling problem: Statieciding and dynamic
scheduling.
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In static scheduling [5, 18, 21, 22, 26], timing informatiohtasks and timing
information of processors are available in compile timeobefthe deployment of
tasks. This static scheduling involves most of the largdescomputational prob-
lems such as object recognition in machine vision appbecatichemistry and bioin-
formatics. Having this information allows static schedsl® be developed by max-
imizing processor utilization with meeting all timing infoation of tasks.

In dynamic scheduling [6, 10, 11, 15, 16, 23], also calledrenbr real-time
scheduling, the deadlines of tasks are available in contipile but their release
and execution times should be estimated during run times dymamic scheduling
not only involves dynamic large-scale approximation antinogation such as in
weather forecasting and search algorithms but also is usewbst of power-aware
devices like laptops, wireless sensors and cell phones.

4.2 Software level

In software level, two main techniques are used to reduceggrensumption: Vir-
tualization and task consolidation. Operating systenelleirtualization is a server
method where the operating system allows for multiple iselauser-space in-
stances. Virtualization can be seen as splitting an unitgrlyardware entity into
smaller identical virtual entities running isolated froacé other. Virtualization al-
lows to reduce energy consumption

In [8], an architecture for virtualizing and sharing hardeveesources in future
home environments is presented. The architecture aimsliatngt existing home
resources in such a way that the consumed energy is miniraizédhe energy is
efficiently used. A fully decentralized management systemroposed, intercon-
necting possibly thousands of homes in a peer-to-peer likaner. Energy opti-
mization is done in a decentralized way by converging to dalenergy optimum
based on energy and performance metrics that have beendidfihénvestigates
the energy consumption in office environments and discussepotential of en-
ergy savings. An energy-efficient office management appr@suggested, based
on resource virtualization, power management, and resairaring.

Like virtualization, task consolidation is an effectivetimed to increase resource
utilization and in turn reduces energy consumption. Thie ¢assolidation problem
is the process of assigning a $¢bf n tasks (service requests or simply services)
to a setR of r resources without violating time constraints. This teqei aims
to maximize resource utilization by minimizing energy comption. Indeed, a re-
source allocation strategy that takes into account resautiization would lead to
better energy efficiency.

[24] exposes some of the complexities in performing codstion for power
optimization, and proposes some research directions teeasldhe challenges in-
volved. In [14], the authors present two energy-consciasis tonsolidation heuris-
tics. These two heuristics aim to maximize resource utiimeand explicitly take
into account both active and idle energy consumption. Thegsed heuristics as-
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sign each task to the resource on which the energy consumipti@xecuting the
task is explicitly or implicitly minimized without the pesfmance degradation of
that task.

5 System types

As shown in Fig. 4, two types of systems can be identified: Edbd systems
and computing systems. The issue of reducing energy cortgmipterests these
two types of systems for different reasons. In embedde@®systthe main goal
of reducing energy consumption is to increase the autondnagvices, while in
computing systems, the main goal is to reduce the energy cost

System types

N

Embedded systems| [Computing systems|

- N

& >

Cloud computing Cluster computing | | High performance computing

Fig. 4 Classification according to the system types

5.1 Embedded systems

An embedded system can be defined as an electronic and audoagystem which
is dedicated to a specific task. The resources of an embegdezhrsare limited.
This limitation is usually spatial (limited size) and engfgonsumption restricted).
Many of today’s embedded systems, such as wireless andjmdevices rely heav-
ily on the limited power supply. Therefore, energy efficigbecomes one of the ma-
jor design concerns for embedded systems. Many methodsasué, 16, 23, 26],
are developed to reduce the energy consumption of embegigisss.

In [5], some scheduling heuristics are presented thathéterthe best trade-off
between three techniques: DVS, processor shutdown, anddittte optimal num-
ber of processors. Indeed, when peak performance is ursageBVS can be used
to reduce the dynamic power consumption of embedded modtgssors. However,
static power consumption is expected to increase signtficarhen it will be more
effective to limit the number of employed processors, ardausombination of DVS
and processor shutdown.
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[23] presents an optimal approach based on the time-indemédMaxkov deci-
sion processes (TISMDP) for optimizing power managemelitips of embedded
systems.

In [16], the authors developed a genetic algorithm for theS3¢heduling prob-
lem. They also describe a Parallel genetic algorithm forifigdbetter schedules
with less time by parallelizing the genetic algorithm. A higlparallel algorithm is
also developed to further improve the search ability of iergenetic algorithm by
combining the parallel genetic algorithm with the techm@d simulated annealing.

5.2 Computing systems

Demand for cloud computing, high performance computingstelr computing, etc.
is growing. The industry is responding to the demand by maoreegpful systems,
and consequently, creating highly energy-intensive pctdd’he energy consump-
tion of these systems is associated with various envirotahesystem performance
and monetary issues.

Scheduling parallel applications on computing systenpe@ally on large-scale
computing systems, is challenging due to high energy coptiomand significant
communication latencies. Therefore, conserving energgwmption and reducing
schedule lengths are two important concerns in the desigoafomical and envi-
ronmentally friendly systems. It is only recently that muttention has been paid
to energy consumption in scheduling. [10] and [21] addrélsseask scheduling
problem on distributed computing systems. [15] and [18¢stigate the same prob-
lem on respectively heterogeneous computing systems amchehii-processor sys-
tems. With the chip multi-processor being more and more sypdead used in the
laptop, desktop and data center area, the power-perfoersimeduling issues are
becoming challenges. In [22], the authors address the stihggarallel applica-
tions on large scale clusters. In the past decade clusteputimg platforms have
been widely applied to support a variety of scientific apdiiens. [17] proposes
an energy efficient algorithm to schedule real-time taskbk @ata access require-
ments on grids. Taking into account both data locations apiiGation properties,
the authors design a distributed energy-efficient schedlét aims to seamlessly
integrate the process of scheduling tasks with data placeste@tegies to provide
energy savings.

Consolidation of applications in cloud computing envir@mts presents an im-
portant approach to streamline resource usage and impnevgyeefficiency. Based
on the fact that resource utilization directly relates tergy consumption, the au-
thors in [14] have modeled their relationship and develdpexenergy-conscious
task consolidation heuristics. [24] outlines the chalkesgn finding effective solu-
tions to the consolidation problem on cloud computing systen [8], an architec-
ture for sharing computing resources among home envirotaiem peer-to-peer
manner is proposed in order to improve the energy efficig2€y.explores how to
integrate power management mechanisms and policies véthittualization tech-
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nologies being actively deployed in large-scale datacsmbeaddress costs and lim-
itations in cooling or power delivery.

6 Problem modeling

In this section, we describe the system, application, gnang scheduling models
used in our study.

6.1 System model

The target system used in this work consists of @set p heterogeneous proces-
sors/machines that are fully interconnected. Each procggs: P is DVS-enabled;
in other words, it can operate with different VSLs (i.e.feliént clock frequencies).
For each processqu; € P, a setVj of v VSLs is random and uniformly distributed
among three different sets of VSLs (Table 3). Since clocfdency transition over-
heads take a negligible amount of time (e.g&0L50us[9], [19]), these overheads
are not considered in our study. The inter-processor congations are assumed to
perform with the same speed on all links without contentidiris also assumed that
a message can be transmitted from one processor to anothleranthsk is being
executed on the recipient processor which is possible inyragstems.

Pair 1 Pair 2 Pair 3
Level| Voltage| Relative| Voltage| Relative| Voltage| Relative
(V) speed | (W) speed | (W) speed
(%) (%) (%)

0 15 100 2.2 100 1.75 100
1 14 90 1.9 85 14 80
2 13 80 1.6 65 12 60
3 12 70 1.3 50 0.9 40
4 11 60 1.0 35

5 1.0 50

6 0.9 40

Table 3 Voltage-relative speed pairs
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6.2 Application model

Parallel programs can be generally represented by a directieclic graph (DAG).
A DAG, G = (N,E), consists of a sé¥l of n nodes and a sé& of e edges. A DAG
is also called a task graph or macro-dataflow graph. In gérieeanodes represent
tasks partitioned from an application; the edges reprgs@tedence constraints.
An edge(i, j) € E between task; and taskn; also represents inter-task communi-
cation. A task with no predecessors is called an entry tagk,, whereas an exit
task, nexit, IS one that does not have any successors. Among the predexzes a
taskn;, the predecessor which completes the communication atthstltime is
called the most influential parent (MIP) of the task denotellIEP (n;). The longest
path of a task graph is the critical path.

The weight on a task; denoted awy; represents the computation cost of the task.
In addition, the computation cost of the task on a procepgpois denoted ag; j
and its average computation cost is denotedias

The weight on an edge, denoted@s$ represents the communication cost be-
tween two tasksp; andn;. However, a communication cost is only required when
two tasks are assigned to different processors. In othedsydine communication
cost when tasks are assigned to the same processor is zetauarwhn be ignored.

The earliest start time of, and the earliest finish time ofskh; on a processor
p; is defined as

0 TNy = Nener
EST(n;, pj) = { EFT(MIP(n), pe) + Cuip(ny)i :)trr:erwri]sety 1)
EFT(ni,pj):EST(ni,pj)+Wi,j (2)

Note that the actual start and finish times of a tasén a processaop;, denoted as
AST(n;, pj) andAFT(n;, pj) can be different from its earliest start and finish times,
EST(ni, pj) andEFT(n;, p;), if the actual finish time of another task scheduled on
the same processor is later tHaBT(n;, pj).

Fig. 5 A simple task graph
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In the case of adopting task insertion the task can be scheédulhe idle time
slot between two consecutive tasks already assigned tartivessor as long as no
violation of precedence constraints is made. This insegaheme would contribute
in particular to increasing processor utilization for a enomication intensive task
graph with fine-grain tasks.

A simple task graph is shown in Fig. 5 with its details in Tadbkend Table 5. The
values presented in Table 5 are computed using two frequeseld task prioritiza-
tion methods, t-level and b-level. Note that, both compaiteand communication
costs are averaged over all nodes and links. The t-level a$lais defined as the
summation of the computation and communication costs alloadongest path of
the node from the entry task in the task graph. The task itselkcluded from the
computation. In contrast, the b-level of a task is computeddding the computa-
tion and communication costs along the longest path of tslefram the exit task
in the task graph (including the task). The b-level is usetthis study.

The communication to computation ratio (CCR) is a measuat ithdicates
whether a task graph is communication intensive, comprtatitensive or mod-
erate. For a given task graph, it is computed by the averagentmication cost
divided by the average computation cost on a target system.

Iy
2]

Po| P1|P2
11{13( 9
10|15|11
9112|14
11|16|10
15(11{19
121915
10{14{13
11)15|10

~No o~ WNEO

Table4 Computation cost with VSL 0

TasK b-levellt-level
101.33 0.00
66.67|22.00
63.33(28.00
73.00( 25.00
79.33(22.00
41.67(56.33
37.33(64.00
12.00/89.33

~NOoO O~ WNPFE O

Table5 Task Priorities
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6.3 Energy model

Our energy model is derived from the power consumption mimdsdmplementary
metal-oxide semiconductor (CMOS) logic circuits. The powensumption of a
CMOS-based microprocessor is defined to be the summatioapzfcitive, short-
circuit and leakage power. The capacitive power (dynamiggoadissipation) is
the most significant factor of the power consumption. Theacdpe power P) is
defined as

P. = ACV?f (3)

whereA is the number of switches per clock cydejs the total capacitance load,
V is the supply voltage, antl is the frequency. Equation (3) clearly indicates that
the supply voltage is the dominant factor; therefore, ithuntion would be most
influential to lower power consumption. The energy consuompdf the execution
of a precedence-constrained parallel application usdugrstudy is defined as

n n
E=SACVfwW =S aV2w (4)
i;) 1 | i; | |

whereV, is the supply voltage of the processor on which task executed, ands’
is the computation cost of task (the amount of time taken far’s execution) on
the scheduled processor.

6.4 Scheduling model

The task scheduling problem in this study is the processlo€aing a setN of

n tasks to a seP of p processors (without violating precedence constrainis) th
minimizes makespan with energy consumption as low as pes3ibe makespan is
defined asM = max AFT (neit) } after the scheduling af tasks in a task grapG

is completed. Although the minimization of makespan is @iutasks of a DAG in
our study are not associated with deadlines as in real-tysteis.

7 A paralld evolutionary algorithm

In this section, our new parallel bi-objective hybrid apgeb is presented.

7.1 Hybrid approach

In our approach illustrated in Fig. 6, a solution (chromosdis composed of a
sequence dfl genes. Thé&" gene of a solution s is denoted Each gene is defined
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by atask, a processor and a voltage. These three pasjtaud denoted respectively
t(sj), p(sj) andv(sj). This means that the tasks;) is assigned to the processor
p(sj) with the voltagev(s;).

GA

Solution
Gene

Partial

t(s1) ||ts2) | solution 757’“7)
22 || 22 " 777

777 777 777

=3

ECS

Complete!
t(s,) | |t(s,) 5 t(s )
p(sn) | [pe2 ) |501UEON Tpisy)
v(sy) | fv(s2) V(sN)

Fig. 6 Our hybrid GA (GA and ECS)

The new approach we propose is based on ECS which is not agiigmsbased
heuristic. ECS tries to construct in a greedy way one salutising three compo-
nents.

e Afirst component to build the task parts of each gene of thetisol.

e A second component to build the processor and voltage pattiese genes.

e And a third component to calculate the fitness of a solutioteims of energy
consumption and makespan.

Unlike ECS, our approach provides a set of Pareto solutibhs approach is a
hybrid between a multi-objective GA and the second compboEBECS. The role
of the GA is to provide good task scheduling. In other worlis, GA builds task
partst(sy), t(s), ..., t(sn) of a solutions. Therefore, the mutation and crossover
operators of the GA affect only the task part of the genes difi salution.

The second component of ECS is called whenever a solutiondsfied by these
two operators. The first role of this component s to correetask order to take into
accountthe precedence constraints in the task graph. ib@omponent completes
the processor and voltage parts of the genes of the partigists provided by these
operators. In other words, ECS builds the remaining gaigs), p(s2), ..., p(sn) and
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v(s1), V(2), ..., V(sn) of the partial solutions provided by the mutation and cresso
operators of the GA.

The evaluation (fitness) operator of the GA is called oncedablk, processor and
voltage parts of each gene of the solution are known. Theafdleis operator is to
calculate the energy consumption and the makespan of elttoao

The mutation operator is based on the first component of EGB.first com-
ponent returns all tasks scheduled according to their éHlealues. The princi-
ple of our mutation operator is also based on the schedulirngsiks according
to their b-level values. The b-level concept is explainedsaction 6. It should
be noted that one can choose the t-level values instead sé thibb-level. First,
the operator chooses randomly two integeesd j such that I<i < j < n and
b—levelt(s)) < b—levelt(sj)). Then, the operator swaps the two taslss) and
t(sj) (see Fig. 7).

b-level( E)<h-level( .)
BEORAaOnE
A A

i j

CEELL L

New solution

Fig. 7 The mutation operator

As illustrated in Fig. 8, the crossover operator uses twatgnissl ands2 to
generate two new solutiorssl ands'2. To generatg'1, the operator:

e considersl as the first parent are® as the second parent.

e randomly selects two integeraind j such that I<i < j <N.

e copies ing'1 all tasks ofsl located beforé or after j. These tasks are copied
according to their positions(y = sl if k <iork > j).

e copiesin a solutios all tasks ofs2 that are not yet ig'1. Thus, the new solution
scontains(j —i+ 1) tasks. The first task is at position 1 and the last task at the
position(j —i+1).

o and finally, copies all the tasks eto the positions o1 located betweenand
jk=scipaforalli <k <j).

The solutions'2 is generated with the same method by considesihgs the first
parent andl as the second parent.

The other elements of the GA in the new approach are convaitimdeed, our
GA randomly generates the initial population. Its selettiperator is based on a
tournament strategy. The algorithm stops when no new bagi@ois found after
a fixed number of generations.
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Parents
sif2fsfolife]ssfa]7]

s2|6]8]2]7]alo]1]s5]3]

st|2|5]9|1]|6|3|8|4]|7
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A

[N

(_‘_.

i
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si]2]s5]9] [8]4]7]
52.8|2|7|4|9.5|3|

DN
S

stf2]s]o]ef1]s]s]a]7]

s2[6]sf2]o]1]a]7]s5]3]

New solutions

Fig. 8 The crossover operator

7.2 Insular approach

The island model [3] is inspired by behaviors observed inet@ogical niches. In
this model, several evolutionary algorithms are deployeeivblve simultaneously
various populations of solutions, often called islandssAswn in Fig. 9, the GAs
of our hybrid approach asynchronously exchange solutibis. exchange aims at
delaying the convergence of the evolutionary process aedftore more zones in
the solution space. For each island, a migration operatemianes at the end of each
generation. Its role consists to decide the appropriageofesperating a migration,
to select the population sender of immigrants or the receiemigrants, to choose
the emigrating solutions, and to integrate the immigramison

7.3 Multi-start approach

Compared to the GA, ECS is more costly in CPU time. The diffeesaluations of
ECS are independent of each other. Therefore, their peeakbeution can make the
approach faster. The objective of the hybrid approach isnforove the quality of
solutions. The island approach also aims to obtain solstafrbetter quality. The
goal of the parallel multi-start approach is to reduce thecakion time. As shown
in Fig. 10, our parallelization is based on the deploymenthefapproach using
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Fig. 9 The cooperative island approach

the farmer-worker paradigm. The GA processes are farmer&&% processes are
workers.

Fig. 10 lllustration of the multi-start approach

8 Experiments and results

This section presents the results obtained from our cortipaexperimental study.
The experiments aim to demonstrate and evaluate the cotidrikof the hybridiza-
tion, the insular approach and the multi-start approache@s/ely compared to
ECS, the hybrid approach and the insular approach.



Parallel Evolutionary Algorithms for Energy Aware Schedgl 19

8.1 Experimental settings

The performance of our approach was thoroughly evaluatéu thé Fast Fourier
Transformation [4] task graph which is a real-world apgima. A large number of

variations were made on this task graph for more compreleegperiments. Var-
ious different characteristics of processors were alsdieghprable 6 summarizes
the parameters used in our experiments.

Parameter Value
The number of tasks |~20 ~40~60 ~80~120
The number of processqrs 0204 08 16 32 64
Processor heterogeneity 100 200 random
CCR 0.10.21.05.010.0

Table 6 Experimental parameters

The new approach is experimented on about 10,000 instaistebuted equi-
tably according to the number of tasks, the number of praresshe processor
heterogeneity and the CCR/A of instances have a number of tasks equal 20,
1/5 of instances have a number of tasks equal4®,..., /6 of instances have a
number of processors equal to 2, etc.).

Experiments have been performed on a grid of three clugtertal of 714 cores
are used. The first two clusters are located at the Univeo$ilyions in Belgium,
while the third cluster is at Université de Lillel in France

8.2 Hybrid approach

The hybrid approach is experimented on all instances oféeTeébEach instance is
solved twice. The first resolution is done with ECS, and tlemsd resolution with
the new approach. These experiments are launched by a soripte of the cores
of our grid according to their availability.

Experiments show that our approach improves on averagesthdts obtained
by ECS. Indeed, the energy consumption is reducedind0% and the makespan
reduced by 0fl2.05%. In addition, our experiments show clearly that the more
processors there are, the more the new approach improvessilies of ECS.

8.3 Insular approach

The objective of the following experiments is to show that island approach im-
proves the quality of the solutions provided by the hybrigraach. This insular
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approach is useful when solving large instances. Thergfoeeexperiments, pre-
sented in this section, focus only on the large instancesabfel6. The instances
used are those with the number of tasks is 120, the numbepoépsors is 64, the
value of CCR is 10, and the heterogeneity of processors igZDhstances). Each
instance is solved using 1, 5, 10, 30 or 50 islands. An inaparoach with 1 island
is equivalent to the hybrid approach.

Fig. 11 illustrates the S-metric average values obtainel different numbers
of islands. These values are normalized with the average\@itained by the ex-
periments using 1 island. The S-metric measures the hygame defined by a
reference point and a Pareto front. It allows to evaluateytradity of a Pareto front
provided by an algorithm.

Experiments show that whatever the number of used islardaslar approach
improves the Pareto front obtained with the hybrid approashshown in Fig. 11,
the use of 50 islands, instead of 1 island (i.e. the hybrid@ggh), improves the
S-metric of the obtained Pareto front B§%. In Fig. 11, the more the number of
islands is used, the better the results will be.

1.3

S-metric ——

1.25¢

1.15¢

S-metric

11r

1.05F

1 1 1 1 1 1 1 1 1 1
0 5 10 15 20 25 30 35 40 45 50

No. of islands

Fig. 11 S-metric value according to the number of islands

8.4 Multi-start approach

This section presents the experiments done to assess tlity gfi@ur multi-start

approach. The parameters of the instances used in our mgres are: The CCR is
0.1, 0.5, 1.0, 5.0 or 10.0, the number of processors is 8,13@4 0and the hetero-
geneity of processors is 100, 200 or random. The populafitineocGA contains 20
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chromosomes. Therefore, 21 computing cores are used te sabh instance (20
cores to run the ECSs and 1 core to run the GA). In our case,@ariexent can not
have a speedup greater than 21.

The average speedup obtained is 13.06. Our experimentstiabihe speedup
increases proportionally to the number of processors orclwttie precedence-
constrained parallel application is run, and the CCR andh#terogeneity of pro-
cessors do not impact significantly the quality of the acedien of our approach.

9 Conclusions

In this chapter, we presented a classification of differegthrods used in literature
to reduce energy consumption. Our classification is maderdog to three criteria.
These criteria are the optimization method used to minirtizeconsumed energy
(i.e. mono-objective or multi-objective optimizationhet level of the system on
which an approach is based (i.e. hardware or software |ewsd)the type of system
to which the approach is intended to be used (i.e. computiegibedded systems).
As a use case and to give an example of a method, we presergedoarallel bi-
objective hybrid genetic algorithm to minimize energy aamgtion and makespan.
The energy saving of our approach exploits the dynamic geltscaling (DVS).
According to our classification, the new method can be camsidias an optimizing
multi-objective method with a Pareto approach. It uses thelare part of the
system in a dynamic way. Our method is intended to be usedpating systems.
Our new approach has been evaluated with the Fast Fouriesforanation task
graph which is a real-world application. Experiments shbat tour bi-objective
meta-heuristic improves on average the results obtainéukititerature (see [25],
[2] and [7]) particularly in energy saving. Indeed, the gyyaronsumption is reduced
by 47.5% and the completion time 2% . The experiments of the insular approach
also show that the more the number of islands is used, thertibé results will be.
The use of 50 islands, instead of 1 island (i.e. the hybrid@ggh), improves the
S-metric of the obtained Pareto front §% . Furthermore, the multi-start approach
is on averagé3 times faster than the island approach using 21 cores.
Therefore, one of the main perspectives of the work predantthis chapter is
to determine the solving approach to choose among ECS, tivedhgpproach, and
the insular approach, according to the precedence-camestiparallel application at
hand. If the insular approach is chosen, the major issuedstermine the best num-
ber of islands to be used. This future work aims to minimizettiial amount of con-
sumed energy by the chosen solving approach and by the groedonstrained
parallel application to be solved. It is clear, for examihat the insular approach
is interesting for the large and resource consuming premedeonstrained parallel
applications and the applications intended to be execatestal times.
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