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Deterministic gathering of anonymous agents
in arbitrary networks

Yoann Dieudonné∗ Andrzej Pelc†

Abstract

A team consisting of an unknown number of mobile agents, starting from different nodes of an
unknown network, possibly at different times, have to meet at the same node. Agents are anonymous
(identical), execute the same deterministic algorithm andmove in synchronous rounds along links of the
network. An initial configuration of agents is calledgatherableif there exists a deterministic algorithm
(even dedicated to this particular configuration) that achieves meeting of all agents in one node. Which
configurations are gatherable and how to gather all of them deterministically by the same algorithm?

We give a complete solution of this gathering problem in arbitrary networks. We characterize all
gatherable configurations and give twouniversaldeterministic gathering algorithms, i.e., algorithms that
gather all gatherable configurations. The first algorithm works under the assumption that an upper bound
n on the size of the network is known. In this case our algorithmguaranteesgathering with detection,
i.e., the existence of a round for any gatherable configuration, such that all agents are at the same node
and all declare that gathering is accomplished. If no upper bound on the size of the network is known,
we show that a universal algorithm for gathering with detection does not exist. Hence, for this harder
scenario, we construct a second universal gathering algorithm, which guarantees that, for any gatherable
configuration, all agents eventually get to one node and stop, although they cannot tell if gathering is
over. The time of the first algorithm is polynomial in the upper boundn on the size of the network, and
the time of the second algorithm is polynomial in the (unknown) size itself.

Our results have an important consequence for the leader election problem for anonymous agents in
arbitrary graphs. Leader election is a fundamental symmetry breaking problem in distributed computing.
Its goal is to assign, in some common round, value 1 (leader) to one of the entities and value 0 (non-
leader) to all others. For anonymous agents in graphs, leader election turns out to be equivalent to
gathering with detection. Hence, as a by-product, we obtaina complete solution of the leader election
problem for anonymous agents in arbitrary graphs.
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1 Introduction

The background. A team of at least two mobile agents, starting from differentnodes of a network, possibly
at different times, have to meet at the same node. This basic task, known asgatheringor rendezvous, has
been thoroughly studied in the literature. This task has even applications in everyday life, e.g., when agents
are people that have to meet in a city whose streets form a network. In computer science, mobile agents
usually represent software agents in computer networks, ormobile robots, if the network is a labyrinth. The
reason to meet may be to exchange data previously collected by the agents, or to coordinate some future
task, such as network maintenance or finding a map of the network.
The model and the problem. The network is modeled as an undirected connected graph, referred to
hereafter as a graph. We seek gathering algorithms that do not rely on the knowledge of node labels, and
can work in anonymous graphs as well (cf. [4]). The importance of designing such algorithms is motivated
by the fact that, even when nodes are equipped with distinct labels, agents may be unable to perceive them
because of limited sensory capabilities, or nodes may refuse to reveal their labels, e.g., due to security or
privacy reasons. Note that if nodes had distinct labels, then agents might explore the graph and meet in
the smallest node, hence gathering would reduce to exploration. On the other hand, we assume that edges
incident to a nodev have distinct labels in{0, . . . , d− 1}, whered is the degree ofv. Thus every undirected
edge{u, v} has two labels, which are called itsport numbersat u and atv. Port numbering islocal, i.e.,
there is no relation between port numbers atu and atv. Note that in the absence of port numbers, edges
incident to a node would be undistinguishable for agents andthus gathering would be often impossible, as
the adversary could prevent an agent from taking some edge incident to the current node.

There are at least two agents that start from different nodesof the graph and traverse its edges in
synchronous rounds. They cannot mark visited nodes or traversed edges in any way. The adversary wakes
up some of the agents at possibly different times. A dormant agent, not woken up by the adversary, is woken
up by the first agent that visits its starting node, if such an agent exists. Agents are anonymous (identical) and
they execute the same deterministic algorithm. Every agentstarts executing the algorithm in the round of its
wake-up. Agents do not know the topology of the graph or the size of the team. We consider two scenarios:
one when agents know an upper bound on the size of the graph andanother when no bound is known. In
every round an agent may perform some local computations andmove to an adjacent node by a chosen port,
or stay at the current node. When an agent enters a node, it learns its degree and the port of entry. When
several agents are at the same node in the same round, they canexchange all information they currently
have. However, agents that cross each other on an edge, traversing it simultaneously in different directions,
do not notice this fact. We assume that the memory of the agents is unlimited: from the computational point
of view they are modeled as Turing machines.

An initial configuration of agents, i.e., their placement atsome nodes of the graph, is calledgatherable
if there exists a deterministic algorithm (even only dedicated to this particular configuration) that achieves
meeting of all agents in one node, regardless of the times at which some of the agents are woken up by the
adversary. In this paper we study the following gathering problem:

Which initial configurations are gatherable and how to gather all of them deterministically by
the same algorithm?

In other words, we want to decide which initial configurations are possible to gather, even by an algorithm
specifically designed for this particular configuration, and we want to find auniversalgathering algorithm
that gathers all such configurations. We are interested onlyin terminatingalgorithms, in which every agent
eventually stops forever.
Our results. We give a complete solution of the gathering problem in arbitrary networks. We characterize
all gatherable configurations and give twouniversaldeterministic gathering algorithms, i.e., algorithms that
gather all gatherable configurations. The first algorithm works under the assumption that an upper bound
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n on the size of the network is known. In this case our algorithmguaranteesgathering with detection, i.e.,
the existence of a round for any gatherable configuration, such that all agents are at the same node and all
declare that gathering is accomplished. If no upper bound onthe size of the network is known, we show
that a universal algorithm for gathering with detection does not exist. Hence, for this harder scenario, we
construct a second universal gathering algorithm, which guarantees that, for any gatherable configuration,
all agents eventually get to one node and stop, although theycannot tell if gathering is over. The time of the
first algorithm is polynomial in the upper boundn on the size of the network, and the time of the second
algorithm is polynomial in the (unknown) size itself.

While gathering two anonymous agents is a relatively easy task (cf. [15]), our problem of gathering an
unknown team of anonymous agents presents the following major difficulty. The asymmetry of the initial
configuration because of which gathering is feasible, may becaused not only by non-similar locations of the
agents in the graph, but by their different situationwith respect to other agents. Hence a new algorithmic
idea is needed in order to gather: agents that were initiallyidentical, must make decisions based on the
memories of other agents met to date, in order to distinguishtheir future behavior. In the beginning the
memory of each agent is a blank slate and in the execution of the algorithm it records what the agent has
seen in previous steps of the navigation and what it heard from other agents during meetings. Even a slight
asymmetry occurring in a remote part of the graph must eventually influence the behavior of initially distant
agents. Notice that agents in different initial situationsmay be unaware of this difference in early meetings,
as the difference may be revealed only later on, after meeting other agents. Hence, for example, an agent
may mistakenly ”think” that two different agents that it metin different stages of the algorithm execution,
are the same agent. Confusions due to this possibility are a significant challenge absent both in gathering
two (even anonymous) agents and in gathering many labeled agents.

Our results have an important consequence for the leader election problem for anonymous agents in ar-
bitrary graphs. Leader election [30] is a fundamental symmetry breaking problem in distributed computing.
Its goal is to assign, in some common round, value 1 (leader) to one of the entities and value 0 (non-leader)
to all others. For anonymous agents in graphs, leader election turns out to be equivalent to gathering with
detection (see Section 5). Hence, as a by-product, we obtaina complete solution of the leader election
problem for anonymous agents in arbitrary graphs.
Related work. Gathering has been mostly studied for two mobile agents and in this case it is usually
called rendezvous. An extensive survey of randomized rendezvous in various scenarios can be found in [4],
cf. also [2, 3, 6, 25]. Deterministic rendezvous in networkshas been surveyed in [31]. Several authors
considered the geometric scenario (rendezvous in an interval of the real line, see, e.g., [10, 24], or in the
plane, see, e.g., [7, 8]). Gathering more than two agents hasbeen studied, e.g., in [25, 29]. In [35] the
authors considered rendezvous of many agents with unique labels, and gathering many labeled agents in the
presence of Byzantine agents was studied in [19]. The problem was also studied in the context of multiple
robot systems, cf. [13, 20], and fault tolerant gathering ofrobots in the plane was studied, e.g., in [1, 14].

For the deterministic setting a lot of effort has been dedicated to the study of the feasibility of ren-
dezvous, and to the time required to achieve this task, when feasible. For instance, deterministic rendezvous
with agents equipped with tokens used to mark nodes was considered, e.g., in [28]. Deterministic ren-
dezvous of two agents that cannot mark nodes but have unique labels was discussed in [18, 26, 33]. These
papers are concerned with the time of rendezvous in arbitrary graphs. In [18] the authors show a rendezvous
algorithm polynomial in the size of the graph, in the length of the shorter label and in the delay between the
starting time of the agents. In [26, 33] rendezvous time is polynomial in the first two of these parameters
and independent of the delay.

Memory required by two anonymous agents to achieve deterministic rendezvous has been studied in
[21, 22] for trees and in [15] for general graphs. Memory needed for randomized rendezvous in the ring is
discussed, e.g., in [27].
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Apart from the synchronous model used, e.g., in [15, 18, 33, 35] and in this paper, several authors have
investigated asynchronous rendezvous in the plane [12, 20]and in network environments [9, 16, 17]. In the
latter scenario the agent chooses the edge which it decides to traverse but the adversary controls the speed
of the agent. Under this assumption rendezvous in a node cannot be guaranteed even in very simple graphs
and hence the rendezvous requirement is relaxed to permit the agents to meet inside an edge.

2 Preliminaries

Throughout the paper, the number of nodes of a graph is calledits size. In this section we recall four
procedures known from the literature, that will be used as building blocks in our algorithms. The aim of
the first two procedures is graph exploration, i.e., visiting all nodes of the graph (cf., e.g., [11, 32]). The
first of these procedures assumes an upper boundn on the size of the graph and the second one makes no
assumptions on the size but it is performed by an agent using afixed token placed at the starting node of
the agent. (It is well known that a terminating exploration even of an anonymous ring of unknown size by a
single agent without a token is impossible.) In our applications the roles of the token and of the exploring
agent will be played by agents or by groups of agents. The firstprocedure works in time polynomial in the
known upper boundn on the size of the graph and the second in time polynomial in the size of the graph.
Moreover, at the end of the second procedure the agent is withthe token and has a complete map of the
graph with all port numbers marked. We call the first procedure EXPLO(n) and the second procedure
EST , for exploration with a stationary token. We denote byT (EXPLO(n)) (respectivelyT (EST (n)))
the maximum time of execution of the procedureEXPLO(n) (respectively procedureEST ) in a graph of
size at mostn.

Before describing the third procedure we define the following notion from [34]. LetG be a graph and
v a node ofG, of degreek. The view from v is the infinite rooted treeV(v) with labeled ports, defined
recursively as follows.V(v) has the rootx0 corresponding tov. For every nodevi, i = 1, . . . , k, adjacent
to v, there is a neighborxi in V(v) such that the port number atv corresponding to edge{v, vi} is the same
as the port number atx0 corresponding to edge{x0, xi}, and the port number atvi corresponding to edge
{v, vi} is the same as the port number atxi corresponding to edge{x0, xi}. Nodexi, for i = 1, . . . , k, is
now the root of the view fromvi.

The third procedure, described in [15], permits a single anonymous agent starting at nodev to find a
positive integerS(v), called the signature of the agent, such thatV(v) = V(w) if and only if S(v) = S(w).
This procedure, calledSIGN(n) works for any graph of known upper boundn on its size and its running
time is polynomial inn. After the completion ofSIGN(n) the agent is back at its starting node. We denote
by T (SIGN(n)) the maximum time of execution of the procedureSIGN(n) in a graph of size at mostn.

Finally, the fourth procedure is for gathering two agents ina graph of unknown size. It is due to Ta-
Shma and Zwick [33] and relies on the fact that agents have distinct labels. (Using it as a building block in
our scenario of anonymous agents is one of the difficulties that we need to overcome.) Each agent knows
its own label (which is a parameter of the algorithm) but not the label of the other agent. We will call this
procedureTZ(ℓ), whereℓ is the label of the executing agent. In [33], the authors givea polynomialP in
two variables, increasing in each of the variables, such that, if there are agents with distinct labelsℓ1 and
ℓ2 operating in a graph of sizen, appearing at their starting positions in possibly different times, then they
will meet after at mostP (n, |ℓ|) rounds since the appearance of the later agent, whereℓ is the smaller label.
Also, if an agent with labelℓi performsTZ(ℓi) for P (n, |ℓi|) rounds and the other agent is inert during this
time, the meeting is guaranteed.

We will also use a notion similar to that of the view but reflecting the positions of agents in an initial
configuration. Consider a graphG and an initial configuration of agents in this graph. Letv be a node
occupied by an agent. Theenhanced viewfrom v is the couple(V(v), f), wheref is a binary valued
function defined on the set of nodes ofV(v) , such thatf(w) = 1 if there is an agent atw andf(w) = 0
otherwise. Thus the enhanced view of an agent additionally marks in its view the positions of other agents
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in the initial configuration.
An important notion used throughout the paper is thememoryof an agent. Intuitively, the memory of

an agent in a given round is the total information the agent collected since its wake-up, both by navigating
in the graph and by exchanging information with other agentsmet until this round. This is formalized as
follows. The memory of an agentA at the end of some round which is thet-th round since its wake-up, is the
sequence(M0,M1, . . . ,Mt), whereM0 is the information of the agent at its start andMi is the information
acquired in roundi. The termsMi are defined as follows. Suppose that in roundi the agentA met agents
A1, . . . , Ak at nodev of degreed. Suppose that agentA entered nodev in roundi leaving an adjacent node
w by portp and enteringv by portq. Suppose that agentAj entered nodev in roundi leaving an adjacent
nodewj by port pj and enteringv by port qj. If some agent did not move in roundi then the respective
ports are replaced by−1. The termMi for agentA, called itsi-th memory boxis defined as the sequence
(d, p, q, {(p1, q1, R1), . . . , (pk, qk, Rk)}), whereRj is the memory of the agentAj at the end of roundi−1.
This definition is recursive with respect to global time (unknown to agents), starting at the wake-up of the
earliest agent by the adversary. Note that if an agent is woken up by the adversary at a node of degreed and
no other agents are at this node at this time thenM0 = (d,−1,−1) for this agent (at its wake-up the agent
sees only the degree of its starting position). If an agent iswoken up by some other agents, it also learns their
memories to date. Note also that, since the memory of the agent is the total information it acquired to date,
any deterministic algorithm used by agents to navigate (including any deterministic gathering algorithm)
may be viewed as a function from the set of all memories into the set of integers greater or equal to−1
telling the agent to take a given portp (or stay idle, in which case the output is−1), if it has a given memory.
For a memoryM = (M0,M1, . . . ,Mt) and fork ≤ t we denotePrefk(M) = (M0,M1, . . . ,Mk).

Notice that if two agents meet, they must necessarily have different memories. Indeed, if they had
identical memories, then they would be woken up in the same round and they would traverse identical paths
to the meeting node. This contradicts the assumption that agents start at different nodes.

We will use the following order on the setM of all possible memories. Let< be any linear order on the
set of all memory boxes (one such simple order is to code all possible memory boxes as binary sequences
in some canonical way and use lexicographic order on binary sequences). Now the linear order≺ on the set
M of sequences of memory boxes is defined as the lexicographic order based on the order<. The order≺
has the property that if the memory of agentA is smaller than the memory of agentB in some round then
it will remain smaller in all subsequent rounds. WhenM1 ≺ M2, we say that memoryM2 is larger than
M1.

3 Known upper bound on the size of the graph

In this section we assume that an upper boundn on the size of the graph is known to all agents at the
beginning. The aim of this section is to characterize gatherable configurations and give auniversalgathering
algorithm that gatherswith detectionall gatherable configurations. The time of such an algorithmis the
number of rounds between the wake-up of the first agent and theround when all agents declare that gathering
is accomplished. Consider the following condition on an initial configuration in an arbitrary graph.

G: There exist agents with different views, and each agent has aunique enhanced view.

We will prove the following result.

Theorem 3.1 An initial configuration is gatherable if and only if it satisfies the conditionG. If an upper
boundn on the size of the graph is known then there exists an algorithm for gathering with detection all
gatherable configurations. This algorithm works in time polynomial inn.

In order to appreciate the full strength of Theorem 3.1 notice that it can be rephrased as follows. If an
initial configuration does not satisfy conditionG then there is no algorithm (even no algorithm dedicated

4



to this specific configuration, knowing it entirely) that permits to gather this configuration, even gather it
without detection: simply no algorithm can bring all agentssimultaneously to one node. On the other hand,
assuming an upper bound on the size of the graph, there is auniversalalgorithm that gatherswith detection
all initial configurations satisfying conditionG. Our algorithm works in time polynomial in any known
upper boundn on the size of the graph. Hence, if this upper bound is polynomial in the size of the graph,
the algorithm is polynomial in the size as well. In the next section we will show how the positive part of the
result changes when no upper bound on the size of the graph is known.

The rest of the section is devoted to the proof of Theorem 3.1.We start with the following lemma.

Lemma 3.1 If an initial configuration does not satisfy conditionG, then it is not gatherable.

Proof. Suppose that an initial configurationC does not satisfy conditionG and that agents execute the same
deterministic algorithm. First suppose that the configuration C does not satisfy the first part of conditionG,
i.e., that the views of all agents are identical. Suppose that the adversary wakes up all agents in the same
round. We show that no pair of agents can meet. Suppose, for contradiction, that agentsA1 andA2 are the
first to meet and that this occurs in roundt from the common start. Since the initial views of the agents are
identical and they execute the same deterministic algorithm, the sequences of port numbers encountered by
both agents are identical and hence they both enter the node at which they first meet by the same port. This
is a contradiction.

Now suppose that the configurationC does not satisfy the second part of conditionG, i.e., that there
exists an agent whose enhanced view is not unique. Consider distinct agentsA andA′ that have identical
enhanced views. LetB be any agent and suppose thatq is a sequence of port numbers that leads from
agentA to agentB in the enhanced view of agentA. (Notice that there may be many such sequences,
corresponding to different paths leading fromA to B.) Then there exists an agentB′ such thatq is a
sequence of port numbers that leads from agentA′ to agentB′ in the enhanced view of agentA′. Agent
B′ has the same enhanced view as agentB. Since agentsA andA′ were different, agentsB andB′ are
different as well. Hence for every agent there exists another agent whose enhanced view is identical. Call
such agentshomologs.

Suppose again that the adversary wakes up all agents in the same round. We will show that, although
now some meetings of agents are possible, homologs will never meet. Suppose that agentsA andA′ are
homologs. SinceA andA′ have the same enhanced view at the beginning, it follows by induction on the
round number that their memory will be identical in every round. Indeed, wheneverA meets an agentB
in some round, its homologA′ meets a homologB′ of B in the same round and hence the memories ofA

andA′ evolve identically. In particular, since all agents execute the same deterministic algorithm, agentsA

andA′ follow identical sequences of port numbers on their paths. As before, if they met for the first time at
some node, they would have to enter this node by the same port.This is a contradiction. �

The other (much more difficult) direction of the equivalencefrom Theorem 3.1 will be shown by con-
structing an algorithm which, executed by agents starting from any initial configuration satisfying condition
G, accomplishes gathering with detection of all agents. (Ouralgorithm uses the knowledge of an upper
boundn of the size of the graph: this is enough to prove the other direction of the equivalence, as for any
specific configuration satisfying conditionG even a gathering algorithm dedicated to this specific configura-
tion is enough to show that the configuration is gatherable, and such a dedicated algorithm knows the exact
size of the graph. Of course, our algorithm accomplishes much more: knowing just an upper bound on the
size of the graph it gathersall configurations satisfying conditionG and does thiswith detection.) We first
give a high-level idea of the algorithm, then describe it in detail and prove its correctness. From now on we
assume that the initial configuration satisfies conditionG.
Idea of the algorithm. At high level the algorithm works in two stages. The aim of thefirst stage for any
agent is to meet another agent, in order to perform later an exploration in which one of the agents will play
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the role of the token and the other the role of the explorer (roles will be decided comparing memories of
the agents). To this end the agent starts an exploration of the graph using the known upper boundn on its
size. The aim of this exploration is to wake up all, possibly still dormant agents. Afterwards, in order to
meet, agents use the procedureTZ mentioned in Section 2. However, this procedure requires a label for
each agent and our agents are anonymous. The only way to differentiate agents and give them labels is to
find their views: a view (truncated ton) from the initial position could serve as a label because thefirst part
of conditionG guarantees that there are at least two distinct views. However, finding the view of an agent
(truncated ton) would require exponential time. Hence we use procedureSIGN(n) mentioned in Section
2, which is polynomial inn and can still assign labels to agents, producing at least twodifferent labels.
Then, performing procedureTZ for a sufficiently long time guarantees a meeting for every agent.

In the second stage each explorer explores the graph using procedureEXPLO(n) and then backtracks
to its token left at the starting node of the exploration. After the backtrack, memories of the token and of
the explorer are updated to check for anomalies caused by other agents meeting in the meantime either the
token or the explorer. Note that, due to the fact that some agents may have identical memories at this stage
of the algorithm, an explorer may sometimes falsely consider another token as its own, due to their identical
memories. By contrast, an end of each backtrack is a time whenan explorer can be sure that it is on its token
and the token can be sure that its explorer is with it.

Explorers repeat these explorations with backtrack again and again, with the aim of creating meetings
with other agents and detecting anomalies. As a consequenceof these anomalies some agents merge with
others, mergers being decided on the basis of the memories ofthe agents. Each explorer eventually either
merges with some token or performs an exploration without anomalies. In the latter case it waits a prescribed
amount of time with its token: if no new agent comes during thewaiting time, the end of the gathering is
declared, otherwise another exploration is launched. It will be proved that eventually, due to the second part
of condition G, all agents merge with the same tokenB and then, after the last exploration made by the
explorerA of B and after undisturbed waiting time, the end of the gatheringis correctly declared.

We now give a detailed description of the algorithm.

Algorithm Gathering-with-Detection with parametern (upper bound on the size of the graph)

During the execution of the algorithm an agent can be in one ofthe following six states:setup,
cruiser,shadow,explorer,token,searcher. For every agentA in stateshadow there is exactly
one agentB in some state different fromshadow, called theguideof A. We will also say thatA is a shadow
of B. Below we describe the actions of an agentA in each of the states and the transitions between the states.
At wake-up agentA enters the statesetup.

State setup.
AgentA performsEXPLO(n) visiting all nodes and waking up all still dormant agents. Then agent

A performs the procedureSIGN(n) finding the signature of its initial positionv, called thelabel of agent
A. AgentA transits to statecruiser.

State cruiser.
AgentA performsTZ(ℓ), whereℓ is its label, until meeting an agent in statecruiser or token at a

nodev.
Case 1. AgentA meets an agentB in statetoken.
Then it transits to stateshadow of B.
Case 2. AgentA does not meet an agent in statetoken.
Then there is at least one other agent in statecruiser at nodev.

Subcase 2.1. AgentA has the largest memory among all agents in statecruiser at nodev.
Then agentA transits to stateexplorer.
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Subcase 2.2. AgentA does not have the largest memory among all agents in statecruiser at nodev.
If there is exactly one agentB in statecruiserwith memory larger thanA at nodev, then agentA transits
to statetoken. Otherwise, it transits to stateshadow of the agent in statecruiser at nodev with largest
memory.
State shadow.

AgentA has exactly one guide and is at the same node as the guide in every round. In every round it
makes the same move as the guide. If the guideB transits itself to stateshadow and gets agentC as its
guide, then agentA changes its guide toC as well. AgentA declares that gathering is over if the unique
agent in stateexplorer collocated with it makes this declaration.

Before describing the actions in the three remaining states, we define the notion ofseniorityof an agent
in statetoken (respectivelyexplorer). The seniority in a given round is the number of rounds from the
time when the agent becametoken (respectivelyexplorer).

State explorer
When agentA transits to stateexplorer, there is another agentB that transits to statetoken in the

same round at the same nodev. AgentB is called the token ofA. AgentA has a variablerecent− token

that it initializes to the memory ofB in this round. Denote byEXPLO∗(n) the procedureEXPLO(n)
followed by a complete backtrack in which the agent traverses all edges traversed inEXPLO(n) in the
reverse order and the reverse direction. The variablerecent − token is updated in the beginning of each
execution ofEXPLO∗(n). An execution ofEXPLO∗(n) is calledclean if the following condition is
satisfied: in each round during this execution, in whichA met an agentC, the memory ofC is equal to that
of B, and in each round during this execution, in which the tokenB was met by an agentD, the memory
of D was equal to that ofA. Notice that after the execution ofEXPLO∗(n), agentA is together with its
tokenB and thus they can verify if the execution was clean, by inspecting their memories. The execution
time ofEXPLO∗(n) is at most2T (EXPLO(n)).

After transiting to stateexplorer, agentA waits forT (EXPLO(n)) + T (SIGN(n)) + P (n,L)
rounds, whereL is the largest possible label (it is polynomial inn). Then it executes the following protocol:

while A has not declared that gathering is overdo
do

EXPLO∗(n)
/*now agentA is with its token.*/

if A met an agentC in statetoken of higher seniority than that ofA or of equal seniority but such
thatrecent− token ≺ Preft(MC) whereMC is the memory of agentC andt is the last round
when agentA updated its variablerecent− token then A transits to statesearcher

if B was visited in roundt′ by an agentC in stateexplorer of higher seniority than that ofB
or of equal seniority but such thatMB ≺ R whereMB is the memory of agentB
andR is the variablerecent− token of agentC in roundt′ then A transits to statesearcher

until the execution ofEXPLO∗(n) is clean agentA waits2 · T (EXPLO(n)) rounds;

if during this timeA has not been met by any new agentthen A declares that gathering is over.

State token
When agentA transits to statetoken, there is another agentB that transits to stateexplorer in the

same round at the same nodev. AgentB is called the explorer ofA. AgentA remains idle at a nodev and
does not change its state, except when its explorerB transits to statesearcher. In this case it transits to
stateshadow andB becomes its guide. AgentA declares that gathering is over if the unique agent in state
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explorer collocated with it makes this declaration.

State searcher
AgentA performs an entire execution ofEXPLO∗(n) and then another execution ofEXPLO∗(n)

until meeting an agentB in statetoken. Then agentA transits to stateshadow andB becomes its guide.
The proof of the correctness of the algorithm is split into the following lemmas.

Lemma 3.2 In Algorithm Gathering-with-Detection every agent eventually stops after time polynomial in
n and declares that gathering is over.

Proof. At its wake-up an agentA enters statesetup and remains in it for at mostT (EXPLO(n)) +
T (SIGN(n)) rounds (the time to complete an exploration and find its labelℓ) and then transits to state
cruiser. We will prove that in statecruiseragentA can spend at mostT (EXPLO(n))+T (SIGN(n))+
2P (n, ℓ) rounds. We will use the following claim.
Claim 1. Let t be the first round in which an agent transits to statetoken. Then there exists an agentB

that remains in statetoken and is idle from roundt on.
To prove the claim, letZ be the set of agents that transitted to statetoken in roundt. In every round

t′ ≥ t, the agent fromZ with the current largest memory remains in statetoken and stays idle. Since an
agent with the largest memory in a given round must have had the largest memory in all previous rounds,
the claim follows.

In order to prove our upper bound on the time spent byA in statecruiser, observe that after at most
T (EXPLO(n))+T (SIGN(n)) rounds sinceA transits to statecruiser, all other agents have quit state
setup. Consider the additional2P (n, ℓ) rounds during which agentA performsTZ(ℓ). Let roundτ be
the end of the first half of this segmentS of 2P (n, ℓ) rounds. Some meeting must have occurred on or
before roundτ , due to the properties ofTZ. If agentA was involved in one of those meetings, it left state
cruiser by roundτ . Otherwise, it must have met some other agent in state eithercruiser or token
during the second half of the segmentS. Indeed, if it does not meet another agent in statecruiser, it
must meet another agent in statetoken, which transited to this state by roundτ . (Claim 1 guarantees the
existence of such an agent after roundτ .) This proves our upper bound on the time spent byA in state
cruiser.

From statecruiser agentA can transit to one of the three states:shadow, explorer or token.
Since the termination conditions for an agent in stateshadow are the same as of its guide, we may eliminate
the case of stateshadow from our analysis. Consider an agent in stateexplorer. After the waiting time
of T (EXPLO(n))+T (SIGN(n))+P (n,L) rounds (whereL is the largest possible label (it is polynomial
in n) agentA knows that all other agents have already transited from the statecruiser (they used at most
T (EXPLO(n)) + T (SIGN(n)) rounds in statesetup and at mostP (n,L) rounds in statecruiser,
as their labels are at mostL and at least one token is already present in the graph).

Either agentA never leaves stateexplorer, in which case we will prove that it declares that gathering
is over after polynomial time, in some roundρ, or it transits to statesearcher before roundρ, in which
case it uses at most2 · T (EXPLO(n)) rounds for one execution ofEXPLO∗(n) and after additional at
most2 · T (EXPLO(n)) rounds it finds an idle agent in statetoken and becomes its shadow (claim 1
guarantees the existence of such an agent).

Consider an agentA that remains in stateexplorer till the end of the algorithm. In order to estimate
the time before which it must declare that gathering is over,we first compute an upper bound on the number
of non-clean explorationsEXPLO∗(n) performed by it. An exploration could be non-clean due to several
reasons, according to the description of the algorithm.

• A met an agentC in statetoken of higher seniority than that ofA or of equal seniority but such that
recent− token ≺ Preft(MC), or the tokenB of A was visited by an agentC in stateexplorer

8



of higher seniority than that ofB or of equal seniority but such thatMB ≺ R, whereR is the variable
recent − token of agentC. This case is impossible, asA would not remain in stateexplorer till
the end of the algorithm.

• Either agentA or its tokenB met an agent in statesearcher. Since the lifespan of a searcher is at
most the time of two consecutive executions ofEXPLO∗(n), it can overlap at most three consecutive
executions of this procedure. Hence one searcher can make non-clean at most 6 explorations (3 by
meetingA and 3 by meetingB). Since there are at mostn searchers, this gives at most6n non-clean
explorations.

• A met an agentC in statetoken of lower seniority than that ofA or of equal seniority but such
that MC ≺ recent − token. After this meeting, the remaining time when agentC remains in
statetoken is at most the duration of one execution ofEXPLO∗(n) (after at most this time the
explorer ofC becomes searcher and henceC transits to stateshadow). This time can overlap at
most two consecutive executions ofEXPLO∗(n), hence such meetings can make at most2n non-
clean explorations.

• The tokenB of A met an agentC in stateexplorer of lower seniority than that ofB or of equal
seniority but such thatrecent − token ≺ Preft(MB). A similar analysis as in the previous case
shows that such meetings can make at most2n non-clean explorations.

• Agent A met an agentC in stateexplorer. The memories of the two agents at this time are
different. After this meeting, the remaining time when agent C remains in stateexplorer is at most
the duration of two consecutive executions ofEXPLO∗(n) because after the return ofC on its token,
the tokens ofA andC have different memories and hence after another exploration, C must become
a searcher. Indeed, since by assumptionA remains in stateexplorer till the end of the algorithm,
we must haveR ≺ Preft(MB), whereR is the variablerecent− token of C at the timet, wheret
is the first round after the meeting ofA andC, in which agentC updated its variablerecent− token.
This gives at most3n non-clean explorations.

• A met an agentC in statetoken in round s, that looked like its tokenB at this time, but that
turned out not to be the tokenB after the backtrack ofA onB. More precisely,recent − token =
Preft(Mc) in rounds (wheret is the last round when the variablerecent−token of A was updated)
but Prefs(MB) 6= Prefs(MC). After rounds agentC remains in statetoken for at most the
duration of two executions ofEXPLO∗(n). This gives at most3n non-clean explorations.

• The tokenB was visted by an agentC in stateexplorer, that looked like its explorerA at this time,
but that turned out not to beA after the backtrack ofA onB. Similarly as before, this gives at most
3n non-clean explorations.

Hence there can be at most19n non-clean executions of procedureEXPLO∗(n) for agentA (no-
tice that, e.g., an agent can make non-clean one explorationin the stateexplorer and then in the state
searcher, hence for simplicity we add all the above upper bounds). A similar analysis shows that during
at most19n waiting periods of a duration2T (EXPLO(n)) agentA can be met by a new agent. Recall
that before performing the first execution ofEXPLO∗(n) agentA has been waiting forT (EXPLO(n))+
T (SIGN(n)) +P (n,L) rounds. Hence after at mostT (EXPLO(n)) + T (SIGN(n)) +P (n,L) + (2+
38n)(2T (EXPLO(n)) rounds since agentA transited to stateexplorer there has been a clean execution
of EXPLO∗(n) followed by a waiting period without any new agent coming. Hence agentA declares that
gathering is over.
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It remains to consider an agentA in statetoken. From this state, either at some point the agent
transits to stateshadow or it remains in statetoken till the end of the algorithm. In this latter case, its
explorer declares that gathering is over after at mostT (EXPLO(n)) + T (SIGN(n)) + P (n,L) + (2 +
38n)(2T (EXPLO(n)) rounds since it transited to stateexplorer. However, as soon as an explorer
declares that gathering is over, its token does the same. So,agentA declares that gathering is over after at
mostT (EXPLO(n)) + T (SIGN(n)) +P (n,L)+ (2+ 38n)(2T (EXPLO(n)) rounds since it transited
to statetoken (recall that, according to the algorithm, agentA and its explorer have reached their current
state at the same time).

Hence every agent eventually terminates. We conclude by observing that the execution time of the
entire algorithm is upper bounded by the sum of the followingupper bounds:

• the time between the wake up of the first agent and the time of the wake up of an agentA that
will be in stateexplorer when declaring that gathering is over; this time is upper bounded by
T (EXPLO(n)).

• the time that such an agentA spends in statesetup andcruiser

• the time that such an agentA spends in stateexplorer

We have shown above that each of these upper bounds isO(T (EXPLO(n)) + T (SIGN(n)) +
P (n,L)), whereL is polynomial inn. SinceT (EXPLO(n)), T (SIGN(n)) andP (n,L) are all poly-
nomial inn, this proves that the running time of Algorithm Gathering-with-Detection is polynomial inn.
�

In the sequel we will use the following notion, which is a generalization of the enhanced view of a
node. Consider a configuration of agents in any round. Color nodesv andw with the same color if and only
if they are occupied by agentsA1, . . . , Ar andB1, . . . , Br, respectively, whereAi andBi have the same
memory in this round. Acoloredview from nodev is the view fromv in which nodes are colored according
to the above rule.

In view of Lemma 3.2, all agents eventually declare that gathering is over. Hence the final configuration
must consist of agents in statesexplorer , token andshadow, all situated in nodesv1, . . . , vk, such
that in each nodevi there is exactly one agentEi in stateexplorer, exactly one agentTi in statetoken
and possibly some agents in stateshadow. Call such a final configuration acloneconfiguration if there
are at least two distinct nodesvi, vj which have identical colored views. We will first show that the final
configuration cannot be a clone configuration and then that itmust consist of all agents gathered in a unique
node and hence our algorithm is correct.

Lemma 3.3 The final configuration cannot be a clone configuration.

Proof. Suppose for contradiction that the final configuration in round f contains distinct nodes which have
identical colored views. LetA be one of the agents woken up earliest by the adversary. Thereexists an agent
A′ (also woken up earliest by the adversary) which has an identical memory asA and an identical colored
view. Notice that if two agents have the same memory at timet they must have had the same memory at
time t − 1. Since colors in a colored view are decided by memories of agents, this implies (by a backward
induction on the round number) that the colored views ofA andA′ are the same in each round after their
wake-up, and in particularin the round of their wake-up. In this round no agent has moved yet and hence
each agent is in a different node. Hence colored views in thisround correspond to enhanced views. Thus
we can conclude that the enhanced views from the initial positions of agentsA andA′ were identical, which
contradicts the assumption that in the initial configuration every agent has a unique enhanced view. �
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Lemma 3.4 In the final configuration all agents must be at the same node.

Proof. Let B be the first (or one of the first) agents in statetoken that declares that gathering is over. Let
A be its explorer. Letτ0 be the round in which agentA starts its last explorationEXPLO∗(n). Let τ1/2 be
the round in which backtrack begins during this execution. Let τ1 be the round in which this backtrack (and
hence the execution ofEXPLO∗(n)) is finished, and letτ2 be the round in whichA declares that gathering
is over.
Claim 1. In roundτ0 all agents in statetoken have the same memory.

In order to prove the claim we first show that all agents in state token in round τ0 have the same
seniority. Observe that there cannot be any agent in statetoken of higher seniority thanB: any such agent
would be seen byA during its last clean explorationEXPLO∗(n) between roundsτ0 andτ1 contradicting
its cleanliness. Also there cannot be any agentC in statetoken of lower seniority thanB. Indeed, let
D be the explorer ofC. EitherD becomes asearcher betweenτ0 andτ1 and thus it meets the tokenB
before timeτ2 which contradicts the declaration ofA andB at timeτ2 or it remains anexplorer, in which
caseC remains atoken betweenτ0 andτ1 and thusC is visited byA during its last clean exploration,
contradicting its cleanliness. This shows that all agents in statetoken in roundτ0 have the same seniority.
Hence their explorers start and finishEXPLO∗(n) at the same time. Consequently no token existing in
roundτ0 can transit to stateshadow before roundτ1. AgentA must have seen all these tokens during its
last exploration. It follows that the memory of each such token in roundτ0 must be equal to the memory of
B at this time: otherwise, agentA would detect such a discrepancy during its last exploration, which would
contradict the cleanliness of this exploration. This proves Claim 1.

Claim 1 implies that in timeτ0 all agents in stateexplorer have the same memory. Indeed, since
at timeτ0 agentA is together withB, each explorer must be with its token, since tokens have the same
memory.
Claim 2. In roundτ0 there are no agents in statesearcher.

Suppose for contradiction that there is a searcherS in roundτ0. Recall thatS performs two explo-
rations: one entire explorationEXPLO∗(n) and another partial explorationEXPLO∗(n) until meeting a
token or an explorer.
Case 1.S finished its first explorationEXPLO∗(n) by roundτ0.
Hence its second exploration ends by roundτ1. It could not end by roundτ0 becauseS would not be a
searcher in this round anymore. If it ended betweenτ0 andτ1, it must have met a tokenC. By Claim 1,
all explorers have the same seniority and hence at timeτ1 the explorerD of C backtracked toC. This
exploration is not clean forD. EitherD becomes asearcher at timeτ1 and thus meetsA andB before
time τ2, contradicting their declaration at timeτ2, or D starts anotherEXPLO∗(n) and it meets itselfA
andB before timeτ2, contradicting their declaration at timeτ2. This shows that the second exploration of
S cannot end betweenτ0 andτ1, hence Case 1 is impossible.
Case 2.S finished its first explorationEXPLO∗(n) betweenτ0 andτ1/2.
Hence it must visit some tokenC during its second exploration (and before starting the backtrack) by round
τ1. As before, this contradicts the declaration ofA andB at timeτ2.
Case 3.S finished its first explorationEXPLO∗(n) betweenτ1/2 andτ1.
Hence the entire backtrack during this first exploration took place between roundsτ0 andτ1. During this
backtrack,S visited some token. As before, this contradicts the declaration ofA andB at timeτ2.
Case 4.S finished its first explorationEXPLO∗(n) after roundτ1.
This is impossible, as it would not be in statesearcher in roundτ0.

This concludes the proof of Claim 2.
Claim 3. Let E be the set of agents in stateexplorer in roundτ0. In roundτ1/2 every agent fromE can
reconstruct its colored view in roundτ0.
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To prove the claim first note that since agentA starts its last exploration in roundτ0 and all agents from
E have the same memory in roundτ0, they all start an explorationEXPLO∗(n) in this round. In round
τ1/2 every agent fromE has visited all nodes of the graph and starts its backtrack. In roundτ0 there are
no agents in statesetup or cruiser, in view of the waiting time whenA transited to stateexplorer,
and there are no agents in statesearcher by Claim 2. Hence the visit of all nodes between roundsτ0 and
τ1/2 permits to see all agents that were tokens at timeτ0. Since at this time every explorer were with its
token, this permits to reconstruct the memories and the positions of all agents in roundτ0. This is enough to
reconstruct the colored views of all agents in roundτ0, which proves the claim.

To conclude the proof of the lemma it is enough to show that in roundτ0 only one node is occupied by
agents, since this will be the final configuration. Suppose that nodesv 6= v′ are occupied in this round. Let
A be the explorer atv andA′ the explorer atv′. Note that the colored views ofA andA′ in roundτ0 must
be different, for otherwise the configuration in roundτ0 would be a clone configuration, and consequently
the final configuration would also be clone, contradicting Lemma 3.3. Since, by Claim 3, in roundτ1/2
each of the agentsA andA′ has reconstructed its colored view in roundτ0, their memories in roundτ1/2
are different. Between roundsτ1/2 andτ1, during its backtrack, agentA′ has visited again all tokens, in
particular the token ofA. HenceA, after backtracking to its token in roundτ1, realizes that another explorer
has visited its token, which contradicts the cleanliness ofthe last exploration ofA. This contradiction shows
that in roundτ0 only one node is occupied and hence the same is true in the finalconfiguration. This
concludes the proof of the lemma. �

Now the proof of Theorem 3.1 follows directly from Lemmas 3.1, 3.2, and 3.4.

4 Unknown upper bound on the size of the graph

In this section we show that, if no upper bound on the size of the graph is known, then there is no universal
algorithm for gatheringwith detectionall gatherable configurations. Nevertheless, we still showin this case
a universal algorithm that gathers all gatherable configurations: upon completion of this algorithm all agents
from any gatherable configuration eventually stop forever at the same node (although no agent is ever sure
that gathering is over). The time of such an algorithm is the number of rounds between the wake-up of the
first agent and the last round in which some agent moves. Our algorithm is polynomial in the (unknown)
size of the graph.

We first prove the following negative result.

Theorem 4.1 There is no universal algorithm for gathering with detection all gatherable configurations in
all graphs.

Proof. Consider the following initial configurations. In configuration C the graph is a 4-cycle with clock-
wise oriented ports 0,1 at each node, and with additional nodes of degree 1 attached to two non-consecutive
nodes. There are two agents starting at a node of degree 2 and at its clockwise neighbor, cf. Fig. 1 (a). In
configurationDn, for n = 4k, the graph is constructed as follows. Take a cycle of sizen with clockwise
oriented ports 0,1 at each node. Call clockwise consecutivenodes of the cyclev0, . . . , vn−1 (names are used
only to explain the construction) and attach two nodes of degree 1 tov0 and one node of degree 1 to every
other node with even index. Initial positions of agents are at nodesvi, wherei = 4j or i = 4j − 1, for some
j, cf. Fig. 1 (b).

Each of the configurationsC andDn, for n ≥ 8, is gatherable. Indeed, in each of these configurations
there exist agents with different views (agents starting atnodes of degree 2 and of degree 3) and each
agent has a unique enhanced view (this is obvious for configurationC and follows from the existence of a
unique node of degree 4 for configurationsDn). Hence each of these configurations satisfies conditionG and
consequently, by Theorem 3.1, there is an algorithm for gathering with detection each specific configuration,
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Figure 1: ConfigurationsC andD8 in the proof of Theorem 4.1. Black nodes are occupied by agents

as such a dedicated algorithm knows the configuration and hence may use the knowledge of the size of the
graph.

It remains to show that there is nouniversalalgorithm that gathers with detection all configurations
C andDn. Suppose, for contradiction, thatA is such an algorithm. Suppose that the adversary wakes up
all agents simultaneously and lett be the time after which agents in configurationC stop at the same node
and declare that gathering is over. Consider the configuration D8t and two consecutive agents antipodal
to the unique node of degree 4, i.e., starting from nodesv4t and v4t−1. Call X the agent starting at a
node of degree 2 in configurationC and callY the agent starting at its clockwise neighbor (of degree 3)
in this configuration. CallX ′ the agent starting at nodev4t−1 and callY ′ the agent starting at nodev4t in
configurationD8t. (Again names are used only to explain the construction.)

In the first t rounds of the executions of algorithmA starting from configurationsC andD8t the
memories of the agentsX andX ′ and of the agentsY andY ′ are the same. This easily follows by induction
on the round number. Hence aftert rounds agentsX ′ andY ′ starting from configurationD8t stop and
(falsely) declare that gathering is over. This contradictsuniversality of algorithmA. �

Our final result is a universal algorithm gathering all gatherable configurations, working without any
additional knowledge. It accomplishes correct gathering and always terminates but (as opposed to Algorithm
Gathering-with-Detection which used an upper bound on the size of the graph), this algorithm does not have
the feature of detecting that gathering is over. We first present a high-level idea of the algorithm, then
describe it in detail and prove its correctness. Recall thatwe assume that the initial configuration satisfies
conditionG (otherwise gathering, even without detection, is impossible by Lemma 3.1).
Idea of the algorithm.

Since in our present scenario no upper bound on the size of thegraph is known, already guaranteeing
any meeting between agents must be done differently than in Algorithm Gathering-with-Detection. After
wake-up each agent proceeds in phasesn = 1, 2, . . . , where in phasen it “supposes” that the graph has
sizen. In each phase an appropriate label based on procedureSIGN(n) is computed and procedureTZ is
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performed sufficiently long to guarantee a meeting at most atthe end of phasem, wherem is the real size
of the graph. If no meeting occurs in some phase sufficiently long, the agent passes to the next phase.

Another important difference occurs after the meeting, when one of the agents becomes an explorer
and the other its token. Unlike in the case of known upper bound on the size of the graph, there is no way
for any explorer to be sure at any point of the execution that it has already visited the entire graph. Clearly
procedureEXPLO(n) cannot give this guarantee, asn is unknown, and procedureEST of exploration
with a stationary token, which does not require the knowledge of an upper bound, cannot give this guarantee
either, as an explorer cannot be always sure that it visits its own token, because memories of several agents
playing the role of the token can be identical at various stages of the execution, and hence these “tokens”
may be undistinguishable for the explorer.

Nevertheless, our algorithm succeeds in accomplishing thetask by using a mechanism which is analo-
gous to the “butterfly effect”. Even a slight asymmetry in a remote part of the graph is eventually commu-
nicated to all agents and guarantees that at some point some explorer will visit the entire graph (although
in some graphs no explorer can ever be sure of it at any point ofan execution) and then all agents will
eventually gather at the token of one of these explorers. Making all agents decide on the same token uses
propertyG and is one of the main technical difficulties of the algorithm.

Algorithm Gathering-without-Detection
Similarly as in Algorithm Gathering-with-Detection, an agent can be in one of the following five states:

traveler, shadow, explorer, token, searcher. Statetraveler partly combines the roles of
previous statessetup andcruiser. For every agentA in stateshadow the notion of guide is defined
as before. Below we describe the actions of an agentA in each of the states and the transitions between the
states. At wake-up agentA enters the statetraveler.

State traveler.
In this state agentA works in phases numbered1, 2, . . . . In phasen the agent supposes that the graph

has sizen. AgentA performsEXPLO(n) in order to visit all nodes and wake up all still dormant agents, if
the assumption was correct. Then agentA performs the procedureSIGN(n) finding the current signature
of its initial positionv, called thelabel ℓn of agentA. Let Ln be the maximum possible label of an agent
in phasen (Note thatLn is polynomial inn.) Then agentA performsTZ(ℓn) for ∆n rounds, where
∆n = T (EXPLO(n)) + T (SIGN(n)) + 2P (n,Ln) + ∆n−1, for n ≥ 2, and∆1 = 0. If no agent has
been met during phasen, agentA starts phasen+1. As soon as another agent is met in some phasek, agent
A interrupts this phase and transits either to stateshadow or token or explorer. Suppose that the first
meeting of agentA occurs in roundt at nodev.
Case 1. There are some agents in roundt at nodev which are either in statesearcher, orexplorer or
token .
Let H be the set of these agents. LetH be the agent of largest memory in setH. AgentA transits to state
shadow and its guide isH.
Case 2. There are only agents in statetraveler in roundt at nodev.

Subcase 2.1. AgentA has the largest memory among all agents in roundt at nodev.
Then agentA transits to stateexplorer.

Subcase 2.2. AgentA does not have the largest memory among all agents in roundt at nodev.
If there is exactly one agentB with memory larger thanA, then agentA transits to statetoken. Otherwise,
it transits to stateshadow of the agent with largest memory.

(Note that cases 1 and 2 cover all possibilities because an agent in stateshadow always accompanies
its guide and this guide cannot be an agent in statetraveler.)

State shadow.
AgentA has exactly one guide and is at the same node as the guide in every round. In every round it
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makes the same move as the guide. If the guideB transits itself to stateshadow and gets agentC as its
guide, then agentA changes its guide toC as well.

In the description of the actions in the three remaining states, we will use the notion of seniority defined
for Algorithm Gathering-with-Detection.

State explorer.
When agentA transits to stateexplorer, there is another agentB that transits to statetoken in the

same round at the same nodev. AgentB is called the token ofA. AgentA has a variablerecent− token

that it initializes to the memory ofB in this round.
We first define the notion of aconsistent meetingfor agentA. Let t be the last round when agent

A updated its variablerecent − token. A consistent meeting forA is a meeting in roundt′ > t with
an agentC in statetoken of the same seniority asA, such thatM is the current memory ofC and
Preft(M) = recent−token. Intuitively, a consistent meeting is a meeting of an agent thatA can plausibly
consider to be its tokenB. Note that, according to this definition, a meeting in the round when the variable
recent− token is updated, is not a consistent meeting.

We now briefly describe the procedureEST based on [11] that will be subsequently adapted to our
needs. The agent constructs a BFS tree rooted at its startingnoder marked by the stationary token. In this
tree it marks port numbers at all nodes. During the BFS traversal, some nodes are added to the BFS tree. In
the beginning the root is added. Whenever a nodew is added to the BFS tree, all its neighbors are visited
by the agent. For each neighborv of w, the agent verifies ifv is equal to some nodeu previously added to
the tree. To do this, the agent travels fromv using the reversalq of the pathq from r to u (the pathq is a
sequence of port numbers). If at the end of this backtrack it meets the token, thenv = u. In this casev is not
added to the tree as a neighbor ofw and is calledw-rejected. If not, thenv 6= u. This verification is done
for all nodes that are already in the tree. Ifv is different from all these nodes, then it is added to the tree.

The procedureEST ∗ is a simulation ofEST with the following two changes. The first change is
as follows. Suppose that the execution ofEST produced the routeα of the agent. In procedureEST ∗,
upon completing procedureEST , the agent traverses the reverse routeα and then againα andα. Hence in
procedureEST ∗ the agent traverses the concatenation of routesα,α, α, α. These parts of the trajectory will
be called, respectively, the first, second, third and fourthsegment ofEST ∗. The variablerecent − token

is updated in the beginning of the first and third segment ofEST ∗. Note that in these rounds agentA is
certain to be with its token.

The second change concerns meetings with the token. Consider a verification if a newly reached node
w in EST is equal to some previously constructed nodeu. This verification consists in traveling fromw
using the reverse pathq, whereq is the path from the rootr tou in the BFS tree and checking the presence of
the token. If at the end of the simulation of pathq in the first segment ofEST ∗ agentA makes a consistent
meeting, then it acts as if it saw the token inEST ; otherwise it acts as if it did not see the token inEST .

Similarly as forEXPLO∗(n), an execution ofEST ∗ is calledclean if the following condition is
satisfied: in each round during this execution, in whichA met an agentC, the memory ofC is equal to that
of B, and in each round during this execution, in which the tokenB was met by an agentD, the memory of
D was equal to that ofA. Notice that after the execution ofEST ∗, agentA is together with its tokenB and
thus they can verify if the execution was clean, by inspecting their memories. The execution time ofEST ∗

in a graph of sizem (unknown to the agents) is at most4T (EST (m)).
After transiting to stateexplorer, agentA executes the following protocol:

repeat forever
/*Before the first turn of the loop agentA has just entered stateexplorer and is with its token. After each
turn of the loop, agentA is with its token, waiting after a clean exploration.*/

if A has just transited to stateexplorer or A has just been visited by another agentthen
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do
EST ∗

if A met an agentC in statetoken of higher seniority than that ofA or of equal seniority but
such thatrecent− token ≺ Preft(MC) whereMC is the memory of agentC andt is the last
round when agentA updated its variablerecent− token then A transits to statesearcher

if A met another agentC in stateexplorer, such that either the seniority ofC is higher
than that ofA, or these seniorities are equal butRA ≺ RC ,
whereRA is the value of the variablerecent− token of A andRB is the value
of the variablerecent− token of B at the time of the meeting,
or the seniorities are equal andRA = RC , butMA ≺ MC ,
whereMA (resp.MC) is the memory ofA (resp. ofC) at the time of the meeting
then A transits to statesearcher

if B was visited in roundt′ by an agentC in stateexplorer of higher seniority than that ofB
or of equal seniority but such thatMB ≺ R whereMB is the memory of agentB
andR is the variablerecent− token of agentC in roundt′ then A transits to statesearcher

until the execution ofEST ∗ is clean

State token.
When agentA transits to statetoken, there is another agentB that transits to stateexplorer in the

same round at the same nodev. AgentB is called the explorer ofA. AgentA remains idle at a nodev and
does not change its state, except when its explorerB transits to statesearcher. In this case it transits to
stateshadow andB becomes its guide.

State searcher
After transiting to statesearcher agentA performs the sequence of explorationsEXPLO(n) for

n = 1, 2, . . . until it meets an agent in statetoken or explorer in round t. Let S be the set of these
agents met byA in roundt. AgentA transits to stateshadow and its guide is the agent fromS with largest
memory.

The analysis of the algorithm is split into the following lemmas.

Lemma 4.1 In Algorithm Gathering-without-Detection every agent eventually stops after time polynomial
in the size of the graph.

Proof. Letm be the size of the graph (unknown to the agents). LetA be any agent. We may assume that at
some pointA is woken up (otherwise it would be idle all the time). Similarly as in the proof of Lemma 3.2
we show thatA must meet some other agent at the end of phasem at the latest. Indeed, the time∆m during
whichA performs the procedureTZ in phasem is sufficiently long for meeting some agent, as all agents
have to be woken up by the round whenA starts performingTZ in phasem. Hence after time at most∆m

agentA transits from statetraveler either to stateshadow or token or explorer. As before we
may exclude the stateshadow from our analysis.

Consider an agent in stateexplorer. Either at some point it transits to statesearcher, in which
case, after this transition, it uses at mostΣm

i=1
T (EXPLO(i)) rounds to perform proceduresEXPLO(i)

for i = 1, 2, . . . ,m, by which time it must have met some token or explorer (because at least one token is
idle all the time, cf. Claim 1 in the proof of Lemma 3.2 ) and hence must have transited to stateshadow,
or it remains in stateexplorer till the end of the algorithm.

Consider an agentA that remains in stateexplorer till the end of the algorithm. We will first show
that the total number of rounds when this agent moves is polynomial inm. This is not enough to show that
A remains idle forever after polynomial time, since we still need to bound the duration of each period of
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idleness between any consecutive periods of moving. This will be addressed later.
Two events can trigger further moves of the agent: a meeting causing a non-clean explorationEST ∗

or a visit ofA by some agent, whenA stays with its token after a clean exploration.
We first treat the first of these two types of events and bound the total time of explorations caused

by them. An exploration could be non-clean due to several reasons, according to the description of the
algorithm.

• A met an agentC in statetoken of higher seniority than that ofA or of equal seniority but such that
recent− token ≺ Preft(MC), or the tokenB of A was visited by an agentC in stateexplorer
of higher seniority than that ofB or of equal seniority but such thatMB ≺ R, whereR is the variable
recent − token of agentC. This case is impossible, asA would not remain in stateexplorer till
the end of the algorithm.

• Either agentA or its tokenB met an agentC in statetraveler. SinceC transits immediately to
stateshadow, all agents in statetraveler can cause at mostm·4T (EST (m)) rounds of motion of
A. Indeed, each agent in statetraveler can cause at most one explorationEST ∗ to be non-clean.

• Either agentA or its tokenB met an agentC in statesearcher. SinceC transits immediately to
stateshadow, all agents in statesearcher can cause at mostm·4T (EST (m)) rounds of motion of
A. Indeed, each agent in statesearcher can cause at most one explorationEST ∗ to be non-clean.

• A met an agentC in statetoken of lower seniority than that ofA or of equal seniority but such that
MC ≺ recent−token. After this meeting, the remaining time when agentC remains in statetoken
is at most the longest duration of one execution ofEST ∗ (after at most this time the explorer ofC
becomes searcher and henceC transits to stateshadow). Let t be the round of the meeting. AgentC

remains in statetoken till round t′, wheret′ ≤ t + 4T (EST (m)). So aftert′ there can be at most
one explorationEST ∗ of A non-clean because ofC, finishing in round at mostt+8T (EST (m)) and
then a possibly clean exploration till roundt+12T (EST (m)). Hence all such meetings can cause at
mostm · 12T (EST (m)) rounds of motion ofA, apart from the current exploration.

• The tokenB of A met an agentC in stateexplorer of lower seniority than that ofB or of equal
seniority but such thatrecent − token ≺ Preft(MB). A similar analysis as in the previous case
shows that such meetings can cause at mostm · 12T (EST (m)) rounds of motion ofA, apart from
the current exploration.

• AgentA met an agentC in stateexplorer. After the meeting one of these agents “loses”, i.e., it
will transit to statesearcher after backtracking to its token. This loser cannot beA because, by
definitionA is an agent that remains in stateexplorer till the end. Hence agentC remains in state
explorer for at most4T (EST (m)) rounds after the meeting. Similarly as before such meetings
can cause at mostm · 12T (EST (m)) rounds of motion ofA, apart from the current exploration.

• A met an agentC in statetoken in round s, that looked like its tokenB at this time, but that
turned out not to be the tokenB after the backtrack ofA onB. More precisely,recent − token =
Preft(Mc) in rounds (wheret is the last round when the variablerecent−token of A was updated)
but Prefs(MB) 6= Prefs(MC). After rounds agentC may look like tokenB of A for at most
4T (EST (m)) rounds because after at most this timeA backtracks to its tokenB and, from this time
on, it can see the difference betweenB andC. Similarly as before such meetings can cause at most
m · 12T (EST (m)) rounds of motion ofA, apart from the current exploration.
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• The tokenB was visited by an agentC in stateexplorer, that looked like its explorerA at this
time, but that turned out not to beA after the backtrack ofA onB. Similarly as before such meetings
can cause at mostm · 12T (EST (m)) rounds of motion ofA, apart from the current exploration.

Hence the first of the two types of events (meeting causing a non-clean exploration) can cause at most
68m · T (EST (m)) rounds of motion ofA, apart from the first exploration. (As before we add all upper
bounds for simplicity). The second type of events (a visit ofA by some agent, whenA stays with its token
after a clean exploration) can cause at most the above time ofmoving ofA. Adding one clean exploration
that must be made byA even without any meetings and adding the first exploration, we get an upper bound
of (136m + 8) · T (EST (m)) rounds during which agentA moves in stateexplorer.

It remains to consider an agent in statetoken. It may either transit to stateshadow or remain in state
token forever. In the latter case it is idle all the time.

Since∆(n), T (EST (n)) andT (EXPLO(n)) are all polynomial inn, the above analysis shows that
there exists a polynomialQ, such that, for each agentA executing Algorithm Gathering-without-Detection
in any graph of sizem, the number of rounds during which this agent moves is at mostQ(m). In order to
finish the proof, we need to bound the number of rounds during which an agentA can be idle before moving
again. To do this we will use the following claim.
Claim. If in round t of the execution of Algorithm Gathering-without-Detection no agent moves, then no
agent moves in any later round of this execution.

To prove the claim notice that if no agent moves in roundt, then in this round no agent is in state
traveler or searcher. Moreover each agent in stateexplorer must be idle and stay with its token
in this round. (all other nodes must be in stateshadow). In order for some agent to move in roundt + 1,
some explorer would have to visit some other token in roundt, contradicting the definition oft. Hence all
agents are idle in roundt+ 1. By induction, all agents are idle from roundt on. This proves the claim.

Since for each agent executing Algorithm Gathering-without-Detection in a graph of sizem, the num-
ber of rounds in which it moves is at mostQ(m) and there are at mostm agents, the claim implies that after
time at mostm ·Q(m) since the wake up of the first agent, all agents must stop forever. �

By Lemma 4.1 there exists a round after which, according to Algorithm Gathering-without-Detection,
no agent moves. Call the resulting configurationfinal. The following lemma implies that Algorithm
Gathering-without-Detection is correct.

Lemma 4.2 In every final configuration exactly one node is occupied by agents.

Proof. A final configuration must consist of agents in statesexplorer , token andshadow, all situated
in nodesv1, . . . , vk, such that in each nodevi there is exactly one agentEi in stateexplorer, exactly
one agentTi in statetoken and possibly some agents in stateshadow. As before we call such a final
configuration acloneconfiguration if there are at least two distinct nodesvi, vj which have identical colored
views. The same argument as in the proof of Lemma 3.3 shows that a final configuration cannot be a clone
configuration.

It is enough to prove thatk = 1. Suppose for contradiction thatk > 1. We will consider two cases.
In the first case the memories of all explorersEi are identical and in the second case they are not. In both
cases we will derive a contradiction.

Case 1. All explorersEi in the final configuration have identical memory.
In this case all these explorers performed the last exploration EST ∗ simultaneously.
We start with the following claim.

Claim 1. If a nodew has been rejected by the explorerEj in the construction of its BFS tree during its last
explorationEST ∗, then nodew must have been either added previously byEj to its BFS tree, or added by
another explorerEs in the construction of its BFS tree during its last explorationEST ∗.
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The nodew was rejected byEj for the following reason.Ej traveled fromw using the reversalq of the
pathq, whereq is a path (coded as a sequence of ports) fromvj to some nodeu already in the BFS tree of
Ej , and at the end of this pathq, Ej met a token with memoryM, such thatPreft(M) = recent− token,
wheret is the last round whenEj updated its variablerecent− token.

There are two possible cases. If the token met byEj is its own token (residing atvj), thenw is equal
to some nodeu already added previously to the BFS tree ofEj. If, on the other hand, the token met byEj

is the token of some other explorerEs, then we will show thatw is added byEs to its BFS tree. Indeed,
sinceEj has added a nodeu to its BFS tree, such that the path fromvj to u is q, the explorerEs must have
added a nodeu′ to its BFS tree, such that the path fromvs to u′ is q as well, because bothEs andEj have
identical memories. However, this nodeu′ must be equal tow, since the path fromw to vs is q. This proves
the claim.

The contradiction in Case 1 will obtained in the following way. Using BFS trees produced by explorers
Ei during their last explorationEST ∗ (recall that these trees are isomorphic, since memories of the explorers
are identical), we will construct the colored view for each explorer. Using the fact that memories of the
explorers are identical, these colored views will be identical. This will imply that the final configuration is a
clone configuration, which is impossible.

The construction proceeds as follows (we will show it for explorerE1). LetTi be the BFS tree produced
byEi. Each treeTi has its rootvi colored black and all other nodes colored white. We will gradually attach
various trees toT1 in order to obtain the colored view fromv1. First attach to every node ofT1 its neighbors
that have been rejected byE1 during the construction ofT1. ExplorerE1 has visited these nodes, hence the
respective port numbers can be faithfully added. Consider any such rejected nodew. By Claim 1, there are
two possibilities. If nodew was previously added byE1 to T1 as some nodeu, then we proceed as follows.
Let T ′

1
be the treeT1 but rooted atu instead ofv1. We attach treeT ′

1
atw, identifying its rootu with w. If

nodew was added by another explorerEs in the construction of its BFS treeTs, we proceed as follows. As
mentioned in the proof of Claim 1, the explorerEs must have added a nodeu′ to its BFS tree, such that the
path fromvs tou′ is q. LetT ′

s be the treeTs but rooted atu′ instead ofvs. We attach treeT ′
s atw, identifying

its rootu′ with w.
After processing all nodes rejected byE1 and adding the appropriate trees, we attach all rejected neigh-

bors of nodes in the newly obtained increased tree. These nodes could have been rejected either byE1 itself
or by another explorerEj whose (re-rooted) treeT ′

j has been attached. For each newly attached node
rejected byEj , the construction continues as before, replacing the role of T1 by Tj.

The above construction proceeds infinitely, producing the view fromv1, which is an infinite tree. (This
infinite tree is indeed the view fromv1 because whenever a node is added to the tree, all its neighbors are
eventually added as well, with the correct port numbers.) Toproduce the colored view, notice that there
are only two colors in this colored view: white corresponding to empty nodes in the final configuration and
black corresponding to nodesv1,...,vk (all these nodes get identical colors: since memories of explorers are
the same, memories of their tokens are also the same and memories of corresponding nodes in stateshadow
are also identical). It remains to indicate how the colors are distributed in the constructed view. This is done
as follows. When a treeT ′

j is attached, exactly one of its nodes (namely the node corresponding tovj) is
black. Exactly these nodes become black in the obtained colored view.

This construction of colored views is done for all explorersEi. Consider two explorersEi andEj.
Since these explorers have the same memory, the treesT ′

s attached at a given stage of the construction of
the views ofEi andEj are isomorphic. They are also attached in the same places of the view. Hence by
induction of the level of the view it follows that both colored views are identical. This implies that the final
configuration is a clone configuration which gives a contradiction in Case 1.

Case 2. There are at least two explorersEi andEj with different memories in the final configuration.
Consider the equivalence relation on the set of explorersE1, . . . , Ek, such that two explorers are equiv-
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alent if their memories in the final configuration are identical. LetC1, . . . , Ch, whereh > 1, be the equiva-
lence classes of this relation. Suppose w.l.o.g. thatC1 is a class of explorers with smallest seniority. We will
use the following claim.
Claim 2. During the last explorationEST ∗ of explorers inC1, at least one of the following statements
holds:

• an explorer fromC1 has visited a token of an explorer not belonging toC1;

• a token of an explorer fromC1 has been visited by an explorer not belonging toC1.

In order to prove the claim consider two cases. If every node of the graph has been visited by some
explorer fromC1 we will show that the first statement holds. Indeed, since explorers fromC1 have the
smallest seniority, during their last execution ofEST ∗ all tokens are already at their respective nodes.
Hence some explorers fromC1 must visit the tokens of explorers outside ofC1. Hence we can restrict
attention to the second case, when some nodes of the graph have not been visited by any explorer fromC1.
Notice that if there were no other classes thanC1, this could not occur. Indeed, we would be then in Case
1 (in which all explorers have identical memory). Thus Claim1 would hold, which implies that all nodes
must be visited by some explorer, in view of the graph connectivity.

Hence the fact that some node is not visited by explorers fromC1 must be due to a meeting of some other
agent (which is neither an explorer fromC1 nor a token of such an explorer) during their last exploration
EST ∗. What kind of a meeting can it be? It cannot be a meeting with anagent in statetraveler or
searcher because this would contradict that the last exploration wasclean. For the same reason it cannot
be a meeting of an explorer fromC1 with another explorer. This leaves only the two types of meetings
specified in the claim, which finishes the proof of the claim.

Let (Ex, Tok) be a couple of an explorer outside ofC1 and of its token, such that either an explorer
from C1 visitedTok or a token of an explorer fromC1 has been visited byEx during the last exploration of
explorers in the classC1. Such a couple exists by Claim 2. The seniority ofEx andTok must be the same
as that of explorers fromC1, for otherwise their last exploration would not be clean. For the same reason,
when explorers fromC1 started their last exploration, the explorerEx must have started an exploration
as well (possibly not its final exploration): otherwise the exploration of explorers fromC1 would not be
clean. Moreover we show that when explorers fromC1 finished their last exploration, explorerEx must
have finished an exploration as well. To prove this, considertwo cases, corresponding to two possibilities
in Claim 2. Suppose that an explorerEj from C1 has visitedTok and that its exploration did not finish
simultaneously with the exploration ofEx. Consider the consecutive segmentsS1, S2, S3, S4 of the last
explorationEST ∗ of Ej . (Recall that these segments were specified in the definitionof EST ∗.) SinceEj

has visitedTok duringEST ∗, it must have visited it during each segmentSi. At the end ofS1, explorerEj

knows how longEST ∗ will take. At the end ofS2 its token learns it as well. WhenEj visits Tok again
in segmentS3, there are two possibilities. EitherTok does not know when the exploration ofEx finishes,
or it does know that it finishes at a different time than the exploration ofEj. In both cases the explorerEj

that updated its variablerecent− token at the end ofS2 can see thatrecent− token 6= Preft(M), where
M is the memory ofTok andt is the end ofS2. This makes the last exploration ofEj non clean, which is
a contradiction. This proves thatEx andEj finish their exploration simultaneously, ifEj has visitedTok.
The other case, whenEx has visited the token ofEj is similar. Hence we conclude that explorations ofEj

and ofEx started and finished simultaneously.
Let τ be the round in which the last exploration ofEj (and hence of all explorers inC1) finished. The

exploration ofEx that finished in roundτ cannot be its final exploration because then it would have the
same memory asEj in the final configuration and thus it would be in the classC1 contrary to the choice of
Ex. HenceEx must move after roundτ . It follows that there exists a classCi (w.l.o.g. let it beC2) such that
explorers from this class started their last exploration after roundτ . Note that during this last exploration,

20



explorers fromC2 could not visit all nodes of the graph, for otherwise they would meet explorers fromC1
after roundτ , inducing them to move after this round, contradicting the fact that explorers fromC1 do not
move after roundτ .

The fact that some node is not visited by explorers fromC2 must be due to a meeting of some other
agent (which is neither an explorer fromC2 nor a token of such an explorer) during their last exploration
EST ∗. Otherwise, for explorers inC2 the situation would be identical as if their equivalence class were
the only one, and hence, as in Case 1, they would visit all nodes. Moreover, the fact that some node is not
visited by explorers fromC2 must be due to a meeting of some explorer outside ofC1 or of its token (if not,
explorers fromC1 would move after roundτ , which is a contradiction). An argument similar to that used
in the proof of Claim 2 shows that there exists a couple(Ex′, T ok′), such thatEx′ is an explorer outside
of C1 ∪ C2, Tok′ is its token, and either an explorer fromC2 visitedTok′ or a token of an explorer fromC2
has been visited byEx′ during the last exploration of explorers in the classC2. Let τ ′ be the round in which
the last exploration of explorers fromC2 is finished. Similarly as before, the explorerEx′ terminates some
exploration in roundτ ′ but continues to move afterwards.

Repeating the same argumenth − 1 times we conclude that there exists a roundτ∗ after which all
explorers fromC1 ∪ · · · ∪ Ch−1 never move again, but the last exploration of explorers fromCh starts on or
after τ∗. During this last exploration there must be a node not visited by any explorer fromCh, otherwise
some explorers fromC1 ∪ · · · ∪ Ch−1 would move afterτ∗. This is due to a meeting. It cannot be a meeting
with an agent in statetraveler or searcher because this would contradict that the last exploration was
clean. For the same reason it cannot be a meeting of an explorer from Ch with another explorer. Hence two
possibilities remain. Either an explorer fromCh visits a token of an explorer fromC1 ∪ · · · ∪ Ch−1 or a token
of an explorer fromCh is visited by an explorer fromC1∪· · ·∪Ch−1. The first situation is impossible because
it would contradict the cleanliness of the last explorationof explorers fromCh and the second situation is
impossible because explorers fromC1 ∪ · · · ∪ Ch−1 do not move afterτ∗. Hence in Case 2 we obtain a
contradiction as well, which completes the proof. �

Lemmas 4.1 and 4.2 imply the following result.

Theorem 4.2 Algorithm Gathering-without-Detection performs a correct gathering of all gatherable con-
figurations and terminates in time polynomial in the size of the graph.

5 Consequences for leader election

Leader election [30] is a fundamental symmetry breaking problem in distributed computing. Its goal is to
assign, in some common round, value 1 (leader) to one of the entities and value 0 (non-leader) to all others.
In the context of anonymous agents in graphs, leader election can be formulated as follows:

• There exists a common round in which one of the agents assignsitself value 1 (i.e., it declares itself a
leader) and each other agent assigns itself value 0 (i.e., itdeclares itself non-leader).

The following proposition implies that Algorithm Gathering-with-Detection solves the leader election
problem for anonymous agents in arbitrary graphs, assuminga known upper bound on the size of the graph.

Proposition 5.1 Leader election is equivalent to gathering with detection.

Proof. Suppose that gathering with detection is accomplished and let t be the round when all agents are
together and declare that gathering is over. As mentioned inthe Preliminaries, all agents must have different
memories, since they are at the same node, and, being together, they can compare these memories. Since,
in view of detection, the roundt is known to all agents, in roundt + 1 the agent with the largest memory
assigns itself value 1 and all other agents assign themselves value 0.
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Conversely, suppose that leader election is accomplished and let t be the round in which one of the
agents assigns itself value 1 and all other agents assign themselves value 0. Starting from roundt the agent
with value 1 stops forever and plays the role of the token, allother agents playing the role of explorers. First,
every explorer finds the token by executing procedureEXPLO(n) for T (EXPLO(n)) rounds in phases
n = 1, 2, ..., until it finds the token in roundt′ (this round may be different for every explorer). Then every
explorer executes procedureEST (using the token) and finds the map of the graph and hence its sizem.
Then it waits with the token until roundt∗ = t+

∑m
i=1

T (EXPLO(i)) + T (EST (m)). By this round all
explorers must have found the token and executed procedureEST , i.e., they are all together with the token.
In roundt∗ all agents declare that gathering is over. �

Proposition 5.1 implies that the class of initial configurations for which leader election is at all possible
(even only using an algorithm dedicated to this specific configuration) is equal to the class of initial config-
urations for which gathering with detection is possible, i.e., the class of configurations satisfying property
G. Similarly as for gathering, we will say that a leader election algorithm isuniversalif it performs leader
election for all such configurations.

The following corollary gives a complete solution of the leader election problem for anonymous agents
in arbitrary graphs.

Corollary 5.1 If an upper bound on the size of the graph is known, then leaderelection is possible if and
only if the initial configuration satisfies conditionG. Algorithm Gathering-with-Detection accomplishes
leader election for all these configurations (by electing asleader the agent that has the largest memory in
the round of the gathering declaration). If no upper bound onthe size of the graph is known, then a universal
algorithm for leader election does not exist.
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