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Deter ministic gathering of anonymous agents
in arbitrary networks

Yoann Dieudonné Andrzej Pelé

Abstract

A team consisting of an unknown number of mobile agentstistafrom different nodes of an
unknown network, possibly at different times, have to mée¢ha same node. Agents are anonymous
(identical), execute the same deterministic algorithmmnge in synchronous rounds along links of the
network. An initial configuration of agents is callgdtherablef there exists a deterministic algorithm
(even dedicated to this particular configuration) that @ods meeting of all agents in one node. Which
configurations are gatherable and how to gather all of theerénistically by the same algorithm?

We give a complete solution of this gathering problem in taaloy networks. We characterize all
gatherable configurations and give twoiversaldeterministic gathering algorithms, i.e., algorithmgtha
gather all gatherable configurations. The first algorithmksander the assumption that an upper bound
n on the size of the network is known. In this case our algorifuaranteegathering with detection
i.e., the existence of a round for any gatherable configamasuch that all agents are at the same node
and all declare that gathering is accomplished. If no uppent on the size of the network is known,
we show that a universal algorithm for gathering with detectioes not exist. Hence, for this harder
scenario, we construct a second universal gathering éhgorivhich guarantees that, for any gatherable
configuration, all agents eventually get to one node and stitipough they cannot tell if gathering is
over. The time of the first algorithm is polynomial in the uppeundn on the size of the network, and
the time of the second algorithm is polynomial in the (unknpsize itself.

Our results have an important consequence for the leaddiaglgoroblem for anonymous agents in
arbitrary graphs. Leader election is a fundamental symnie&aking problem in distributed computing.
Its goal is to assign, in some common round, value 1 (leadeope of the entities and value 0 (non-
leader) to all others. For anonymous agents in graphs, lezldetion turns out to be equivalent to
gathering with detection. Hence, as a by-product, we ol#taiomplete solution of the leader election
problem for anonymous agents in arbitrary graphs.
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1 Introduction

Thebackground. A team of at least two mobile agents, starting from diffemdes of a network, possibly

at different times, have to meet at the same node. This bask¢ known agatheringor rendezvoushas
been thoroughly studied in the literature. This task has eyplications in everyday life, e.g., when agents
are people that have to meet in a city whose streets form aonetin computer science, mobile agents
usually represent software agents in computer networksadile robots, if the network is a labyrinth. The
reason to meet may be to exchange data previously collegtéidebagents, or to coordinate some future
task, such as network maintenance or finding a map of the nletwo

The model and the problem. The network is modeled as an undirected connected grapérredfto
hereafter as a graph. We seek gathering algorithms that tdelycon the knowledge of node labels, and
can work in anonymous graphs as well (cf. [4]). The imporéaotdesigning such algorithms is motivated
by the fact that, even when nodes are equipped with distitetl$, agents may be unable to perceive them
because of limited sensory capabilities, or nodes may egfuiseveal their labels, e.g., due to security or
privacy reasons. Note that if nodes had distinct labelsy #tgents might explore the graph and meet in
the smallest node, hence gathering would reduce to exjaora®n the other hand, we assume that edges
incident to a node have distinct labels ig0, ... ,d — 1}, whered is the degree of. Thus every undirected
edge{u, v} has two labels, which are called p®rt numbersat « and atv. Port numbering iocal, i.e.,
there is no relation between port numbers.and atv. Note that in the absence of port numbers, edges
incident to a node would be undistinguishable for agentsthunsl gathering would be often impossible, as
the adversary could prevent an agent from taking some edggeint to the current node.

There are at least two agents that start from different naddbe graph and traverse its edges in
synchronous rounds. They cannot mark visited nodes orrgesteedges in any way. The adversary wakes
up some of the agents at possibly different times. A dormgeng not woken up by the adversary, is woken
up by the first agent that visits its starting node, if suchgenaexists. Agents are anonymous (identical) and
they execute the same deterministic algorithm. Every agfants executing the algorithm in the round of its
wake-up. Agents do not know the topology of the graph or the sf the team. We consider two scenarios:
one when agents know an upper bound on the size of the grapanadtigder when no bound is known. In
every round an agent may perform some local computationsnae to an adjacent node by a chosen port,
or stay at the current node. When an agent enters a nodetrislga degree and the port of entry. When
several agents are at the same node in the same round, thexaznge all information they currently
have. However, agents that cross each other on an edgestravié simultaneously in different directions,
do not notice this fact. We assume that the memory of the agenhlimited: from the computational point
of view they are modeled as Turing machines.

An initial configuration of agents, i.e., their placemensaine nodes of the graph, is caligatherable
if there exists a deterministic algorithm (even only detdidato this particular configuration) that achieves
meeting of all agents in one node, regardless of the timehi@hvsome of the agents are woken up by the
adversary. In this paper we study the following gatheringppem:

Which initial configurations are gatherable and how to ga#tieof them deterministically by
the same algorithm?

In other words, we want to decide which initial configuraticare possible to gather, even by an algorithm
specifically designed for this particular configurationd are want to find ainiversalgathering algorithm
that gathers all such configurations. We are interestedioriBrminatingalgorithms, in which every agent
eventually stops forever.

Our results. We give a complete solution of the gathering problem in eabjt networks. We characterize
all gatherable configurations and give twoiversaldeterministic gathering algorithms, i.e., algorithmsttha
gather all gatherable configurations. The first algorithmksainder the assumption that an upper bound



n on the size of the network is known. In this case our algorithraranteegjathering with detectigni.e.,

the existence of a round for any gatherable configuratioch sat all agents are at the same node and all
declare that gathering is accomplished. If no upper bounthersize of the network is known, we show
that a universal algorithm for gathering with detection gloet exist. Hence, for this harder scenario, we
construct a second universal gathering algorithm, whicirautees that, for any gatherable configuration,
all agents eventually get to one node and stop, althoughddueyot tell if gathering is over. The time of the
first algorithm is polynomial in the upper boumdon the size of the network, and the time of the second
algorithm is polynomial in the (unknown) size itself.

While gathering two anonymous agents is a relatively easly (i&f. [15]), our problem of gathering an
unknown team of anonymous agents presents the followingmdéficulty. The asymmetry of the initial
configuration because of which gathering is feasible, magased not only by non-similar locations of the
agents in the graph, but by their different situatisith respect to other agentddence a new algorithmic
idea is needed in order to gather: agents that were initid#ytical, must make decisions based on the
memories of other agents met to date, in order to distingthisfr future behavior. In the beginning the
memory of each agent is a blank slate and in the executioneadltiorithm it records what the agent has
seen in previous steps of the navigation and what it heard &her agents during meetings. Even a slight
asymmetry occurring in a remote part of the graph must eedigtinfluence the behavior of initially distant
agents. Notice that agents in different initial situatiomsy be unaware of this difference in early meetings,
as the difference may be revealed only later on, after mgetiner agents. Hence, for example, an agent
may mistakenly "think” that two different agents that it mietdifferent stages of the algorithm execution,
are the same agent. Confusions due to this possibility aign#fisant challenge absent both in gathering
two (even anonymous) agents and in gathering many labelettsag

Our results have an important consequence for the leaddiogigproblem for anonymous agents in ar-
bitrary graphs. Leader election [30] is a fundamental sytryrtreaking problem in distributed computing.
Its goal is to assign, in some common round, value 1 (leadash¢ of the entities and value 0 (non-leader)
to all others. For anonymous agents in graphs, leader @fettirns out to be equivalent to gathering with
detection (see Section 5). Hence, as a by-product, we ohtammplete solution of the leader election
problem for anonymous agents in arbitrary graphs.

Related work. Gathering has been mostly studied for two mobile agents artis case it is usually
called rendezvous. An extensive survey of randomized mmdes in various scenarios can be found in [4],
cf. also [2, 3, 6, 25]. Deterministic rendezvous in netwohles been surveyed in [31]. Several authors
considered the geometric scenario (rendezvous in an aitefithe real line, see, e.g., [10, 24], or in the
plane, see, e.g., [7, 8]). Gathering more than two agentbéas studied, e.g., in [25, 29]. In [35] the
authors considered rendezvous of many agents with unitpedsieand gathering many labeled agents in the
presence of Byzantine agents was studied in [19]. The pmoblas also studied in the context of multiple
robot systems, cf. [13, 20], and fault tolerant gatheringobiots in the plane was studied, e.g., in [1, 14].

For the deterministic setting a lot of effort has been deditdo the study of the feasibility of ren-
dezvous, and to the time required to achieve this task, wesilfle. For instance, deterministic rendezvous
with agents equipped with tokens used to mark nodes wasdaesi, e.g., in [28]. Deterministic ren-
dezvous of two agents that cannot mark nodes but have urafpe¢siwas discussed in [18, 26, 33]. These
papers are concerned with the time of rendezvous in arpitraphs. In [18] the authors show a rendezvous
algorithm polynomial in the size of the graph, in the lengtlhe shorter label and in the delay between the
starting time of the agents. In [26, 33] rendezvous time igmpmmial in the first two of these parameters
and independent of the delay.

Memory required by two anonymous agents to achieve det@ticimendezvous has been studied in
[21, 22] for trees and in [15] for general graphs. Memory mekfibr randomized rendezvous in the ring is
discussed, e.g., in [27].



Apart from the synchronous model used, e.g., in [15, 18, 8Bafd in this paper, several authors have
investigated asynchronous rendezvous in the plane [12r&Din network environments [9, 16, 17]. In the
latter scenario the agent chooses the edge which it de@desverse but the adversary controls the speed
of the agent. Under this assumption rendezvous in a nodetaerguaranteed even in very simple graphs
and hence the rendezvous requirement is relaxed to permdigibnts to meet inside an edge.

2 Preliminaries

Throughout the paper, the number of nodes of a graph is ca#lesize. In this section we recall four
procedures known from the literature, that will be used aklimg blocks in our algorithms. The aim of
the first two procedures is graph exploration, i.e., vigitall nodes of the graph (cf., e.g., [11, 32]). The
first of these procedures assumes an upper bauma the size of the graph and the second one makes no
assumptions on the size but it is performed by an agent usfixg@é token placed at the starting node of
the agent. (It is well known that a terminating exploratimereof an anonymous ring of unknown size by a
single agent without a token is impossible.) In our appiicet the roles of the token and of the exploring
agent will be played by agents or by groups of agents. Thepficgtedure works in time polynomial in the
known upper bouna. on the size of the graph and the second in time polynomialdrsibe of the graph.
Moreover, at the end of the second procedure the agent isthéttoken and has a complete map of the
graph with all port numbers marked. We call the first procediX PLO(n) and the second procedure
EST, for exploration with a stationary tokenWe denote byl'(EX PLO(n)) (respectivelyl'(EST (n)))

the maximum time of execution of the procedW#& PLO(n) (respectively procedur€ST) in a graph of
size at most.

Before describing the third procedure we define the follgaiotion from [34]. LetG be a graph and
v a node ofG, of degreek. Theview from v is the infinite rooted tre@’(v) with labeled ports, defined
recursively as follows)(v) has the rootr, corresponding t@. For every nodey;, i = 1,. .., k, adjacent
to v, there is a neighbat; in V(v) such that the port number atorresponding to edgf, v; } is the same
as the port number afy corresponding to edggry, x; }, and the port number at corresponding to edge
{v,v;} is the same as the port numberatcorresponding to edggro, z;}. Nodexz;, fori = 1,...,k, is
now the root of the view from;.

The third procedure, described in [15], permits a singlengimmous agent starting at nodeo find a
positive integerS(v), called the signature of the agent, such tat) = V(w) if and only if S(v) = S(w).
This procedure, calle§IGN (n) works for any graph of known upper boundon its size and its running
time is polynomial inn. After the completion o6/G N (n) the agent is back at its starting node. We denote
by T(SIGN (n)) the maximum time of execution of the proced&&G N (n) in a graph of size at most.

Finally, the fourth procedure is for gathering two agenta igraph of unknown size. It is due to Ta-
Shma and Zwick [33] and relies on the fact that agents havimclidabels. (Using it as a building block in
our scenario of anonymous agents is one of the difficultiaswe need to overcome.) Each agent knows
its own label (which is a parameter of the algorithm) but it kabel of the other agent. We will call this
procedurel’Z(¢), where/ is the label of the executing agent. In [33], the authors giylynomial P in
two variables, increasing in each of the variables, such ththere are agents with distinct labels and
{5 operating in a graph of size, appearing at their starting positions in possibly différemes, then they
will meet after at mosP(n, |¢|) rounds since the appearance of the later agent, whsrthe smaller label.
Also, if an agent with label; performsT Z(¢;) for P(n, |¢;|) rounds and the other agent is inert during this
time, the meeting is guaranteed.

We will also use a notion similar to that of the view but refiegtthe positions of agents in an initial
configuration. Consider a gragh and an initial configuration of agents in this graph. kdbe a node
occupied by an agent. Thenhanced viewWrom v is the couple(V(v), f), where f is a binary valued
function defined on the set of nodes¥Wfv) , such thatf(w) = 1 if there is an agent ab and f(w) = 0
otherwise. Thus the enhanced view of an agent additionadiskenin its view the positions of other agents
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in the initial configuration.

An important notion used throughout the paper isr@moryof an agent. Intuitively, the memory of
an agent in a given round is the total information the agetécted since its wake-up, both by navigating
in the graph and by exchanging information with other agem$ until this round. This is formalized as
follows. The memory of an agert at the end of some round which is théh round since its wake-up, is the
sequencéMy, My, ..., M), whereM, is the information of the agent at its start ahf is the information
acquired in round. The terms)M; are defined as follows. Suppose that in rodride agent4 met agents
Ay, ..., A, at nodev of degreed. Suppose that agert entered node in rounds leaving an adjacent node
w by portp and entering by portq. Suppose that agert; entered node in round: leaving an adjacent
nodew; by portp; and entering by portg;. If some agent did not move in rouridhen the respective
ports are replaced by 1. The termM; for agentA, called itsi-th memory boxs defined as the sequence
(d,p,q,{(p1,q1, R1), ..., (P, qr, Ri)}), whereR; is the memory of the agent; at the end of round— 1.
This definition is recursive with respect to global time (oakn to agents), starting at the wake-up of the
earliest agent by the adversary. Note that if an agent is wakeby the adversary at a node of degiesnd
no other agents are at this node at this time thgn= (d, —1, —1) for this agent (at its wake-up the agent
sees only the degree of its starting position). If an agembisen up by some other agents, it also learns their
memories to date. Note also that, since the memory of thet é&gtre total information it acquired to date,
any deterministic algorithm used by agents to navigatdydieg any deterministic gathering algorithm)
may be viewed as a function from the set of all memories ingost of integers greater or equal+ta
telling the agent to take a given pear{or stay idle, in which case the output-id), if it has a given memory.
For a memoryM = (Mg, M, ..., M,;) and fork < ¢t we denotePrefi(M) = (My, My, ..., My).

Notice that if two agents meet, they must necessarily haffereint memories. Indeed, if they had
identical memories, then they would be woken up in the samedand they would traverse identical paths
to the meeting node. This contradicts the assumption tteattagtart at different nodes.

We will use the following order on the s@att of all possible memories. Let be any linear order on the
set of all memory boxes (one such simple order is to code alipte memory boxes as binary sequences
in some canonical way and use lexicographic order on birequences). Now the linear orderon the set
M of sequences of memory boxes is defined as the lexicograpthéc based on the order. The order<
has the property that if the memory of agehis smaller than the memory of agefitin some round then
it will remain smaller in all subsequent rounds. Whety < M., we say that memory 1, is larger than
M.

3 Known upper bound on the size of the graph

In this section we assume that an upper boundn the size of the graph is known to all agents at the
beginning. The aim of this section is to characterize gathlerconfigurations and giveumiversalgathering
algorithm that gathersvith detectionall gatherable configurations. The time of such an algorithrthe
number of rounds between the wake-up of the first agent armbtimel when all agents declare that gathering
is accomplished. Consider the following condition on atiahiconfiguration in an arbitrary graph.

G: There exist agents with different views, and each agent hasjae enhanced view.

We will prove the following result.

Theorem 3.1 An initial configuration is gatherable if and only if it safiiss the conditiorG. If an upper
boundn on the size of the graph is known then there exists an algorftir gathering with detection all
gatherable configurations. This algorithm works in timeypamial inn.

In order to appreciate the full strength of Theorem 3.1 moti@at it can be rephrased as follows. If an
initial configuration does not satisfy conditi@h then there is no algorithm (even no algorithm dedicated
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to this specific configuration, knowing it entirely) that péts to gather this configuration, even gather it
without detection: simply no algorithm can bring all agesitaultaneously to one node. On the other hand,
assuming an upper bound on the size of the graph, therariszarsalalgorithm that gathergith detection
all initial configurations satisfying conditiofs. Our algorithm works in time polynomial in any known
upper bound: on the size of the graph. Hence, if this upper bound is polyabim the size of the graph,
the algorithm is polynomial in the size as well. In the nexdta we will show how the positive part of the
result changes when no upper bound on the size of the grapiowak

The rest of the section is devoted to the proof of Theorem\®d start with the following lemma.

Lemma 3.1 If an initial configuration does not satisfy conditi@, then it is not gatherable.

Proof. Suppose that an initial configuratiardoes not satisfy conditio® and that agents execute the same
deterministic algorithm. First suppose that the configana€® does not satisfy the first part of conditi@

i.e., that the views of all agents are identical. Supposettiadversary wakes up all agents in the same
round. We show that no pair of agents can meet. Suppose, fitnaciiction, that agentd, and A, are the
first to meet and that this occurs in rounffom the common start. Since the initial views of the agents a
identical and they execute the same deterministic algarithe sequences of port numbers encountered by
both agents are identical and hence they both enter the nedddch they first meet by the same port. This
is a contradiction.

Now suppose that the configuratiGhdoes not satisfy the second part of conditi®ni.e., that there
exists an agent whose enhanced view is not unique. Consitarctl agentsA and A’ that have identical
enhanced views. LeB be any agent and suppose that a sequence of port numbers that leads from
agentA to agentB in the enhanced view of agert. (Notice that there may be many such sequences,
corresponding to different paths leading frafnto B.) Then there exists an age® such thatg is a
sequence of port numbers that leads from aggrb agentB’ in the enhanced view of agerdt. Agent
B’ has the same enhanced view as ageéntSince agentsi and A’ were different, agent® and B’ are
different as well. Hence for every agent there exists amaibent whose enhanced view is identical. Call
such agentiomologs

Suppose again that the adversary wakes up all agents inrtreersaind. We will show that, although
now some meetings of agents are possible, homologs willrmeeet. Suppose that agemtsand A’ are
homologs. Sincel and A’ have the same enhanced view at the beginning, it follows @ydtion on the
round number that their memory will be identical in everyndu Indeed, wheneved meets an agenB
in some round, its homolog’ meets a homolod@’ of B in the same round and hence the memoried of
and A’ evolve identically. In particular, since all agents exedhie same deterministic algorithm, agents
and A’ follow identical sequences of port numbers on their pattsbéfore, if they met for the first time at
some node, they would have to enter this node by the sameTgustis a contradiction. O

The other (much more difficult) direction of the equivalefian Theorem 3.1 will be shown by con-
structing an algorithm which, executed by agents startiognfany initial configuration satisfying condition
G, accomplishes gathering with detection of all agents. (&gorithm uses the knowledge of an upper
boundn of the size of the graph: this is enough to prove the othectime of the equivalence, as for any
specific configuration satisfying conditi@ even a gathering algorithm dedicated to this specific cordigu
tion is enough to show that the configuration is gatheralnd,saich a dedicated algorithm knows the exact
size of the graph. Of course, our algorithm accomplisheshrmougre: knowing just an upper bound on the
size of the graph it gatheddl configurations satisfying conditioB and does thisvith detectior) We first
give a high-level idea of the algorithm, then describe itétail and prove its correctness. From now on we
assume that the initial configuration satisfies conditBn
Idea of the algorithm. At high level the algorithm works in two stages. The aim of finst stage for any
agent is to meet another agent, in order to perform later ploeation in which one of the agents will play
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the role of the token and the other the role of the explordegravill be decided comparing memories of
the agents). To this end the agent starts an exploratioreafiph using the known upper boundn its
size. The aim of this exploration is to wake up all, possililly dormant agents. Afterwards, in order to
meet, agents use the proceddr& mentioned in Section 2. However, this procedure requireal Ifor
each agent and our agents are anonymous. The only way teediifste agents and give them labels is to
find their views: a view (truncated to) from the initial position could serve as a label becausdithepart

of conditionG guarantees that there are at least two distinct views. Hervénding the view of an agent
(truncated taz) would require exponential time. Hence we use procedUi@ N (n) mentioned in Section
2, which is polynomial inn and can still assign labels to agents, producing at leastdifferent labels.
Then, performing procedurEZ for a sufficiently long time guarantees a meeting for evesgrag

In the second stage each explorer explores the graph usinggureE' X PLO(n) and then backtracks
to its token left at the starting node of the exploration. eAfihe backtrack, memories of the token and of
the explorer are updated to check for anomalies caused by affents meeting in the meantime either the
token or the explorer. Note that, due to the fact that somatageay have identical memories at this stage
of the algorithm, an explorer may sometimes falsely comsagether token as its own, due to their identical
memories. By contrast, an end of each backtrack is a time @whexplorer can be sure that it is on its token
and the token can be sure that its explorer is with it.

Explorers repeat these explorations with backtrack againagain, with the aim of creating meetings
with other agents and detecting anomalies. As a consequénbese anomalies some agents merge with
others, mergers being decided on the basis of the memortbe afgents. Each explorer eventually either
merges with some token or performs an exploration withoataalies. In the latter case it waits a prescribed
amount of time with its token: if no new agent comes during\ulaéting time, the end of the gathering is
declared, otherwise another exploration is launched.llf&iproved that eventually, due to the second part
of condition G, all agents merge with the same tokBnand then, after the last exploration made by the
explorerA of B and after undisturbed waiting time, the end of the gathdsraprrectly declared.

We now give a detailed description of the algorithm.

Algorithm Gathering-with-Detection with parametern (upper bound on the size of the graph)

During the execution of the algorithm an agent can be in ontheffollowing six states:set up,
crui ser,shadow, expl orer,t oken,sear cher . For every agentl in stateshadowthere is exactly
one agenf3 in some state different fromhadow, called theguideof A. We will also say thatd is a shadow
of B. Below we describe the actions of an agdrih each of the states and the transitions between the states.
At wake-up agentd enters the stateet up.

Stateset up.

Agent A performsE X PLO(n) visiting all nodes and waking up all still dormant agentsefitagent
A performs the procedur8/G N (n) finding the signature of its initial position, called thelabel of agent
A. Agent A transits to stater ui ser.

Statecr ui ser.
Agent A performsT'Z(¢), wherel is its label, until meeting an agent in stateui ser ort oken at a
nodev.
Case 1. Agent meets an agen® in statet oken.
Then it transits to statehadowof B.
Case 2. Agentd does not meet an agent in stateken.
Then there is at least one other agent in staitei ser at nodev.
Subcase 2.1. Agert has the largest memory among all agents in statéi ser at nodev.
Then agent transits to statexpl or er.



Subcase 2.2. Agemt does not have the largest memory among all agents inctateser at nodev.

If there is exactly one agemi in statecr ui ser with memory larger thad at nodev, then agent transits
to statet oken. Otherwise, it transits to stagghadowof the agent in stater ui ser at nodev with largest
memory.

State shadow.

Agent A has exactly one guide and is at the same node as the guiderinreuad. In every round it
makes the same move as the guide. If the guBdieansits itself to statshadowand gets agent’ as its
guide, then agentl changes its guide t¢' as well. AgentA declares that gathering is over if the unique
agent in statexpl or er collocated with it makes this declaration.

Before describing the actions in the three remaining stateslefine the notion afeniorityof an agent
in statet oken (respectivelyexpl or er). The seniority in a given round is the number of rounds from t
time when the agent becarheken (respectivelyexpl or er).

State expl or er

When agent4 transits to statexpl or er , there is another ageiit that transits to stateoken in the
same round at the same nodeAgent B is called the token ofi. Agent A has a variableecent — token
that it initializes to the memory oB in this round. Denote byr X PLO*(n) the proceduré& X PLO(n)
followed by a complete backtrack in which the agent trawereedges traversed iIBX PLO(n) in the
reverse order and the reverse direction. The variablent — token is updated in the beginning of each
execution of EX PLO*(n). An execution of EX PLO*(n) is calledcleanif the following condition is
satisfied: in each round during this execution, in whitmet an agent’, the memory of”' is equal to that
of B, and in each round during this execution, in which the tokBewas met by an ager?, the memory
of D was equal to that ofl. Notice that after the execution &X PLO*(n), agentA is together with its
token B and thus they can verify if the execution was clean, by inpgc¢heir memories. The execution
time of EXPLO*(n) is at mosRT(EX PLO(n)).

After transiting to statexpl or er, agentA waits forT(EXPLO(n)) + T(SIGN(n)) + P(n, L)
rounds, wherd. is the largest possible label (it is polynomiakilh Then it executes the following protocol:

while A has not declared that gathering is oder
do
EXPLO*(n)
/*now agentA is with its token.*/

if A metan agen€ in statet oken of higher seniority than that of or of equal seniority but such
thatrecent — token < Prefi(Mc) where M is the memory of agent’ andt is the last round
when agentd updated its variableecent — token then A transits to statsear cher

if B was visited in round’ by an agent in stateexpl or er of higher seniority than that o8
or of equal seniority but such that 5 < R where M g is the memory of agenB
andR is the variablerecent — token of agentC in roundt’ then A transits to statsear cher

until the execution oEF X PLO*(n) is clean  agenf waits2 - T'(EX PLO(n)) rounds;
if during this timeA has not been met by any new agémen A declares that gathering is over.

Statet oken

When agentA transits to staté oken, there is another ageiit that transits to statexpl or er in the
same round at the same nodeAgent B is called the explorer off. Agent A remains idle at a node and
does not change its state, except when its explBrénansits to statsear cher . In this case it transits to
stateshadowand B becomes its guide. Agent declares that gathering is over if the unique agent in state



expl or er collocated with it makes this declaration.

Statesear cher
Agent A performs an entire execution X PLO*(n) and then another execution 8tX PLO*(n)
until meeting an agen® in statet oken. Then agent transits to statshadowand B becomes its guide.
The proof of the correctness of the algorithm is split inte tbllowing lemmas.

Lemma 3.2 In Algorithm Gathering-with-Detection every agent eveatijustops after time polynomial in
n and declares that gathering is over.

Proof. At its wake-up an agentl enters statset up and remains in it for at most(EXPLO(n)) +
T(SIGN(n)) rounds (the time to complete an exploration and find its l#&beind then transits to state
crui ser . We will prove that in stater ui ser agent4 can spend atmoSt(EX PLO(n))+T(SIGN (n))+
2P(n, /) rounds. We will use the following claim.

Claim 1. Let ¢ be the first round in which an agent transits to staten. Then there exists an ageBt
that remains in stateoken and is idle from round on.

To prove the claim, lef be the set of agents that transitted to stai&en in round¢. In every round
t' > t, the agent fron¥Z with the current largest memory remains in statken and stays idle. Since an
agent with the largest memory in a given round must have hadbtigest memory in all previous rounds,
the claim follows.

In order to prove our upper bound on the time spentlbig statecr ui ser , observe that after at most
T(EXPLO(n))+T(SIGN(n)) rounds sinced transits to stater ui ser , all other agents have quit state
set up. Consider the addition@P(n, ¢) rounds during which agem performsT'Z(¢). Let roundr be
the end of the first half of this segmeS6tof 2P(n,¢) rounds. Some meeting must have occurred on or
before roundr, due to the properties @ Z. If agentA was involved in one of those meetings, it left state
crui ser by roundr. Otherwise, it must have met some other agent in state aither ser ort oken
during the second half of the segmeht Indeed, if it does not meet another agent in statei ser, it
must meet another agent in stateken, which transited to this state by round (Claim 1 guarantees the
existence of such an agent after roundl This proves our upper bound on the time spentdin state
crui ser.

From statecr ui ser agentA can transit to one of the three statsstadow, expl or er ort oken.
Since the termination conditions for an agent in s&dtadoware the same as of its guide, we may eliminate
the case of statehadowfrom our analysis. Consider an agent in sexel or er . After the waiting time
of T(EXPLO(n))+T(SIGN (n))+P(n, L) rounds (wherd. is the largest possible label (it is polynomial
in n) agentA knows that all other agents have already transited fromtitecr ui ser (they used at most
T(EXPLO(n)) + T(SIGN(n)) rounds in statset up and at most?(n, L) rounds in stater ui ser,
as their labels are at mostand at least one token is already present in the graph).

Either agentd never leaves stagxpl or er , in which case we will prove that it declares that gathering
is over after polynomial time, in some roupglor it transits to statsear cher before roundp, in which
case it uses at most- T(EX PLO(n)) rounds for one execution df X PLO*(n) and after additional at
most2 - T(EXPLO(n)) rounds it finds an idle agent in stat®@ken and becomes its shadow (claim 1
guarantees the existence of such an agent).

Consider an agemt that remains in statexpl or er till the end of the algorithm. In order to estimate
the time before which it must declare that gathering is owerfirst compute an upper bound on the number
of non-clean exploration& X PLO*(n) performed by it. An exploration could be non-clean due tesav
reasons, according to the description of the algorithm.

e A metan agent in statet oken of higher seniority than that od or of equal seniority but such that
recent — token < Pref;(Mc), or the tokenB of A was visited by an agerdt in stateexpl or er
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of higher seniority than that aB or of equal seniority but such thatt 5 < R, whereR is the variable
recent — token of agentC'. This case is impossible, aswould not remain in statexpl or er till
the end of the algorithm.

Either agentd4 or its tokenB met an agent in stateear cher . Since the lifespan of a searcher is at
most the time of two consecutive executiongX PLO*(n), it can overlap at most three consecutive
executions of this procedure. Hence one searcher can makelean at most 6 explorations (3 by
meetingA and 3 by meetind3). Since there are at mostsearchers, this gives at mdst non-clean
explorations.

A met an agent in statet oken of lower seniority than that ol or of equal seniority but such
that Mo < recent — token. After this meeting, the remaining time when agéhtremains in
statet oken is at most the duration of one execution BX PLO*(n) (after at most this time the
explorer ofC' becomes searcher and her@dransits to statshadow). This time can overlap at
most two consecutive executions BX PLO*(n), hence such meetings can make at n2shon-
clean explorations.

The tokenB of A met an agen€' in stateexpl or er of lower seniority than that oB or of equal
seniority but such thatecent — token < Pref,(Mp). A similar analysis as in the previous case
shows that such meetings can make at rBaston-clean explorations.

Agent A met an agent' in stateexpl or er. The memories of the two agents at this time are
different. After this meeting, the remaining time when agémemains in statexpl or er is at most
the duration of two consecutive executiong®X PLO*(n) because after the return 6fon its token,
the tokens ofA andC have different memories and hence after another explorafionust become

a searcher. Indeed, since by assumptioremains in statexpl or er till the end of the algorithm,
we must haveR < Prefi;(Mp), whereR is the variablerecent — token of C' at the timet, wheret

is the first round after the meeting dfandC, in which agent' updated its variableecent — token.
This gives at mos3n non-clean explorations.

A met an agent” in statet oken in round s, that looked like its tokenB at this time, but that
turned out not to be the tokeR after the backtrack off on B. More preciselyyecent — token =
Prefiy(M.) inrounds (wheret is the last round when the variablecent — token of A was updated)
but Prefs(Mp) # Prefs(Mc). After rounds agentC remains in staté oken for at most the
duration of two executions df X PLO*(n). This gives at mos3n non-clean explorations.

The tokenB was visted by an agenit in stateexpl or er , that looked like its exploreA at this time,
but that turned out not to ba after the backtrack ofi on B. Similarly as before, this gives at most
3n non-clean explorations.

Hence there can be at mosin non-clean executions of procedufeX PLO*(n) for agentA (no-

tice that, e.g., an agent can make non-clean one explorigtithve stateexpl or er and then in the state
sear cher , hence for simplicity we add all the above upper bounds).néilar analysis shows that during
at most19n waiting periods of a duratioBT'(EX PLO(n)) agentA can be met by a new agent. Recall
that before performing the first execution®6X’ PLO*(n) agentA has been waiting fof (EX PLO(n))+
T(SIGN(n)) 4+ P(n, L) rounds. Hence after at mas{ EXPLO(n)) + T(SIGN(n))+ P(n,L) + (2+
38n)(2T(EX PLO(n)) rounds since agent transited to statexpl or er there has been a clean execution
of EX PLO*(n) followed by a waiting period without any new agent comingnkle agentd declares that
gathering is over.



It remains to consider an agedt in statet oken. From this state, either at some point the agent
transits to statshadow or it remains in staté oken till the end of the algorithm. In this latter case, its
explorer declares that gathering is over after at gt X PLO(n)) + T(SIGN(n)) + P(n,L) + (2 +
38n)(2T'(EXPLO(n)) rounds since it transited to stagpl or er. However, as soon as an explorer
declares that gathering is over, its token does the sameaggotA declares that gathering is over after at
mostT'(EXPLO(n))+T(SIGN (n)) + P(n, L)+ (2+38n)(2T(EX PLO(n)) rounds since it transited
to statet oken (recall that, according to the algorithm, agehtind its explorer have reached their current
state at the same time).

Hence every agent eventually terminates. We conclude bgraipg that the execution time of the
entire algorithm is upper bounded by the sum of the followipger bounds:

¢ the time between the wake up of the first agent and the time eofstdke up of an agent that
will be in stateexpl or er when declaring that gathering is over; this time is uppernied by
T(EXPLO(n)).

e the time that such an agedtspends in stateet up andcr ui ser
e the time that such an agedtspends in statexpl or er

We have shown above that each of these upper boun@§T8EX PLO(n)) + T(SIGN (n)) +
P(n, L)), whereL is polynomial inn. SinceT(EXPLO(n)), T(SIGN(n)) and P(n, L) are all poly-
nomial inn, this proves that the running time of Algorithm GatheringhaDetection is polynomial im.
O

In the sequel we will use the following notion, which is a getieation of the enhanced view of a
node. Consider a configuration of agents in any round. Caldesv andw with the same color if and only
if they are occupied by agent4,, ..., A, and By, ..., B,, respectively, wherel; and B; have the same
memory in this round. Aoloredview from nodev is the view fromw in which nodes are colored according
to the above rule.

In view of Lemma 3.2, all agents eventually declare thateatig is over. Hence the final configuration
must consist of agents in stategpl or er , t oken andshadow, all situated in nodes;, ..., v, such
that in each node; there is exactly one ageif; in stateexpl or er, exactly one agerif; in statet oken
and possibly some agents in stateadow. Call such a final configuration @one configuration if there
are at least two distinct nodes, v; which have identical colored views. We will first show thag tinal
configuration cannot be a clone configuration and then tmatiit consist of all agents gathered in a unique
node and hence our algorithm is correct.

Lemma 3.3 The final configuration cannot be a clone configuration.

Proof. Suppose for contradiction that the final configuration imeyi contains distinct nodes which have
identical colored views. Lefl be one of the agents woken up earliest by the adversary. €Rimts an agent
A’ (also woken up earliest by the adversary) which has an icEntiemory asA and an identical colored
view. Notice that if two agents have the same memory at titeey must have had the same memory at
timet¢ — 1. Since colors in a colored view are decided by memories afitagéhis implies (by a backward
induction on the round number) that the colored viewsiaind A’ are the same in each round after their
wake-up, and in particuldn the round of their wake-up. In this round no agent has movedrye hence
each agent is in a different node. Hence colored views inrthiad correspond to enhanced views. Thus
we can conclude that the enhanced views from the initiatioosi of agentsd and A’ were identical, which
contradicts the assumption that in the initial configuratiwery agent has a unique enhanced view. [
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Lemma 3.4 In the final configuration all agents must be at the same node.

Proof. Let B be the first (or one of the first) agents in stateken that declares that gathering is over. Let
A be its explorer. Lety be the round in which agent starts its last exploratioi X PLO*(n). Let /; be
the round in which backtrack begins during this executiogt.7. be the round in which this backtrack (and
hence the execution & X PLO*(n)) is finished, and let, be the round in whictd declares that gathering
is over.

Claim 1. In roundry all agents in stateoken have the same memory.

In order to prove the claim we first show that all agents inestatken in round 7y have the same
seniority. Observe that there cannot be any agent in staten of higher seniority tharB: any such agent
would be seen by during its last clean exploratioR X PLO*(n) between rounds, andr; contradicting
its cleanliness. Also there cannot be any agérih statet oken of lower seniority thanB. Indeed, let
D be the explorer of. Either D becomes &ear cher betweenry and; and thus it meets the tokds
before timer, which contradicts the declaration dfand B at timer, or it remains arexpl or er , in which
caseC remains & oken betweenr, andr; and thusC is visited by A during its last clean exploration,
contradicting its cleanliness. This shows that all agemtgatet oken in roundr, have the same seniority.
Hence their explorers start and finighX PLO*(n) at the same time. Consequently no token existing in
roundry can transit to statehadow before roundr;. Agent A must have seen all these tokens during its
last exploration. It follows that the memory of each suctetokn roundry must be equal to the memory of
B at this time: otherwise, agert would detect such a discrepancy during its last exploratidrich would
contradict the cleanliness of this exploration. This peo@aim 1.

Claim 1 implies that in timey, all agents in statexpl or er have the same memory. Indeed, since
at timery agentA is together withB, each explorer must be with its token, since tokens haveahes
memory.

Claim 2. In round Ty there are no agents in statear cher .

Suppose for contradiction that there is a searchén round rp. Recall thatS performs two explo-
rations: one entire exploratiaB.X PLO*(n) and another partial exploratidii.X PLO*(n) until meeting a
token or an explorer.

Case 1.5 finished its first exploratio® X PLO*(n) by roundry.

Hence its second exploration ends by round It could not end by round, becauseS would not be a
searcher in this round anymore. If it ended betwegandr, it must have met a tokeff. By Claim 1,
all explorers have the same seniority and hence at tipmhe explorerD of C' backtracked ta”. This
exploration is not clean fab. Either D becomes &ear cher at timer; and thus meetd and B before
time 75, contradicting their declaration at time, or D starts anothe? X PLO*(n) and it meets itselfA
and B before timery, contradicting their declaration at time. This shows that the second exploration of
S cannot end betweety andr;, hence Case 1 is impossible.

Case 2.5 finished its first exploratios X PLO*(n) betweenr andr, /.

Hence it must visit some tokefi during its second exploration (and before starting the tsack) by round
71. As before, this contradicts the declarationdand B at timers.

Case 3.5 finished its first exploratios X PLO*(n) betweenr, /, andr;.

Hence the entire backtrack during this first exploratiorktptace between rounds andr;. During this
backtrack,S visited some token. As before, this contradicts the detitaraf A and B at timers.

Case 4.5 finished its first exploratio® X PLO*(n) after roundr;.

This is impossible, as it would not be in statear cher in roundry.

This concludes the proof of Claim 2.

Claim 3. Let & be the set of agents in staepl or er in roundr. In roundr, ;, every agent front can
reconstruct its colored view in roundg.
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To prove the claim first note that since ageénstarts its last exploration in roung and all agents from
& have the same memory in roungl, they all start an exploratio X PLO*(n) in this round. In round
71/ €very agent fron€ has visited all nodes of the graph and starts its backtrackoundr, there are
no agents in stateet up or cr ui ser, in view of the waiting time whend transited to statexpl or er,
and there are no agents in statar cher by Claim 2. Hence the visit of all nodes between roungand
71,2 permits to see all agents that were tokens at tigneSince at this time every explorer were with its
token, this permits to reconstruct the memories and theiposiof all agents in roune,. This is enough to
reconstruct the colored views of all agents in roapdwhich proves the claim.

To conclude the proof of the lemma it is enough to show thadimdr, only one node is occupied by
agents, since this will be the final configuration. Supposé¢tibdesy # v’ are occupied in this round. Let
A be the explorer at and A’ the explorer at’. Note that the colored views of and A’ in roundy must
be different, for otherwise the configuration in rourdwould be a clone configuration, and consequently
the final configuration would also be clone, contradictingninea 3.3. Since, by Claim 3, in round ,
each of the agentd and A’ has reconstructed its colored view in roung their memories in round;
are different. Between rounds , andy, during its backtrack, agemt’ has visited again all tokens, in
particular the token ofi. HenceA, after backtracking to its token in roung, realizes that another explorer
has visited its token, which contradicts the cleanlinegh®tast exploration off. This contradiction shows
that in roundry only one node is occupied and hence the same is true in thecfindiiguration. This
concludes the proof of the lemma. O

Now the proof of Theorem 3.1 follows directly from Lemmas, 3812, and 3.4.
4 Unknown upper bound on the size of the graph

In this section we show that, if no upper bound on the size ®fttaph is known, then there is no universal
algorithm for gatheringvith detectiorall gatherable configurations. Nevertheless, we still shothis case
a universal algorithm that gathers all gatherable configams: upon completion of this algorithm all agents
from any gatherable configuration eventually stop foreteh@ same node (although no agent is ever sure
that gathering is over). The time of such an algorithm is thenlper of rounds between the wake-up of the
first agent and the last round in which some agent moves. @oritdm is polynomial in the (unknown)
size of the graph.

We first prove the following negative result.

Theorem 4.1 There is no universal algorithm for gathering with detentall gatherable configurations in
all graphs.

Proof. Consider the following initial configurations. In configtioam C' the graph is a 4-cycle with clock-
wise oriented ports 0,1 at each node, and with additionatsofldegree 1 attached to two non-consecutive
nodes. There are two agents starting at a node of degree 2 asdlackwise neighbor, cf. Fig. 1 (a). In
configurationD,,, for n = 4k, the graph is constructed as follows. Take a cycle of sixéth clockwise
oriented ports 0,1 at each node. Call clockwise consecnotdes of the cycle, ..., v,_1 (hames are used
only to explain the construction) and attach two nodes ofaled. tovy and one node of degree 1 to every
other node with even index. Initial positions of agents @amoalesv;, wherei = 4 ori = 45 — 1, for some

4, cf. Fig. 1 (b).

Each of the configuration§' and D,,, for n > 8, is gatherable. Indeed, in each of these configurations
there exist agents with different views (agents startingates of degree 2 and of degree 3) and each
agent has a unique enhanced view (this is obvious for cotigarC' and follows from the existence of a
unique node of degree 4 for configuratiaig). Hence each of these configurations satisfies cond&iand
consequently, by Theorem 3.1, there is an algorithm foragath with detection each specific configuration,
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(a) CONFIGURATION C (b) CONFIGURATION D

Figure 1: Configuration§’ and Dy in the proof of Theorem 4.1. Black nodes are occupied by agent

as such a dedicated algorithm knows the configuration anceheray use the knowledge of the size of the
graph.

It remains to show that there is nmiversalalgorithm that gathers with detection all configurations
C andD,,. Suppose, for contradiction, that is such an algorithm. Suppose that the adversary wakes up
all agents simultaneously and lebe the time after which agents in configuratiorstop at the same node
and declare that gathering is over. Consider the configurdds; and two consecutive agents antipodal
to the unique node of degree 4, i.e., starting from nodesand vy ;. Call X the agent starting at a
node of degree 2 in configuratiaii and callY” the agent starting at its clockwise neighbor (of degree 3)
in this configuration. CallX’ the agent starting at nodeg;_; and callY’ the agent starting at node; in
configurationDsg;. (Again names are used only to explain the construction.)

In the first¢ rounds of the executions of algorithpd starting from configurationg” and Dyg; the
memories of the agenf§ and X’ and of the agent¥” andY” are the same. This easily follows by induction
on the round number. Hence afterounds agentsy’ andY” starting from configurationDg; stop and
(falsely) declare that gathering is over. This contradictiversality of algorithmA. O

Our final result is a universal algorithm gathering all gatiide configurations, working without any
additional knowledge. It accomplishes correct gatherimgjaways terminates but (as opposed to Algorithm
Gathering-with-Detection which used an upper bound onitteeaf the graph), this algorithm does not have
the feature of detecting that gathering is over. We firstgmes high-level idea of the algorithm, then
describe it in detail and prove its correctness. Recallweatassume that the initial configuration satisfies
conditionG (otherwise gathering, even without detection, is impdedily Lemma 3.1).

Idea of the algorithm.

Since in our present scenario no upper bound on the size gfr#ipd is known, already guaranteeing
any meeting between agents must be done differently tharigar#hm Gathering-with-Detection. After
wake-up each agent proceeds in phases 1,2,..., where in phase: it “supposes” that the graph has
sizen. In each phase an appropriate label based on procétdureéV (n) is computed and procedute” is
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performed sufficiently long to guarantee a meeting at moiieaend of phase:, wherem is the real size
of the graph. If no meeting occurs in some phase sufficieatig,|the agent passes to the next phase.

Another important difference occurs after the meeting, mvbee of the agents becomes an explorer
and the other its token. Unlike in the case of known upper damthe size of the graph, there is no way
for any explorer to be sure at any point of the execution thiaé$ already visited the entire graph. Clearly
procedureE X PLO(n) cannot give this guarantee, ass unknown, and procedurEST of exploration
with a stationary token, which does not require the knowdeoltgan upper bound, cannot give this guarantee
either, as an explorer cannot be always sure that it visitsvith token, because memories of several agents
playing the role of the token can be identical at variousedagf the execution, and hence these “tokens”
may be undistinguishable for the explorer.

Nevertheless, our algorithm succeeds in accomplishingasieby using a mechanism which is analo-
gous to the “butterfly effect”. Even a slight asymmetry in mote part of the graph is eventually commu-
nicated to all agents and guarantees that at some point squtarax will visit the entire graph (although
in some graphs no explorer can ever be sure of it at any poiahaxecution) and then all agents will
eventually gather at the token of one of these explorers. indakll agents decide on the same token uses
propertyG and is one of the main technical difficulties of the algorithm

Algorithm Gathering-without-Detection

Similarly as in Algorithm Gathering-with-Detection, aneag can be in one of the following five states:
travel er, shadow, expl orer,t oken, searcher. Statet r avel er partly combines the roles of
previous stateset up andcr ui ser . For every agentl in stateshadow the notion of guide is defined
as before. Below we describe the actions of an ageimteach of the states and the transitions between the
states. At wake-up agert enters the stater avel er.

Statetr avel er.

In this state ageni works in phases numberdd2, .. .. In phase: the agent supposes that the graph
has sizex. Agent A performsE X PLO(n) in order to visit all nodes and wake up all still dormant ageift
the assumption was correct. Then agdmnterforms the procedur8/GN (n) finding the current signature
of its initial positionv, called thelabel ¢,, of agentA. Let L,, be the maximum possible label of an agent
in phasen (Note thatZ,, is polynomial inn.) Then agentd performsTZ(¢,) for A, rounds, where
A, =T(EXPLO(n))+ T(SIGN(n)) + 2P(n, L,) + A,—1, forn > 2, andA; = 0. If no agent has
been met during phase agentA starts phase + 1. As soon as another agent is met in some phkasgent
A interrupts this phase and transits either to ssdtadowort oken or expl or er . Suppose that the first
meeting of agentl occurs in round at nodev.
Case 1. There are some agents in rouatinodev which are either in stateear cher , orexpl or er or
t oken.
Let H be the set of these agents. Litbe the agent of largest memory in $ét Agent A transits to state
shadowand its guide isH.
Case 2. There are only agents in statavel er in roundt at nodev.

Subcase 2.1. Agert has the largest memory among all agents in rouatdnodev.
Then agent transits to statexpl or er.

Subcase 2.2. Aget does not have the largest memory among all agents in roahdodev.

If there is exactly one age® with memory larger tham, then agent transits to staté oken. Otherwise,
it transits to stats hadow of the agent with largest memory.

(Note that cases 1 and 2 cover all possibilities because emt agstates hadowalways accompanies
its guide and this guide cannot be an agent in stai@vel er.)

State shadow.
Agent A has exactly one guide and is at the same node as the guiderinreuad. In every round it
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makes the same move as the guide. If the gudigansits itself to statshadowand gets agent’ as its
guide, then agent changes its guide t6" as well.

In the description of the actions in the three remainingestate will use the notion of seniority defined
for Algorithm Gathering-with-Detection.

State expl orer.

When agent4 transits to statexpl or er , there is another ageiit that transits to stateoken in the
same round at the same nodeAgent B is called the token ofi. Agent A has a variableecent — token
that it initializes to the memory @B in this round.

We first define the notion of aonsistent meetinépr agentA. Let ¢ be the last round when agent
A updated its variableeccent — token. A consistent meeting foA is a meeting in round’ > ¢ with
an agentC' in statet oken of the same seniority ad, such thatM is the current memory of’ and
Prefi(M) = recent —token. Intuitively, a consistent meeting is a meeting of an agesitA can plausibly
consider to be its tokeB. Note that, according to this definition, a meeting in thenebwhen the variable
recent — token is updated, is not a consistent meeting.

We now briefly describe the proceduf#ST based on [11] that will be subsequently adapted to our
needs. The agent constructs a BFS tree rooted at its staditgy marked by the stationary token. In this
tree it marks port numbers at all nodes. During the BFS tealesome nodes are added to the BFS tree. In
the beginning the root is added. Whenever a noeds added to the BFS tree, all its neighbors are visited
by the agent. For each neighboof w, the agent verifies if is equal to some node previously added to
the tree. To do this, the agent travels frenasing the reversaj of the pathg from r to u (the pathg is a
sequence of port numbers). If at the end of this backtracledtsithe token, them= w. In this case is not
added to the tree as a neighborwfind is calledw-rejected If not, thenv # w. This verification is done
for all nodes that are already in the treew ik different from all these nodes, then it is added to the tree

The procedureZ ST* is a simulation of EST with the following two changes. The first change is
as follows. Suppose that the executionfo$T" produced the router of the agent. In procedur&ST™,
upon completing procedurBST, the agent traverses the reverse rautnd then again anda. Hence in
procedurels ST* the agent traverses the concatenation of rout@s o, @. These parts of the trajectory will
be called, respectively, the first, second, third and fosepment ofE ST*. The variablerecent — token
is updated in the beginning of the first and third segment'Sf™*. Note that in these rounds agestis
certain to be with its token.

The second change concerns meetings with the token. Comsiggification if a newly reached node
w in EST is equal to some previously constructed nadeThis verification consists in traveling from
using the reverse path whereq is the path from the rootto « in the BFS tree and checking the presence of
the token. If at the end of the simulation of pagtin the first segment of ST* agentA makes a consistent
meeting, then it acts as if it saw the tokenA%T'; otherwise it acts as if it did not see the tokenAis'T'.

Similarly as for EX PLO*(n), an execution of£ST* is calledcleanif the following condition is
satisfied: in each round during this execution, in whitmet an agent’, the memory of”' is equal to that
of B, and in each round during this execution, in which the toBewas met by an ageri?, the memory of
D was equal to that ofl. Notice that after the execution &fST™, agentA is together with its toke3 and
thus they can verify if the execution was clean, by inspgctiveir memories. The execution time BT
in a graph of sizen (unknown to the agents) is at mast (EST (m)).

After transiting to statexpl or er , agentA executes the following protocol:

repeat forever
[*Before the first turn of the loop agert has just entered stagexpl or er and is with its token. After each
turn of the loop, agentl is with its token, waiting after a clean exploration.*/

if A has just transited to stagxpl or er or A has just been visited by another agtren
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do
EST*

if A metan agenf in statet oken of higher seniority than that od or of equal seniority but
such thatrecent — token < Pref;(Mc) where M is the memory of ager® andt is the last
round when agentl updated its variableecent — token then A transits to statsear cher

if A metanother agent in stateexpl or er, such that either the seniority 6f is higher
than that of4, or these seniorities are equal Ry < R¢,

whereR 4 is the value of the variableecent — token of A andRp is the value

of the variablerecent — token of B at the time of the meeting,

or the seniorities are equal aiith = R¢o, but M4 < Mg,

whereM 4 (resp. M) is the memory ofd (resp. ofC) at the time of the meeting

then A transits to statsear cher

if B was visited in round’ by an agent in stateexpl or er of higher seniority than that o8

or of equal seniority but such thatl 5 < R whereM g is the memory of agenB

andR is the variablerecent — token of agentC in roundt’ then A transits to statsear cher
until the execution o£.ST™* is clean

Statet oken.

When agent transits to staté oken, there is another ageiit that transits to statexpl or er in the
same round at the same nodeAgent B is called the explorer off. Agent A remains idle at a node and
does not change its state, except when its explBrénansits to statsear cher . In this case it transits to
stateshadowand B becomes its guide.

Statesear cher

After transiting to statessear cher agentA performs the sequence of exploratiohs{ PLO(n) for
n = 1,2,... until it meets an agent in stateoken or expl or er in roundt. LetS be the set of these
agents met byl in round¢. Agent A transits to statehadowand its guide is the agent frohwith largest
memory.

The analysis of the algorithm is split into the following leras.

Lemma4.1 In Algorithm Gathering-without-Detection every agentrually stops after time polynomial
in the size of the graph.

Proof. Let m be the size of the graph (unknown to the agents).A.be any agent. We may assume that at
some pointA is woken up (otherwise it would be idle all the time). Simljaas in the proof of Lemma 3.2
we show thatd must meet some other agent at the end of phas¢ the latest. Indeed, the tinag,, during
which A performs the procedur€Z in phasem is sufficiently long for meeting some agent, as all agents
have to be woken up by the round whdrstarts performind’Z in phasem. Hence after time at most,,
agentA transits from staté r avel er either to stateshadowor t oken or expl or er. As before we
may exclude the statehadowfrom our analysis.

Consider an agent in stagxpl or er . Either at some point it transits to statear cher, in which
case, after this transition, it uses at magt ;7' (EX PLO(i)) rounds to perform procedurdsX PLO(7)
fori = 1,2,...,m, by which time it must have met some token or explorer (bexatiseast one token is
idle all the time, cf. Claim 1 in the proof of Lemma 3.2 ) and bemust have transited to stathadow,
or it remains in statexpl or er till the end of the algorithm.

Consider an agem that remains in statexpl or er till the end of the algorithm. We will first show
that the total number of rounds when this agent moves is patyal inm. This is not enough to show that
A remains idle forever after polynomial time, since we stéded to bound the duration of each period of
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idleness between any consecutive periods of moving. Thidberaddressed later.

Two events can trigger further moves of the agent: a meetinging a non-clean exploratidnST™
or a visit of A by some agent, wheA stays with its token after a clean exploration.

We first treat the first of these two types of events and bourddtal time of explorations caused
by them. An exploration could be non-clean due to severaoms according to the description of the
algorithm.

e A metan agen€ in statet oken of higher seniority than that of or of equal seniority but such that
recent — token < Pref;(Mc), or the tokenB of A was visited by an agerdt in stateexpl or er
of higher seniority than that a8 or of equal seniority but such thatt 5 < R, whereR is the variable
recent — token of agentC'. This case is impossible, aswould not remain in statexpl or er till
the end of the algorithm.

o Either agentd or its tokenB met an agen€ in statet r avel er. SinceC transits immediately to
stateshadow, all agents in stater avel er can cause at most-47'(EST (m)) rounds of motion of
A. Indeed, each agent in stdteavel er can cause at most one exploratibB’7™ to be non-clean.

o Either agentA or its tokenB met an agent’' in statesear cher . SinceC transits immediately to
stateshadow, all agents in stateear cher can cause at most-47'(EST (m)) rounds of motion of
A. Indeed, each agent in statear cher can cause at most one exploratibB$’7™ to be non-clean.

e A metan agent in statet oken of lower seniority than that afl or of equal seniority but such that
M < recent—token. After this meeting, the remaining time when agéhtemains in stateoken
is at most the longest duration of one executiorEdfT™* (after at most this time the explorer 6f
becomes searcher and heii¢éransits to statshadow). Lett be the round of the meeting. Ageft
remains in staté oken till round ¢, wheret’ < ¢t + 4T(EST(m)). So aftert’ there can be at most
one explorationZ ST* of A non-clean because 6f, finishing in round at most+ 87 (E.ST'(m)) and
then a possibly clean exploration till roune- 127'(EST (m)). Hence all such meetings can cause at
mostm - 12T (EST (m)) rounds of motion ofd, apart from the current exploration.

e The tokenB of A met an agen’ in stateexpl or er of lower seniority than that oB or of equal
seniority but such thatecent — token < Pref,(Mp). A similar analysis as in the previous case
shows that such meetings can cause at mosti27'(EST (m)) rounds of motion ofd, apart from
the current exploration.

e Agent A met an agen€ in stateexpl or er . After the meeting one of these agents “loses”, i.e., it
will transit to statesear cher after backtracking to its token. This loser cannothd&ecause, by
definition A is an agent that remains in staepl or er till the end. Hence agerf remains in state
expl orer for at most47T'(EST (m)) rounds after the meeting. Similarly as before such meetings
can cause at most - 127'(EST (m)) rounds of motion of4, apart from the current exploration.

e A met an agentC in statet oken in round s, that looked like its tokenB at this time, but that
turned out not to be the tokeRB after the backtrack off on B. More preciselyyecent — token =
Prefi(M.) inrounds (wheret is the last round when the variablecent — token of A was updated)
but Prefs(Mp) # Prefs(Mc). After rounds agentC' may look like tokenB of A for at most
AT(EST(m)) rounds because after at most this tishdacktracks to its tokefs and, from this time
on, it can see the difference betweBrandC. Similarly as before such meetings can cause at most
m - 12T (EST(m)) rounds of motion of4, apart from the current exploration.
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e The tokenB was visited by an ager® in stateexpl or er, that looked like its explorer at this
time, but that turned out not to bé after the backtrack ofl on B. Similarly as before such meetings
can cause at most - 127'(EST (m)) rounds of motion of4, apart from the current exploration.

Hence the first of the two types of events (meeting causingractean exploration) can cause at most
68m - T(EST(m)) rounds of motion ofA, apart from the first exploration. (As before we add all upper
bounds for simplicity). The second type of events (a visiidly some agent, wheA stays with its token
after a clean exploration) can cause at most the above timowing of A. Adding one clean exploration
that must be made hyt even without any meetings and adding the first explorati@get an upper bound
of (136m + 8) - T(EST (m)) rounds during which agent moves in statexpl or er .

It remains to consider an agent in stateken. It may either transit to statghadowor remain in state
t oken forever. In the latter case it is idle all the time.

SinceA(n), T(EST(n)) andT(EX PLO(n)) are all polynomial im, the above analysis shows that
there exists a polynomida), such that, for each agenrtexecuting Algorithm Gathering-without-Detection
in any graph of sizen, the number of rounds during which this agent moves is at 1Q¢st). In order to
finish the proof, we need to bound the number of rounds durimigiwan agentd can be idle before moving
again. To do this we will use the following claim.

Claim. If in round ¢ of the execution of Algorithm Gathering-without-Detectioo agent moves, then no
agent moves in any later round of this execution.

To prove the claim notice that if no agent moves in rounthen in this round no agent is in state
travel er orsear cher. Moreover each agent in stagpl or er must be idle and stay with its token
in this round. (all other nodes must be in stateadow). In order for some agent to move in routd- 1,
some explorer would have to visit some other token in royrmbntradicting the definition of. Hence alll
agents are idle in round+ 1. By induction, all agents are idle from roun@n. This proves the claim.

Since for each agent executing Algorithm Gathering-witHdatection in a graph of sizex, the num-
ber of rounds in which it moves is at magt{m) and there are at most agents, the claim implies that after
time at mostn - Q(m) since the wake up of the first agent, all agents must stopdarev O

By Lemma 4.1 there exists a round after which, according wAthm Gathering-without-Detection,
no agent moves. Call the resulting configuratiimal. The following lemma implies that Algorithm
Gathering-without-Detection is correct.

Lemma 4.2 In every final configuration exactly one node is occupied anég

Proof. A final configuration must consist of agents in sta&pl or er ,t oken andshadow, all situated
in nodesuwy, ..., v, such that in each nodg there is exactly one agei; in stateexpl or er, exactly
one agenftl; in statet oken and possibly some agents in stateadow. As before we call such a final
configuration acloneconfiguration if there are at least two distinct nodgs; which have identical colored
views. The same argument as in the proof of Lemma 3.3 showa ffivzal configuration cannot be a clone
configuration.

It is enough to prove thdt = 1. Suppose for contradiction that> 1. We will consider two cases.
In the first case the memories of all exploréfsare identical and in the second case they are not. In both
cases we will derive a contradiction.

Case 1. All explorer€Z; in the final configuration have identical memory.
In this case all these explorers performed the last expbordi.S7T™* simultaneously.
We start with the following claim.

Claim 1. If a nodew has been rejected by the explofgy in the construction of its BFS tree during its last
explorationEST™, then nodev must have been either added previouslyMyto its BFS tree, or added by
another exploreE; in the construction of its BFS tree during its last explamatiST™.
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The nodew was rejected byy; for the following reasonE); traveled fromw using the reversaj of the
pathg, whereg is a path (coded as a sequence of ports) frgrto some node: already in the BFS tree of
Ej;, and at the end of this path) E; met a token with memoryM, such thatPre f,(M) = recent — token,
wheret is the last round whe#v; updated its variableecent — token.

There are two possible cases. If the token mefbys its own token (residing at;), thenw is equal
to some node: already added previously to the BFS treeft If, on the other hand, the token met by
is the token of some other explorél;, then we will show thatv is added byE; to its BFS tree. Indeed,
sinceE; has added a nodeto its BFS tree, such that the path framto u is ¢, the explorerE; must have
added a node’ to its BFS tree, such that the path framto «’ is ¢ as well, because both, andE; have
identical memories. However, this nodemust be equal ta, since the path fronw to v, is g. This proves
the claim.

The contradiction in Case 1 will obtained in the followingyw&)sing BFS trees produced by explorers
E; during their last exploratiofy ST™ (recall that these trees are isomorphic, since memoridgeahtplorers
are identical), we will construct the colored view for eactplerer. Using the fact that memories of the
explorers are identical, these colored views will be ideaiti This will imply that the final configuration is a
clone configuration, which is impossible.

The construction proceeds as follows (we will show it forlexer £1). LetT; be the BFS tree produced
by E;. Each tre€l; has its rooty; colored black and all other nodes colored white. We will gity attach
various trees td in order to obtain the colored view from. First attach to every node @ its neighbors
that have been rejected B during the construction df;,. ExplorerE; has visited these nodes, hence the
respective port numbers can be faithfully added. Considgisach rejected node. By Claim 1, there are
two possibilities. If nodev was previously added bk, to T} as some node, then we proceed as follows.
Let 77 be the tre€l’ but rooted at: instead ofv;. We attach tred] atw, identifying its rootu with w. If
nodew was added by another explotEg in the construction of its BFS treg;, we proceed as follows. As
mentioned in the proof of Claim 1, the explotBr must have added a nodéto its BFS tree, such that the
path fromu, to v’ is ¢. Let T, be the tre€l; but rooted at” instead ofv;. We attach tre@”, atw, identifying
its rootu’ with w.

After processing all nodes rejected By and adding the appropriate trees, we attach all rejecteghnei
bors of nodes in the newly obtained increased tree. Thesesramlild have been rejected eitheryitself
or by another exploref’; whose (re-rooted) treé“; has been attached. For each newly attached node
rejected byE;, the construction continues as before, replacing the rfolg by 7’;.

The above construction proceeds infinitely, producing teerfrom v, which is an infinite tree. (This
infinite tree is indeed the view fromy because whenever a node is added to the tree, all its nefghbor
eventually added as well, with the correct port numbers.)pfimuce the colored view, notice that there
are only two colors in this colored view: white correspompin empty nodes in the final configuration and
black corresponding to nodes,..., v, (all these nodes get identical colors: since memories dbesys are
the same, memories of their tokens are also the same and iesmbcorresponding nodes in stateadow
are also identical). It remains to indicate how the coloesdistributed in the constructed view. This is done
as follows. When a tre€ is attached, exactly one of its nodes (namely the node qmneting tov;) is
black. Exactly these nodes become black in the obtainedeamblgew.

This construction of colored views is done for all exploréts Consider two explorerg; and Ej.
Since these explorers have the same memory, the Trfeattached at a given stage of the construction of
the views of; and E; are isomorphic. They are also attached in the same placé® oidéw. Hence by
induction of the level of the view it follows that both colargiews are identical. This implies that the final
configuration is a clone configuration which gives a contréin in Case 1.

Case 2. There are at least two explorBfsand E; with different memories in the final configuration.
Consider the equivalence relation on the set of explakgrs. ., £, such that two explorers are equiv-
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alent if their memories in the final configuration are ideattid_etC4, ..., C;, whereh > 1, be the equiva-
lence classes of this relation. Suppose w.l.o.g.fhas a class of explorers with smallest seniority. We will
use the following claim.

Claim 2. During the last exploratiorz.ST* of explorers inCy, at least one of the following statements
holds:

e an explorer fronC; has visited a token of an explorer not belonging’1p
e atoken of an explorer frorfi; has been visited by an explorer not belongingio

In order to prove the claim consider two cases. If every nddéegraph has been visited by some
explorer fromC; we will show that the first statement holds. Indeed, sincdoegps fromC; have the
smallest seniority, during their last execution BET™* all tokens are already at their respective nodes.
Hence some explorers frofy must visit the tokens of explorers outside @f Hence we can restrict
attention to the second case, when some nodes of the grapmbglieen visited by any explorer frafy.
Notice that if there were no other classes tidanthis could not occur. Indeed, we would be then in Case
1 (in which all explorers have identical memory). Thus Cldirwould hold, which implies that all nodes
must be visited by some explorer, in view of the graph corivigect

Hence the fact that some node is not visited by explorers ffomust be due to a meeting of some other
agent (which is neither an explorer frafa nor a token of such an explorer) during their last exploratio
EST*. What kind of a meeting can it be? It cannot be a meeting witlagent in state r avel er or
sear cher because this would contradict that the last explorationaleen. For the same reason it cannot
be a meeting of an explorer frofy with another explorer. This leaves only the two types of mngst
specified in the claim, which finishes the proof of the claim.

Let (Ez, Tok) be a couple of an explorer outside @f and of its token, such that either an explorer
from C; visited T'ok or a token of an explorer froif;, has been visited b¥x during the last exploration of
explorers in the clas§,. Such a couple exists by Claim 2. The seniorityFaf andT'ok must be the same
as that of explorers frorfi;, for otherwise their last exploration would not be cleanr the same reason,
when explorers front; started their last exploration, the explorBr: must have started an exploration
as well (possibly not its final exploration): otherwise theleration of explorers fronC; would not be
clean. Moreover we show that when explorers frémfinished their last exploration, exploréfz must
have finished an exploration as well. To prove this, considlercases, corresponding to two possibilities
in Claim 2. Suppose that an explorgl; from C; has visitedT'ok and that its exploration did not finish
simultaneously with the exploration dfx. Consider the consecutive segmefts Ss, Ss3, 54 of the last
explorationEST™* of E;. (Recall that these segments were specified in the defirofidnST™*.) SinceE;
has visitedl'ok during £ST™, it must have visited it during each segmeit At the end ofS,, explorerE;
knows how longEST™ will take. At the end ofS; its token learns it as well. Wheh) visits T'ok again
in segmentSs, there are two possibilities. Eith&fok does not know when the exploration bf: finishes,
or it does know that it finishes at a different time than thel@vgtion of ;. In both cases the exploréf;
that updated its variableecent — token at the end of5; can see thatecent — token # Prefi(M), where
M is the memory ofl'ok andt is the end ofS,. This makes the last exploration &f non clean, which is
a contradiction. This proves thatr and E; finish their exploration simultaneously, H; has visitedlI 'ok.
The other case, wheliz has visited the token af; is similar. Hence we conclude that explorationsigf
and of Ex started and finished simultaneously.

Let 7 be the round in which the last exploration Bf (and hence of all explorers ) finished. The
exploration of £z that finished in round- cannot be its final exploration because then it would have the
same memory ag; in the final configuration and thus it would be in the cldssontrary to the choice of
Ez. HenceFEx must move after round. It follows that there exists a cla€s (w.l.o.g. let it beCs) such that
explorers from this class started their last exploratiderabbundr. Note that during this last exploration,
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explorers fromC, could not visit all nodes of the graph, for otherwise they ldameet explorers frongy
after roundr, inducing them to move after this round, contradicting thet that explorers frord; do not
move after round-.

The fact that some node is not visited by explorers fimmust be due to a meeting of some other
agent (which is neither an explorer frafa nor a token of such an explorer) during their last exploratio
EST*. Otherwise, for explorers i@y the situation would be identical as if their equivalencesslavere
the only one, and hence, as in Case 1, they would visit all siolreover, the fact that some node is not
visited by explorers fronds must be due to a meeting of some explorer outsidé ar of its token (if not,
explorers fromC; would move after round, which is a contradiction). An argument similar to that used
in the proof of Claim 2 shows that there exists a couge’, Tok’), such thatEz’ is an explorer outside
of C; U Csy, Tok' is its token, and either an explorer frafy visited T'ok’ or a token of an explorer frord,
has been visited bz’ during the last exploration of explorers in the clé@ssLet 7’ be the round in which
the last exploration of explorers fro@ is finished. Similarly as before, the explot®r’ terminates some
exploration in round-’ but continues to move afterwards.

Repeating the same argumeént- 1 times we conclude that there exists a routfdafter which all
explorers fromC; U - - - U C,_1 never move again, but the last exploration of explorers fgrstarts on or
after 7*. During this last exploration there must be a node not \ddlitg any explorer front;,, otherwise
some explorers fror@; U - - - U C,_1 would move after*. This is due to a meeting. It cannot be a meeting
with an agent in stater avel er orsear cher because this would contradict that the last exploration was
clean. For the same reason it cannot be a meeting of an explomneC;,, with another explorer. Hence two
possibilities remain. Either an explorer frafy visits a token of an explorer froy U--- UC,_1 or a token
of an explorer fronTy, is visited by an explorer frorG, U- - -UC,_1. The first situation is impossible because
it would contradict the cleanliness of the last exploratidrexplorers fronC;, and the second situation is
impossible because explorers fragmu - -- U C,_; do not move after*. Hence in Case 2 we obtain a
contradiction as well, which completes the proof. O

Lemmas 4.1 and 4.2 imply the following result.

Theorem 4.2 Algorithm Gathering-without-Detection performs a cotrgathering of all gatherable con-
figurations and terminates in time polynomial in the sizehefgraph.

5 Consequencesfor leader election

Leader election [30] is a fundamental symmetry breakindplgr in distributed computing. Its goal is to
assign, in some common round, value 1 (leader) to one of tiitiesrand value 0 (non-leader) to all others.
In the context of anonymous agents in graphs, leader etectin be formulated as follows:

e There exists a common round in which one of the agents asiagtisvalue 1 (i.e., it declares itself a
leader) and each other agent assigns itself value O (idecliares itself non-leader).

The following proposition implies that Algorithm Gathegiwith-Detection solves the leader election
problem for anonymous agents in arbitrary graphs, assuankmpwn upper bound on the size of the graph.

Proposition 5.1 Leader election is equivalent to gathering with detection.

Proof. Suppose that gathering with detection is accomplished aindde the round when all agents are
together and declare that gathering is over. As mention#tkiPreliminaries, all agents must have different
memories, since they are at the same node, and, being togibigne can compare these memories. Since,
in view of detection, the rountlis known to all agents, in round+ 1 the agent with the largest memory
assigns itself value 1 and all other agents assign thenssehhee 0.
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Conversely, suppose that leader election is accomplishddeat be the round in which one of the
agents assigns itself value 1 and all other agents assigrs#iiees value 0. Starting from roundhe agent
with value 1 stops forever and plays the role of the tokergthlbr agents playing the role of explorers. First,
every explorer finds the token by executing procedicé PLO(n) for T(EX PLO(n)) rounds in phases
n = 1,2, ..., until it finds the token in round (this round may be different for every explorer). Then every
explorer executes procedufeST (using the token) and finds the map of the graph and hencezésrsi
Then it waits with the token until round = ¢t + >, T(EXPLO(i)) + T(EST(m)). By this round all
explorers must have found the token and executed procéddtiig i.e., they are all together with the token.
In roundt* all agents declare that gathering is over. O

Proposition 5.1 implies that the class of initial configionas for which leader election is at all possible
(even only using an algorithm dedicated to this specific goméition) is equal to the class of initial config-
urations for which gathering with detection is possible,,ithe class of configurations satisfying property
G. Similarly as for gathering, we will say that a leader eleatalgorithm isuniversalif it performs leader
election for all such configurations.

The following corollary gives a complete solution of thedeaelection problem for anonymous agents
in arbitrary graphs.

Corollary 5.1 If an upper bound on the size of the graph is known, then lealdetion is possible if and
only if the initial configuration satisfies conditioB. Algorithm Gathering-with-Detection accomplishes
leader election for all these configurations (by electingesder the agent that has the largest memory in
the round of the gathering declaration). If no upper boundtumsize of the graph is known, then a universal
algorithm for leader election does not exist.
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