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Abstract

This paper solves an open problem regarding loop unrollftey geriodic register allocation. Although software
pipelining is a powerful technique to extract fine-grain glkalism, it generates reuse circuits spanning multiple
loop iterations. These circuits require periodic registbocation, which in turn yield a code generation challenge
generally addressed through: (1) hardware support — nga#gister files — deemed too expensive for embedded
processors, (2) insertion of registepbves with a high risk of reducing the computation throughput —tidtion
interval (/1) — of software pipelining, and (3) post-pass loop unrollthgt does not compromise throughput but
often leads to unpractical code growth. The latter appraaliés on the proof that MAXLIVE registers are sufficient
for periodic register allocation [2, 3, 5]; yet the only histic to control the amount of post-pass loop unrolling does
not achieve this bound and leads to undesired registes $#jll7].

We propose a periodic register allocation technique atiové software-only code generation that does not trade
the optimality of thel I for compactness of the generated code. Our idea is basedranths remaining registers:
calling Rarch the number of architectural registers of the target pramesisen the number of remaining registers that
can be used for minimising the unrolling degree is equatien — MAXLIVE.

We provide a complete formalisation of the problem and alfgor, followed by extensive experiments. We
achieve practical loop unrolling degrees in most cases -k wit increase of thé/ — while state-of-the-art tech-
niques would either induce register spilling, degradelther lead to unacceptable code growth.

keywords Periodic Register Allocation, Software Pipelining, Looprdlling, Embedded Code Optimisation

1 Introduction

Our focus is on the exploitation of instruction-level péhsm (ILP) in embedded VLIW processors [13]. Increased
ILP translates into higher register pressure and strebseegister allocation phase(s) and the design of the ezgist
files. In the case of software-pipelined loops, variablesstay alive across more than one kernel iteration, which is
challenging for code generation. The classical softwaligtiem that does not alter the computation throughput csiasi

in unrolling the loop a posteriori [4, 13]. We investigateysdo keep the size of the generated code compatible with
embedded constraints without compromising the throughpuefits of software pipelining. Namely, we want to
minimise the unrolling degree resulting from periodic tgr allocation of a software-pipelined loapithout altering

the initiation interval(1).

Lam introducednaximal variable extensidd, 13] to minimally unroll a software pipelined kernel fosaftware-
only solution to code generation. Having MAXLIVE variabiensiitaneously alive [12], maximal variable expansion
requires at least MAXLIVE registers to generate the coddotdanately, maximal variable expansion does not provide
any guarantee on the final number of registers: this linntatias been highlighted in [1, 3]. That is, it is possible
to allocate more than MAXLIVE registers, and there is no kngwecise upper bound. In practice, it means that
maximal variable expansion may generate spill code everAKMVE is below the number of architectural registers
of the target processor. This means maximal variable expamsnot a robust solution to post-pass periodic register
allocation.



On the other hand, formal guarantees have been achieveglaigimph-theoretical framework callfte meeting
graph[1]. Given a software-pipelined loop, meeting graphs gntea a periodic register allocation with exactly
MAXLIVE registers. The same framework provides multipleygdo generate code achieving this lower bound.

1. If the target processor contains rotating register filesp unrolling is not required. However, such hardware
support may find its place in high performance processotslritanium) but never made its way to embedded
processors.

2. Alternatively, loop unrolling can be avoided thanks teoipeic register renaming in software. This is achieved
through the insertion offove operations. However, inserting those operations may dseréhe computation
throughput, i.e., increase the initiation interval’}. This cost often nullifies the benefits of software pipeimi
itself.

3. The only remaining choice is to unroll the loop up to thestemommon multiple of the weights (total distance)
of the reuse circuits. The resulting unrolling degree igftinacceptable and may reach absurd levels.

To make things worse, practical applications of softwageefning require a pre-pass of schedule-independent
periodic register allocation, or face an uncontrolled ictpan MAXLIVE. We thus need to resort another graph
theoretical framework callettuse graph$2]. Reuse graphs are used inside a framework called SIRA. ffame-
work generalises previous research result on periodicstegallocation [1, 3] by considering both scheduled and
unscheduled loops. As a result, reuse graphs can be usetbbatpre-pass periodic register allocation to control the
aggressiveness of scheduling algorithms, or as a postpesisslic register allocation to generate code.

Reuse graphs have another usefulness. Indeed, they aréouseahpute thesufficient unrollingdegree that we
should apply to the loop so that it is always possible to alee@xactlyRnin = MAXLIVE registers,independently
of the actual schedulinf?]. The drawback of this allocation is that the unrollingtiar is equal to the least common
multiple of the weight of all reuse circuits. This paper mes a new method to reduce the loop unrolling degree
without altering thel /. The heart of our method is based on the following obsermatiet R4.ch be the number of
available architectural registers in the processor; wheeréodic register allocation is performed, we may allocate
Rmin = MAXLIVE < Raichregisters. Hence it remain® = Rarch — Rmin free registers. Our goal is to exploit these
remaining registers to minimise the loop unrolling degseerlhat is, our loop compaction method is basedusing
extra free registers if they exisb reduce the unrolling degree, without adding extrave operations, and without
altering thel I of the software pipelined schedule.

This paper is organised as follows. Section 2 presents thst retevant related work. Section 3 is a brief in-
troduction to reuse graphs describing how to perform pécioeister allocation. Section 4 formalises the problem
of minimisng the loop unrolling degree, then describes atgwh. Section 5 details our main algorithms. Section 6
presents extensive experimental results, showing thadptimal solution is fast and efficient in practice. Finallye
summarise our results and discuss some perspectives.

2 Reated Work

We review the main issues and approaches to code generatiparfodic register allocation.

2.1 Rotating Register File

A rotating register filgRRF) [6] is a hardware mechanism to prevent successivatigsintervals from being assigned
to the same physical registers. Consider the following gxdam

LOOP
ali +2] =b[i] + 1
bli +2] = ali] + 2
ENDLOOP



In this example, variable[i] spans three iterations (defined in iteration 2 and used in iteratiof). Hence, at least
physical registers are needed to carry simultaneauglya[: + 1] anda[i + 2]. A rotating register fileR automatically
performs tharove operation at each iteratior? acts as a FIFO buffer. The major advantage is that instnostio
the generated code see all live values of a given variabteitir a single operand, avoiding explicit register copying.
Below R[k] denotes a register with offsgtfrom R.

Iterationi Iterationi 4 2
R=0[i|+1 R[+2] =b[i] +1
bli+2]=R[-2]+2 bi+2]=R+2
Using a RRF avoids increasing code size due to loop unrgltingp decrease the computation throughput due to
the insertion ofrove operations.

2.2 Move Operations

This method is also called#gister renaming Considering the previous example, we Bsegisters to allocate|i
and performnove operations at the end of each iteration [10, 1d[}i] in registerR1, a[i + 1] in registerR2 and
ali + 2] in registerR3. Then we usepve operations to shift registers across the register file atyateration:

LOOP
R3=0[i]+1
bli+2]=R1+2
R1 = R2
R2 =R3

ENDLOOP

However, it is easy to see that if variahlespansd iterations, we have to insedit— 1 extranmove operationsat
each iteration In addition, this may increase thié and may require rescheduling the code if thes& e operations
do not fit into the kernel. This is generally unacceptabld asgates most of the benefits of software pipelining.

2.3 Loop Unrolling

Another methodJoop unrolling is more suitable for embedded processors. The loop bodlf issbigger but no
extra operations are executed in comparison with the alginde. Lam designed a general loop unrolling scheme
calledmodulo variable expansiof]. In fact, the major criterion of this method is to mininsizhe loop unrolling
degree because the size of the i-WARP processor is low [4]mibdulo variable expansiomethod guarantees the
minimal unrolling degree to enable code generation aftavergperiodic register allocation. This unrolling degrse i
obtained by dividing the length of the longest live rangext,, LT:,) by the number of cycles of the kern@?‘xﬁi.

In practice, many works propose a simple way to implementreegdized form of modulo expansion [9]. However,
this method does not guarantee a register allocation witiKMIXE registers [1, 3], and in general it may lead to
unnecessary spills breaking the benefits of software pipgli A concrete example of this limitation can be found in
[7].

Several algorithms have been proposed to achieve an adlocaith a minimum number of registers equal to
MAXLIVE [2, 3, 5]. The algorithm of Eisenbeis et al.[5] achies this bound, thanks to a dedicated graph repre-
sentation called theneeting graph This graph describes how to find a periodic register aliocatvith MAXLIVE
registers if we sufficiently unroll the pipelined loop. Thesoceed by decomposing the meeting graph into elementary
circuits labelled with their weightsu(;), in which each circuit correspond to a reuse pattern. Thevdack is that the
unrolling factora is associated with the least common multiple of the), and that it is difficult to extract a circuit
decomposition that minimises Another relevant approach basedrense graphss described in the next section.

3 Reuse Graphs

The literature brought many fundamental results on peciodgister allocation for software pipelining using loop
unrolling. For instance, the methods [1, 3, 4, 13] can be dseduch purpose omlready scheduledsoftware



pipelined) loops. If periodic register allocation shoukldone before software pipelining (for any reason), themsuc
methods cannot be applied. Nevertheless, pre-pass peregister allocation is critical to control aggressivenes
of software pipelining algorithms, keeping register ptees(MAXLIVE) within acceptable levels. Many ad-hoc
heuristics are used in production compilers for this puepost there exists a graph theoretical framework called
SIRA [2] designed to perform periodic register allocatieither before or after software pipeliningn this article,

we rely on this general theoretical framework as a regidtecator, because we want to be able to optimise the loop
unrolling degree either before or after software pipelinin

The problem with SIRA is that it sometimes induces huge lamolling factors, reducing its practical applicability.
Our work improves SIRA byadding a post-pass of loop unrolling minimisatiohhis section is an overview on the
main results of the SIRA framework [2].

Figure 1 (a) is an illustration of a data dependence graphGPbf an innermost loop devoted to a software
pipelining schedule. The nodes (loop statements) writirtg & register are in bold circle. The flow data dependences
through registers are in bold arcs. The nodes that are nodlih dircles are the set of statements that do not write
into registers (such as nodes 6 and 11). Each arc is labejlel fmir of values representing the latency of the
dependence (in processor clock cycle) and the distanceeofiéipendence (in terms of loop iterations). Doing a
periodic register allocation for this loop means to decidertio share the available registers between the set of loop
operations (statements instances). The difficulty herelesdn the fact that the variables lifetime intervals beeom
periodic when considering software pipelining[3].

Figure 1 (b) is an illustration of a reuse graph associatetiédoop. The set of nodes in the reuse graph is the
set of nodes writing into a register: here, nodes 6 and 11ae@ed because they do not require registers. Each arc
in the reuse graph representeuse arc It models the register sharing between statements. A rause= (u,v)
with a labelyu,, € N means that the operatianof iteration: and the operation of iterations: + ., shares the
same destination register. That is, the lifetime interyahe variableu of iteration: is necessarily before the lifetime
interval of the variable of iterationi + 1, .

Reuse graphs have many formal proved characteristics makém a good formal solution for periodic register
allocation [2, 8]. First, a reuse graph is composed of a selerhentary and disjoint circuits, calleduse circuits
Second, each node writing into a register belongs to one alyboe reuse circuit. Third, the weights of reuse graphs
describe precisely the number of allocated registers aedititolling degree. Let us give more details on this last
important property. Let b@; = >, € C; be the weight of a reuse circult; (it is the sum of all theu labels of
its arcs). Let{C1,--- ,Cy} be the set of reuse circuits. Let Be= )", p; the total sum of all the labels, and let be
a = lem(pq,- -+, i) the least common multiple of the reuse circuits weights. nlfydven a loop DDG and valid
reuse graph associated with it, the following assertiomas@d correct [2, 8]: if the loop is unrolled times, then the
reuse graph describes a periodic register allocation witltily R = > . ji; registers. For instance, the reuse graph of
Figure 1 (b) has four reuse circuit€; = {1,2}, Cy = {7}, C5 = {3,4,5} andC, = {8,9,10}. Each reuse circuit
C; has aweightu;: p11 = pr1,2 + pio1, flo = fr 7. (i3 = 4,3 + f3,5 + fi5,.4 ANdpy = g g + f1g,10 + f110,9- If the loop
is unrolleda = lem(p1, po, 13, 1ta) times, then we can build a periodic register allocation vitk= > °, 11; registers.

Note that the problem of building a valid reuse graph with i < Rarch has been solved in[2, 8]. Thanks to
reuse graphs, we are able to formally guarantee the numtadltoafited registers with a sufficient unrolling degree.
This periodic register allocation can be done after soféngipelining (without altering thé ), or before software
pipelining (without altering the critical cycle if possé)l We recall that we can avoid loop unrolling in the presence
of a hardware rotating register file: unfortunately, emhesatlefLIW processors do not have such architectural support.
We can however insertove operations to simulate a rotating register file. Such extrae operations may alter the
11. So, in the absence of hardware support, the unique fornhatieo for periodic register allocation with exactly
MAXLIVE registers without altering the I seems to be proposed by the SIRA framework. The problem WRAS
is that it provides a satisfactory solution from the compstgence perspective, but the solution is not satisfadtory
practice. This is because the unrolling degreeomputed by SIRA may be large yielding to considerable caxk s
expansion. In this paper, we propose a post-pass optimisatethod that minimises the unrolling degree to its lowest
possible value. The following section is devoted to thisamant problem.
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Figure 1: Reuse Graphs

4 Loop Unrolling Problem

The fact that the unrolling factar may theoretically be high would happen only if we actuallynivip allocate the
variables on this minimal number of registdtsin = > 1(C') with the computed reuse scheme. However, there may
be other reuse schemes for the same number of registergrenttay remain some registers after the register allocation
step in the architecture that we can uge= Rach — Rmin (Rarch iS the number of architectural registers). In that case,
we develop a method using these remaining registers in eodeduce this unrolling factor. This method is applied
after the periodic register allocation step performed lg/flamework SIRA. This post-pass minimisation consists in
adding some registers between the remaining registerscto reaise circuit in order to minimise the least common
multiple denotedv*. This idea is described iInCM-MIN Problemdetailed in the next section. Figure 2 illustrates the
global steps for minimising loop unrolling degree. As carsben, our method performs after a conventional periodic
register allocation.

4.1 LCM-MIN Problem

TheLCM-MIN Problemcan be formally modelled as follow:
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Figure 2: Loop Unrolling Minimisation

Problem 1 (LCM-MIN). Let R € N be the number of remaining registers. ket ..., ur € N be the weights of the
reuse circuits. Compute the added registers. . ., v, € N such that:

1. 2521 ri <R
2. lem(uy + r1, ..., uk + 7%) is minimal.

Before stating our solution for Problem 1, we propose to firgbktion for a sub-problem that we calCM-
Problem The solution of this sub-problem constitutes the basi®efblution of Problem 1LCM-Problemproposes
to find for a fixed loop unrolling degre@, the different added registers, . . ., r, among the remaining registefsto
the different reuse circuits such aEle r; < Randlem(uy + r1,..., ux +7%) = 8. A formal description is given
in the next section.

4.2 LCM Problem
We formulate the.CM Problemas follow:

Problem 2 (LCM Problem) Let R € N be the number of remaining registers. Lat ..., ux € N be the weights of
the reuse circuits. Given a positive integercompute the different added registers. . ., 7, € N such that:

1LY <R
2. |CTT(/.L1+7"1,...,M]¢+TI<:):ﬁ'

Before describing our solution f&tCM Problem we state Lemma 1 and Theorem 1 that we need to use afterwards.
We prove only Theorem 1 because the proof of Lemma 1 seemewdvi

Lemma 1. Let assume that we find a list of the added registers. ., r, among the remaining registe® with
a minimal number of registersEf:1 r; IS minimal). Let assume that this minimal list of the addegisters sat-
isfies the second condition of Problem 2 (lgm+ r1,...,ux + ) = F). If the first condition is not fulfilled

(Z’;’:l r; minimal > R) thenLCM Problemcannot be resolved.



Theorem 1. Let 3 be a positive integer and)s be the set of its divisors. Let, ..., . € N be the weights of the
reuse circuits. If we find a list of the added registers. . ., r;, € N for Problem 2, thus we have the following results:

Lo8=lem(pus +r1, ..., +re) =>Vi=1,k: 8>

2. p=lem(puy +ri,. .. pup +71g) = Vi=1,k:
Hdi, mzdi—,ui Wlthdz EDg/\di > i

Proof. The firstissue can be proved as follows:
B=lem(uy +ri, ... px+718) = Vi= 1k > p +r; (1)
From (1) we have:
Vizl,kiﬁzui+7”i:>VZ':1,kiﬂ—/l,iZTi (2)

From (2) we have:

Vi=1,k: > u; becaus&i =1,k : r; > 0 (eachr; € N)

The first issue is proved.

The second issue can be proved by using the definition of #s mmmon multiple of a set of positive integers.
Hence, we have:

B=lem(uy +ry, ..., ux +78)

=Vi=1,k: p; +r; isadivisor of3 3)

From (3) we have:
Vi=1,k : u; +r;is adivisor of3

:>Vi:1,k::EIdieD5|,ui+m:di (4)
From (4) we find:
Vi=1k
Vi=1k :1r,>0 - Hdl‘EDgZ
E|d¢ED5|,ui+’m:di mzdi—,ui
The second issue of Theorem 1 is proved. O

After proving the Theorem 1 and by using Lemma 1, we deschivsolution forLCM Problemin the next section.

4.3 Solution for LCM Problem

Proposition 1. Let3 be a positive integer anf) 3 be the set of its divisors. Lét be the number of remaining register.
Letuy,...,ur € N be the weights of the reuse circuits. A minimal list of theexticegisters«;, ..., € N with
Zle r; IS minimal ) can be found by adding to each reuse cirgyia minimal valuer; such as; = d; — p; with

d; =min{d € Dg | d > p;}. Hence, we have the following issues:

1. B8 =lem(py + 71, ..,k 4+ 71) A S2F_, 7 < R = we find one solution for Problem 2;

2. 8=lem(py + 71y oy pii +75) A Zle r; > R = Problem 2 cannot be resolve.

Proof. In Theorem 1, we have proved that:
B=lem(uy +ri,..., 0k +75) =

Vi=1,k3d; € Dg|ri=di —pi N di> (5)

From (5) we have:
r; IS minimal = d; is the smallest divisor of > 1, (6)



Algorithm 1 LCM Problem
Require: k the number of reuse circuits, the different weights of rezisauits 1.;, the remaining registeR andj
Ensure: the different added registers, . . ., 7, with S5 ; minimal if it exists and a booleasuccess
sum < 0 {initialisation}
success — true {defines if we find the different added registers orjnot
i < 1 {represents the number of reuse cirguit
calculate the different divisors ¢f
while: < k A success do
di — DIV_NEAR(S, i) {DIV_NEAR returns the smallest divisors gfgreater or equal tp; }
ri —di — Wi
sum <— sum +r;
if sum > Rthen
success «— false
else
14+
end if
end while

From (6) a minimal list of the added registefs. . . , r; with Zle r; IS minimal can be found as follows:

Vi=1,k: r;isminimal = Vi=1,k: r; =d; — p; Nd; Zmin{dGDg |d2/1,l}

According to Lemma 1,if we find a list of the added registere (tlifferent values of;) among the remaining
registers such agle r; iIsminimal < R then these different values of can be a solution fotCM Problem
Otherwise, ifo:1 r; is minimal > R then we are sure that there are no solution for Problem 2.

Figure 3 represents a graphical solution k@M Problem For the fluidity of the reading, we assume that the
different weights and the different divisors @fare sorted on the same axis in an ascending order.

do=.I H, q, H; d, Hy d, d =B
S S 44 44 3
N 4 v 3 3
—— ——
r=d-H, r=d-H, N=diHy

Figure 3: Graphical solution for the LCM Problem

Algorithm 1 implements our proposition faxtCM Problem In this algorithm, we minimise the least common
multiple of £ integers (the different weights of reuse circyit9 using the remaining registers. It checks if3 can
become the new loop unrolling degree. This algorithms finalstioe list of added registers among the remaining
registersi between the reuse circuits (the different values,0fi = 1, k), if such list of added registers exists. It
returns also a booleaniccess which takes the following values:

true if Zle r <R

SUccess = :
{false otherwise

O

The solution ofLCM Problemconstitutes the basis of a solution flo€M-MIN Problemexplained in the next
section.

5 Solution for LCM-MIN Problem

For the resolution o CM-MIN Problemwe have to use the solution of th€M Problemand the result of Theorem 1.



According to Theorem 1, the research spader «* (the solution ol.CM-MIN Problen) is bounded.

Vi=1ka* > u; (FromTh1) .
AR < af <
{ a* < o (our objective) = e e

In addition,o* is a multiple of eachu; + r; with 0 < r; < R. If we assume that;, = max;<;<y i1; thena™ is a
multiple of uy, + . with 0 < r, < R. Furthermore, the research spétean be stated as follows:

S = {p € N| Bis multiple of (1, + ) Vre = 0,R A g < 8 < a}

After describing the se$ of all possible value of*. The minimala* the solution for Problem 1 is defined as
follow:

o =min{B € S|3(r1,...,7x) € NFAlem(py +7r1,. .., gk +7%) = BA Zle ri < R}

Figure 4 portrays all values of the s&t An arrow between two nodes means that the value in the fids i®less
than the value of the second node— b = a < b. The valueu represents the value of the reuse circuit nunibd3y
assumption, itis also the greatest value of all reuse ¢8awiis the initial loop unrolling value. Each node is a potential
solution (3) which can be considered as the minimal loop unrolling degr& dashed node can not be a potential
candidate because its value is greater thahet 7 = « div uy, be the number of total lines. Each line describes a set
of multiples. For example, the linedescribes a set of multiplég = {3|3r,,0 < rp < R, 5 = jx(up+re)AB < a}

Figure 4: The set S of all possibles values

In order to compute*, our solution consists in checking if each nodeSatan be a solution fdcCM Problem at
last we are sure that the minimum of all these values is thémainoop unrolling degree.

Despite traversing all the nodes 8f we describe in Figure 5 an efficient way to find the minimal We proceed
line by line. In each line, we apply Algorithm 1 to each nodeiluhe value of the predicateuccess returned by
Algorithm 1 istrue or until we arrive at the last line wheh = «. If the values of the node of the linej verifies the
predicate §uccess = true), then we have two cases:

1. If the value of this node is less than the value of the firgtenof the next line then we are sure that this value is
optimal (@* = (3). This is because all the remaining nodes are greaterl{ag construction of the sef).

2. Else we have found a new value of unrolling degree less tiramriginala. We note this new value’ and
we try once again to optimise it until we find the optimal (thrstfcase). The set of research becomes smaller
(S’ ={8 e N|Vrp, =0..R: gismultiple of (ux, +76) A (j+ 1) x pp < S < a'})

Algorithm 2 implements our solution fdtCM-MIN Problem This latter minimises the loop unrolling degree
which is the least common multiple &éfreuse circuits whose weights ate, . . ., 1. Our method is based on using



Figure 5: How to Traverse the Set S

the remaining register®. This algorithm computes™ the minimal value of loop unrolling degree and the minimal
listry,...,r, of the added registers to the different reuse circuits.

Fig 6 illustrates a concrete example. We want to minimiseitiiteal loop unrolling degree generated by the
following reuse circuitsy; = 3, uo = 4, uz = 5, g = 7, u5 = 8. The loop unrolling degree is their least common
multiple (o = 840). In this configuration we assume that we hageegisters in the machine. So hence we h&ve 5
remaining registers. The new loop unrolling degree (minil@ast common multiple) found thanks to our method is
o = 8. The minimal number of registers added to each reuse crewmdr; = 1,7, = 0,73 = 3,14 = 1,75 = 0.
The ratioratio = 2 = 105 and the execution time is abotit micro second.

a=lcm(3,4,5,7,8)=840 withk=5and R =32 R=5

o*=lcm(3+1,4,5+3,7+1,8)=8
Execution_time=39us Ratio=a/a*=105

Figure 6: Example of Loop Unrolling Minimisation

6 Experimental Results

To study the efficiency of our approach, we developed a togktterate many thousands of random data dependence
graphs (DDG) containing multiple hundreds of reuse cigcuite then integrated the results into a backend optimiser,
considering real DDG of classical benchmarks. We use baitia DDG and real DDG to investigate the efficiency
of our solution. We detail these tools and the experimesetllts in the following sections.

6.1 Resultson Randomly Generated DDG

At first, our software generatdsthe number of distinct reuse circuits and their weights (. ., ux). Afterwards, we
calculate the number of remaining regist&s= Rarch— Zle u; and the loop unrolling degree= lcm(u, . . ., pg)-
Finally, we apply our method for minimising.

We did extensive random generations on many configuratiesvaried the number of available registétgcn
from 4 to 256, and we considered many thousands of randonhg@mtaining multiple hundreds of reuse circuits.

10



Each reuse circuit can be arbitrarily large. That is, ourezitpents are done on random data dependence graphs with
unbounded number of nodes (as large as someone wants).@myinber of reuse circuits is bounded.

Figure 7 is a 2-D plot representing the code size compac#tia obtained thanks to our method. The code size
compaction is counted as the ratio between the initial lingobegree and the minimised oneatio = =%). The
X-axis is the number of available hardware registers (gfiogn 4 to 256), the Y-axis is the code compaction ratio. As
can be seen, our method allows to have a code size reductiog fjom 1 to more than 10000! In addition, we note
also in Figure 7 that the ratio is very important when fg. is greater. For example, the ratio of some minimisation
exceeds 10000 wheRch = 256.

Loop Unrolling Optimization Speed of Loop Unrolling Minimization
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Figure 7: Loop Unrolling Minimisation Experiments

Furthermore, our method is very fast. Figure 7 plots the dp#eour method on a dual-core 2 GHz Linux PC,
ranging from 1 micro-second to 10 seconds. This speed &faetibry for optimising compilers devoted to embedded
systems (not to interactive compilers like gcc or icc). Waek also the speed of extremely rare minimisation (when
Rarch = 256) can reach 1000 seconds.

We show in Figure 8, the harmonic mean for all the code conacatios in each configuration. These very high
numbers confirm that our approach significantly decreasemttial loop unrolling degree.

6.2 Resultson Concrete DDG

Initially, each periodic register allocation in our backiesompilation framework implies loop unrolling with a facto
« depending on reuse circuits weights. In a new version of agkénd, we integrate our loop unrolling minimisation
method as a post-pass of the periodic register allocation.

At first, we have applied our code optimisation method (pidaegister allocation followed by unroll factor
minimisation) on many DDG extracted from various real banatks, either from the embedded domain and from the
high performance computing domain: DSP-filters, Spec,ddot, Livermore, Whetstone, etc. The total number of
experimented DDG is 310, their sizes go from 2 nodes and 2sedg¢o 360 nodes and 590 edges. Afterwards, we
have performed experiments on these DDG, depending on th@dsred number of registers. We considered three
configurations as follow:

1. machine with unbounded number of registers;
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Figure 8: Statistics on Randomly Generated DDG

2. machine with bounded number of registers varied from 45, 2

3. machine with bounded number of registers varied from b \&ith the optiorcont i nue (described later).

6.2.1 Machinewith Unbounded Number of Registers

Theoretically, the best result for the&CM-MIN Problemis o* = p, the greatest value of;, Vi = 1, k. Hence, we
aim with these experiments to calculate the mean of the ackdgsters }:5’21 ;) required to obtainu.

In order to interpret all the data resulted from the appiaabf our method to all DDG, we decide to make some
statistics. Indeed, we have looked for arithmetic meangoagent the average of the added regismitzéﬂw(Zf:1 ;)
needed to obtaip;. Moreover, we calculate the harmonic mean of all the raﬂiURhar(%)).

Our experiments show that usirig.1544 additional registers in average are sufficient to obtain aimmal loop
unrolling degree withm* = ;. We note also that we have a high harmonic mean for the ratIORhar(ﬁ) =
2.10023). That is, our loop unrolling minimisation pass is very a#itt regarding code size compaction.

6.2.2 Machinewith Bounded Number of Registers

We consider a machine with a bounded number of architeategitersRacn. We variedRach from 4 to 256 and we
apply our code optimisation method on all DDG. Afterwards,made statistics on the resulting data. For each config-
uration, we looked for an arithmetic mean to represent tleeaaye of number of added registeﬁs‘/(Rar(Zle 7))
Moreover, we calculate the harmonic mean of all the raticcdesd asAV Ry,.(2). Finally, we also calculate
the arithmetic mean of the remaining registetd/(R,.(R)) after the register allocation step given by our backend
compilation framework.

Table 1 shows that our solution find the minimal in all confagions except wheR,chn = 4. In average, a
small number of added registers are sufficient to have a naihioop unrolling degreeq(*). For example: in the

configuration with32 registers, we find the minimal loop unrolling degree, if welad averagel.07806 registers
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among9.72285 remaining registers. We note also that we have in many conafiigen, a high harmonic mean for the
ratio (AV Ry (ratio)). For example, in the machine wi#ts6 registers AV R}, .. (ratio) = 2.72581.

Rarch | AV Rar (X5, 73) | AV Rpar(ratio) | AV Rar(R)
1 0 1 0.293562
8 0.0151163 1.00729 0.818314
16 0.250158 1.10463 2.72361
32 1.07806 1.4149 9.72285
64 3.07058 1.96319 29.0559

128 14.0731 2.71566 79.6419

256 15.2288 2.72581 207.118

Table 1: Machine with Bounded Number of Registers

Figure 9 shows the initial loop unrolling degree and the flnap unrolling degree of three benchmarks. We note
that the final loop unrolling degree is very small compareth®initial loop unrolling degree.

Figure 10 shows the harmonic mean of the minimised (finalp loorolling weighted by the number of nodes
of different DDG. We calculate this weighted harmonic meardidferent configurations. We give a realistic VLIW
processor with an issue width of 4 instructions per cyclegrhall the DDG are pipelined withl = MII =
max(MIIess MI1gepy). In all configurations, the average of the final unrolling eiegof pipelined loops is belog;

a significant improvement over the initial unrolling degréeg., in the configuration whem®,.cn = 64, the minimised
loop unrolling is in average equal 178.

6.2.3 Machinewith Bounded Number of Registersand Option cont i nue

In these experiments we use optioant i nue of our backend. Without this option, our backend computeditist
periodic register allocation which verifi€s, y; < R (not necessarily minimal). If we use the optioont i nue,
our backend generates the periodic register allocatiamtir@mises)  x;. In order to compare these two configura-
tions (Machine with Bounded Number of Registers versus Mectvith Bounded Number of Registers using option
cont i nue), we reproduce the statistics of the previous experimesitsguthis additional option. The results are
described in Table 2.

Rarch | AV Ra (X8 72) | AV Ryar(ratio) | AVR,.(R)
4 0 1 0.33412
8 0.015841 1.00774 0.885657
16 0.253726 1.10477 2.79591
32 1.09681 1.42146 9.96854
64 3.25124 2.02749 31.1405

128 9.40373 2.28922 81.7739

256 15.1959 271729 207.394

Table 2: Machine with Bounded Registers with Opttont i nue

Comparing Table 1 and Table 2, notice that some configuraijgeid a better harmonic mean for the code com-
paction ratio with optiorcont i nue, when Rach < 64. Conversely, the ratio without optiozont i nue is better
when Rach > 128. These strange results are side-effects of the reuse tsirgenerated by SIRA, which differ de-
pending on the number of architectural register. In addijtibe complex mathematical structure of theéM-MIN
Problemdoes not allow to say that, the number of remaining registetbe lower the unrolling degree would be. I.e.,
increasing the number of remaining registers (by perfoghminimal periodic register allocation) does not neceggari
mean a maximal reduction of loop unrolling degree.
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Figure 9: Loop Unrolling Minimisation for Some Benchmarks

7 Conclusion

Contrary to maximal variable expansion [4, 13], periodigiséer allocation for software pipelined loops require ex-
actly MAXLIVE registers, as proven in [1, 2, 3]. In case of emdloled VLIW processors, we cannot rely of rotating
register files. So, periodic register allocation impliger loop unrolling or inserting extr@v e operations. Inserting
extra operations is not a satisfactory solution for us, bheeat may alter thé . In this paper, we present a solution for
an open problem: how to minimise the loop unrolling degremeisited with a given periodic register allocation? Our
loop unrolling degree minimisation is implemented as a {pasts of register allocation, and exploits the remaining
free registers. Our method guarantees that the final nunilzeadable registers is still beloi,ch While resulting in

a minimal unroll degree.
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Figure 10: Weighted Harmonic Mean For Minimised Loop UrirgIDegree

We provide a formal setting for this problem, together wiltpasithms to solve it and with extensive experimental
evidence of the practicality of the approach. For instacoasidering an embedded VLIW processor family such as
the ST2xx withRach = 64 architectural registers, consumiB@7 remaining registers on average brings the unrolling
degree of pipelined loops belasy with smaller degrees for larger loops in general.

As a side-result of this work, we notice that the presencetatting registers files is not really necessary, as loop
unrolling seems to be a satisfactory solution to generatke adter periodic register allocation. Nevertheless, we
noticed that some loops still require high unrolling degreeen after our optimisation. Our future work is twofold:
(1) how to insertrove operations without altering thel while minimising the unroll degree, and (2) how to combine
loop unroll degree minimisation with periodic registeroaihtion. The result might be that optimal exploitation of
remaining registers plus the insertion f-preservingroves are not sufficient to bring the unrolling degree down to
acceptable levels for all loops. This would lead to an irgéng limit study of software pipelining without hardware
support for rotating register files.
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Algorithm 2 LCM-MIN Problem

Require: k number of reuse circuits, different weights of reuse cicui, the remaining registeR and the loop unrolling degree
[0}

Ensure: the minimal loop unrolling degree™ and a listry, . . . , . of added registers witEf:1 r; minimal
o — py {minimal value of loop unrollingy*}
ifa =a" vV R=0then

if R =0then
o — « {a cannot be minimised,no remaining regisiers
end if
else

r, < 0 {number of registers added to the reuse cirgii}
B «— ui {value of the first node in the st
j < 1{line number jin the se$'}
T« a div pu, {total number of lines in the set}
stop < false {stop = true if the minimal is found
success — false {predicate returned by Algorithm}1
while 3 < a A |(stop) do
success «— LCM_Problem(f3, i, R) {LCM Problem solved by Algorithm }L
if T(success) then
if 1. < Rthen
TR+ +
else
r, < 0 {we go to the first node of the next lihe
j++
end if
B —jx (uk+1k)
if 8> aAnj<r7then
r, < 0 {dashed node, we go to the first node of the nextline
Jj++
B—JX e
end if
else
a® —f3
ifa®™ < (j+1) x pxthen
stop — true {we are sure that" is the minimal loop unrolling degrée
else
a — o {we find a new value oft to minimise
T — a div ug
rp <0
Jj++
B—Jx uk
end if
end if
end while
end if
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