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Frequency Estimation for Periodical Signal with
Noise in Finite Time

Anton A. Pyrkin, Member, IEEE, Alexey A. Bobtsov, Senior Member, IEEE,
Denis Efimov, Member, IEEE, and Ali Zolghadri

Abstract—The frequency estimation technique with guaranteed
finite time of convergence to a given accuracy of identification
is presented. The approach for a high frequency noise rejection
is proposed. The possibility of switching algorithm introduction
for estimation quality improvement is discussed. The proposed
solution has order three, that is smaller than in other existent
solutions. Efficiency of the approach is demonstrated on examples
of computer simulation.

Index Terms—adaptive observers, frequency estimation, dis-
turbances rejection

I. INTRODUCTION

Many different approaches exist for adaptive identification
of unknown sinusoid, see, for example, [1]–[10], [12]–[14],
[22]. Some of these approaches are not restricted to the case
of a single sinusoid, in particular, a biased sinusoidal signal is
considered in [3], [9], [17], [19], [20], and the case of multiple
sinusoids with different frequencies is presented in [22].

In spite of diversity solutions obtained so far, the problem
of reliable frequency estimation in the presence of noisy
measurements and in a finite time has not a comprehensive
solution. The estimation accuracy and the time of convergence
are the most important characteristics of an adaptive algorithm
for practical implementation. In the present work we will
address the issues of convergence time and robustness for a
frequency estimator.

Our approach is based on the ideas introduced in [3]- [7],
[15]. The dynamic order of the adaptive law is equal to three,
which compares favorably with known results [9], [13], [16],
[22]. In [2] a similar algorithm is proposed but in this paper
the adaptive law is simpler requiring less calculations. The
finite time of frequency estimate convergence to a predefined
accuracy is evaluated. It is shown that this time can be assigned
by tuning the algorithm parameters. Finally, a switching algo-
rithm is proposed that is able to filter the measurement noise
ensuring the required minimal accuracy in a finite time and
zero estimation error asymptotically.
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The problem formulation is introduced in Section 2. The
biased signal estimation without noise is presented in Section
3. The case of noisy measurements is treated in Section 5.
The hint on the asymptotic estimation error improvement is
given in Section 6. The switching algorithm is developed in
Section 7. The results of computer simulation of the proposed
algorithms are included confirming efficiency of the approach.

II. PROBLEM FORMULATION

Consider the periodical signal y(t) corrupted by noise

y(t) = σ + µ sin(ωt+ φ) + δ(t), (1)

where ω ∈ R+ is the frequency of signal, σ ∈ R is the bias
or offset, µ ∈ R+ is the amplitude, φ ∈ R is the phase shift,
δ : R+ → R is the high-frequency noise term. The following
assumptions are used in the paper.

A1 A lower bounds on the signal frequency ω0 ∈ R+

and amplitude µ0 ∈ R+ are known, i.e. ω ≥ ω0 and
µ ≥ µ0.

A2 The amplitude of the signal is greater than the max-
imum value of the irregular term: µ > supt≥0 |δ(t)|.

The objective is to find the frequency ω(t) in a finite time
with desired accuracy

|y(t)| ≤ ∆,∀t ≥ t0, (2)

where ∆ ∈ R+ is the desired value of estimation error and
t0 ∈ R+ is the transient time.

III. BIASED SINUSOIDAL SIGNAL

To derive the main result let us consider the signal y(t)
without term δ(t). Following the idea presented in ( [5], [6])
we start by introducing the linear second-order filter

ξ(s) =
λ20
γ(s)

y(s), (3)

where λ0 > 0, γ(s) = s2 + γ1s+ γ0 is a Hurwitz polynomial
with two different eigenvalues λ1 and λ2. Let γ0 = λ20 and
λ = mini=1,2{|Reλi|}.

Lemma 1. For the filter (3) and the input signal

y(t) = σ + µ sin(ωt+ φ) (4)

the relation ...
ξ (t) = θξ̇(t) + ε(t) (5)



holds, where functions ξ̇(t) and
...
ξ (t) are derivatives of the

output variable of the linear filter (3)

ξ̇(s) =
λ20s

γ(s)
y(s),

...
ξ (s) =

λ20s
3

γ(s)
y(s), (6)

θ = −ω2, function |ε(t)| ≤ ρ0e
−λt and its derivatives are

bounded by an exponentially decaying function.

Proof: It is well known [3], [21] that signal y(t) = σ +
µ sin(ωt+ φ) can be generated by the system

...
y (t) + ω2ẏ(t) = 0. (7)

Taking the Laplace transformation in (7) we obtain

s3y(s) = θsy(s) +D(s), (8)

where D(s) denotes initial conditions. Multiplying (8) on λ2
0

γ(s)
with respect to (3) yields

s3ξ(s) = θsξ(s) +
λ20
γ(s)

D(s). (9)

After inverse Laplace transformation in (9) we have necessary
equation (5)

...
ξ (t) = θξ̇(t) + ε(t), (10)

where ε(t) = L−1{λ
2
0D(s)
γ(s) }. By force the polynomial γ(s)

the function ε(t) can be represented as a sum of decaying
exponents. Therefore, derivatives of these functions are also
exponentially decaying.

The adaptive scheme for frequency estimation is presented
in the following theorem.

Theorem 2. The update law

ω̂ =

√∣∣∣θ̂∣∣∣ , (11)

θ̂ = χ+ kξ̇ξ̈, (12)

χ̇ = −kξ̇2θ̂ − kξ̈2, (13)

where k > 0, guarantees that the estimation error ω̃ = ω− ω̂
exponentially converges to zero:

|ω̃(t)| ≤ ρ1e−β1t, ρ1, β1 > 0, ∀t ≥ 0. (14)

Proof: Using Lemma 1, we compute the derivative of the
estimation error θ̃ = θ − θ̂:

˙̃
θ(t) = θ̇ − ˙̂

θ(t)

= −χ̇(t)− kξ̈2(t)− kξ̇(t)
...
ξ (t)

= kξ̇2(t)θ̂(t) + kξ̈2(t)− kξ̈2(t)− kξ̇(t)
...
ξ (t)

= kξ̇2(t)θ̂(t)− kξ̇2(t)θ − kξ̇(t)ε(t)
= −kξ̇2(t)θ̃(t)− kξ̇(t)ε(t). (15)

Consider the Lyapunov function

V (t) =
1

2
f(t)θ̃2(t), (16)

where f(t) is a bounded positive function that will be chosen
later. We get

V̇ =
1

2
ḟ θ̃2 + fθ̃

˙̃
θ

=
1

2
ḟ θ̃2 − kfξ̇2θ̃2 − kfξ̇θ̃ε

≤ 1

2
ḟ θ̃2 − k

2
f ξ̇2θ̃2 +

k

2
fε2. (17)

From (10) we have

ξ̇(t) = µ1 sin(ωt+ φ1) + ε1(t), (18)

where µ1 is an amplitude, φ1 is a phase shift, ε1(t) is an
exponentially decaying function as well as its derivatives.
From (18) we obtain

ξ̇2(t) = (µ1 sin(ωt+ φ1) + ε1(t))2

=
1

2
µ2
1 −

1

2
µ2
1 cos(2ωt+ 2φ1)

+ 2µ1 sin(ωt+ φ1)ε1(t) + ε21(t). (19)

Substituting (19) into (17) we get

V̇ ≤ 1

2
ḟ θ̃2 − 1

2
kµ2

1

1

2
fθ̃2

− 1

2
kfθ̃2

(
−1

2
µ2
1 cos(2ωt+ 2φ1)

+2µ1 sin(ωt+ φ1)ε1 + ε21
)

+
1

2
kfε2. (20)

Let f(t) = eg(t), where

g(t) = k

ˆ t

0

(
2µ1 sin(ωτ + φ1)ε1(τ) + ε21(τ)

)
dτ (21)

− 1

4
kµ2

1(sin(2ωt+ 2φ1)− sin(2φ1)) .

Since g(t) depends on bounded harmonic and exponential
functions, it is bounded, |g(t)| ≤ C1, where C1 is a positive
constant. Therefore, e−C1 ≤ f(t) ≤ eC1 and the Lyapunov
function V is well defined.

Using (21), from (20) after a number of simple transforma-
tion we obtain

V̇ (t) ≤ −1

2
kµ2

1

1

2
f(t)θ̃2(t) +

1

2
kf(t)ε2(t) (22)

≤ −C2V (t) + ρ2e
−β2t ,

where C2 = 1
2kµ

2
1, ρ2 = 1

2ke
C1ρ20, and β2 = 2λ are positive

constants. Using comparison principle [11], it is easy to show
that

V (t) ≤ ρ3e−β3t, (23)

where ρ3 > 0 and β3 = min{C2, β2}. From (16) and (23) we
get ∣∣∣θ̃(t)∣∣∣ ≤√ 2ρ3

e−C1
e−

1
2β3t . (24)

Using (11), it is straightforward to show that

|ω̃(t)| ≤
√∣∣∣θ̃(t)∣∣∣ ≤ ρ1e−β1t, (25)

where ρ1 = 4
√

2ρ3eC1 and β1 = β3/4.



Remark 3. From (23) follows that transients time for the
variable V (t) explicitly depends on k and λ via parameter β3.
The increasing k and λ means acceleration of convergence
V (t) to zero as well as convergence of the estimate ω̂ to the
real value ω.

Example 4. Consider the numerical example to demonstrate
how the adaptive scheme (11)–(13) works. Let the filter (3)
looks like

ξ(s) =
2λ2

s2 + 3λs+ 2λ2
y(s), (26)

where denominator has the eigenvalues λ1 = −λ and λ2 =
−2λ.

In Fig. 1 the frequency estimates are shown for different
values of k and λ and the signal y(t) = 3 + 4 sin(2t+ 1).
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Figure 1: Estimates for the frequency ω = 2.

IV. PERIODICAL SIGNAL WITH NOISE

In this section we consider the signal y(t) corrupted by
noise δ(t). For signal (1) we will make the similar analysis as
in the previous section.

The signal (1) is the output of the system
...
y (t) + ω2ẏ(t) = δ0(t), (27)

where δ0 is the exciting noise. For (27) we have
...
ξ (t) = θξ̇(t) + ε(t) + δξ(t), (28)

where δξ(t) =
λ2
0

γ(p)δ0(t). Analyzing the adaptive law (11)–
(13) and the Lyapunov function (16) with respect to (1), (3)
and (28) it is straightforward though lengthy to show for (22)
and (23)

V̇ (t) ≤ −β3V (t) + kδV (t) , (29)

where δV (t) is an irregular term caused by δξ(t), ε(t) and the
parameter β3 dependent on k and λ is defined in (23). Then
we get for (25)

|ω̃(t)| ≤ ρ1e−β1t + Cω, (30)

where Cω is a positive constant that depends on amplitude of
the irregular term in the signal y(t).

Example 5. Consider the next example to show robust prop-
erties of the adaptive law (11)–(13). In figures 3a–3c the
frequency estimates are shown for different values of k and λ
and the signals y(t) from the figures 2a–2c.

V. ESTIMATION QUALITY ANALYSIS

In this section we find the relation between parameters k
and λ and the asymptotic accuracy of the frequency estimate
ω̂(t), i.e. the maximum value of the estimation error |ω̃(t)|.

Consider the inequality (29) and auxiliary system

ẋ(t) = −β3x(t) + kδV (t) . (31)

Rewrite the system (31) as follows

x(t) =

[
k

p+ β3

]
δV (t) , (32)

where p = d/dt is the differentiation operator. To analyze
asymptotic behavior of the low-pass filter

W (p) =
k

p+ β3
, (33)

we will use the magnitude Bode plot of (33). For a pure
harmonic disturbance δV with the frequency spectrum starting
from the frequency ωδ � ω, the asymptotic amplitude of x is
proportional to the value

|W (jωδ)| = k/
√
ω2
δ + β2

3 , (34)

that in its turn is dependent on parameters k and λ (β3 =
min{0.5kµ2

1, 2λ} from (23)). Therefore, the asymptotic mag-
nitude of x decreases if k and λ become smaller, especially
for the high-frequency terms in δV (t):

lim
k→0,λ→0

|W (jωδ)| = lim
k→0,λ→0

k

ωδ
= 0.

Using comparison principal [11] we find from (29) and (31)
that, if x(0) ≥ V (0), then

V (t) ≤ x(t). (35)

Thus the parameters k and λ regulate the asymptotic con-
vergence of V (t), as well as ω̃(t), to a neighborhood of the
origin.

It is easy to see that the transient time for V (t) is defined
by the time constant β3. It is well-known that the exponential
function is converged over three time constants in the 5% zone
of its initial amplitude (i.e. for any b ∈ R+,b e−β3t ≤ 0.05b
for all t ≥ 3/β3). So we have the time

tf =
3

β3
, (36)

after which the function ω̂(t) is converged to a bounded
domain around the ideal value ω. It is possible to say that
the constant tf defines the time window length after which
the initial conditions influence on the transients can be ne-
glected. For a high-frequency noise the asymptotic accuracy
of estimation is governed by the expression (34).
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(a) Transients for y(t) = 2 + 3 sin(4t) + δ(t),
where δ(t) is the bounded noise.
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(c) Transients for “triangle” signal.

Figure 2: Transients for y(t).
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(a) Estimates for the frequency ω = 4 of the
signal 2a.
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(b) Estimates for the frequency of the “mean-
der” signal 2b.
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(c) Estimates for the frequency of the “triangle”
signal 2c.

Figure 3: Transients for frequency estimates ω̂(t).

VI. HYBRID SWITCHING

In this section a hybrid scheme of switching for the pa-
rameters k and λ is presented, that allows us to improve the
asymptotic accuracy of estimation of ω by the variable ω̂.
Moreover, for a pure high-frequency noise, the estimation error
goes to zero with time growth.

Let ti, i ≥ 0 with t0 = 0 be an increasing sequence of
the switching time instants, define ki = k(ti) and λi = λ(ti),
then:

ki+1 =
1

α
ki, λi+1 =

1

α
λi, (37)

ti+1 = ti + 3/β3(ki, λi), (38)

k(t) = ki, λ(t) = λi ∀t ∈ (ti, ti+1),

where α > 1. The function β3 explicitly depends on k and λ,
moreover this dependence is linear and

β3(ki+1, λi+1) =
1

α
β3(ki, λi).

So we can rewrite (38) in a simpler form:

ti+1 = ti + ∆ti, t(0) = 0, (39)

∆ti+1 = α∆ti, ∆t0 =
3

β3(k0, λ0)
. (40)

Thus using the algorithm (37), (39), (40) it is possible to ensure
the fast initial convergence of the error ω̃ to some vicinity
of the origin. Next, decreasing the values of ki and λi we
increase the settling time interval ∆ti, but we may guarantee
the term |W (jωδ)| convergence to zero in asymptotic. This

fact is equivalent to high-frequency noise filtering by the
switching algorithm. Note, that it is not possible to filter the
initial measured signal y for the noise δ cancellation, since the
useful frequency ω and the noise frequency ωδ are not known
a priori.

Example 6. Let y(t) = 2 + 8 sin(1.6t + 1) + δ (the signal
is shown in Fig. 4a), where δ is a white noise with restricted
spectrum and power 0.1 (presented separately in Fig. 4b). The
results of the frequency estimation by the proposed algorithm
with the fixed parameters (k = 0.5 and λ = 0.3) and the
switching one (∆t0 = 10, α = 1.25, k0 = 0.5, λ0 = 0.3) are
plotted in Fig. 4c. The parameter adjustment by the switching
algorithm is shown in Fig. 4d. As it possible to conclude from
these results, the switching algorithm has the same initial time
of convergence to a vicinity of the identifying value, while
asymptotically it rejects the measurement noise influence on
the estimation error. These results confirm the theoretical
findings of the work.

VII. CONCLUSION

The problem of frequency estimation for a noisy and
biased harmonic signal is studied. The estimation algorithm
of the third order is proposed and the time of convergence
and accuracy of the algorithm are evaluated. The switching
algorithm is developed that allows us to cancel the asymptotic
influence of a pure harmonic and high-frequency noise on
the estimation error. The efficiency is illustrated by simulated
examples.
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(a) Transients for y(t).
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(c) Estimates for the frequency with time-invariant and hybrid switching
parameters k and λ.
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(d) Transients for hybrid switching of the parameters k and λ, where k(0) =
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Figure 4: Transients for hybrid switching parameters k and λ.
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