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ABSTRACT

In this paper, we address the problem of the determination of the equilibrium point of the feedback structure initially used for two-channel adaptive noise cancellation in the presence of crosstalk. We concentrate on an important characteristic of an adaptive filter, i.e. the steady-state mean-square error observed once the algorithm has converged. Our approach relies on the analysis of the relationships between the useful signals and their artifacts (distortion, residual noise, crosstalk) at the system outputs. The obtained equilibrium point essentially comes from experimental observations, nevertheless, we propose in the first part a theoretical framework that enables to highlight the links between the different signals in the feedback structure and also used to define the equilibrium point. Then, we give experimental results that show that the equilibrium state is obtained when the energy of the artifacts on the output signals is the same on each channel.

1. INTRODUCTION

Identifying an unknown system has been a central issue in various applications such as control, equalization, echo cancellation in communication networks and many others. In this work, we focus on a particular type of system, namely the symmetric adaptive filter structure, that has been proposed by different authors to solve noise cancellation problems with signal leakage, also called crosstalk problems or cross-coupled interference problems. We concentrate our analysis on the convergence properties and asymptotic behaviour of the feedback separation structure which is represented in Figure 1 in the two-channel case. Such properties have been first studied in very simple cases. Most of the time, stationary input signals and/or single tap mixing filters (instantaneous mixture) were assumed \cite{1, 2} as a consequence of the mathematical complexity of the required analyses \cite{3, 4}. Indeed, the inherent cross-coupling step-size assumption or the well-known independence assumption between successive regressors, in order to derive expressions that describe the performance of the algorithm. As an example, we can refer to the fixed point theory \cite{5} that is an elegant manner to derive convergence properties of adaptive systems. Although these assumptions are rarely satisfied by real-life data, they render the convergence analysis tractable. Furthermore, when analyzing the feedback structure of Figure 1, we can easily derive an equivalent adaptive identification problem \cite{6} for the adaptive filter $w_{21}$ (illustrated in Figure 2) where (i) the input sequence $s_2(n)$ and the noise $b(n)$ are mutually dependent, (ii) the noise sequence $b(n)$ is not stationary and (iii) the noise sequence depends on $w_{21}$. The above properties are not usual in the context of adaptive filtering and, to our knowledge, no theoretical results have so far been established in such conditions. As a consequence, no useful design guidelines are available to control the convergence of the adaptive feedback system of Figure 1. Nevertheless, some major contributions were produced in the literature. In \cite{7, 8} Charkani and Deville give a complete analysis of the recursive structure for self-adaptive (blind) separation of convolutively mixed signals. On account of ordinary differential equation technique (ODE), equilibrium and stability conditions can be analyzed for a large class of separating functions that are restricted in order to ensure the separating point is an equilibrium state. Indeed, due to the heavy complexity of the obtained mathematical expressions, this study was carried out only around the desired solution ($w_{21} = h_{21}$ and $w_{22} = h_{12}$) that is assumed to be the equilibrium point corresponding to the separating solutions. In contrast with the common approaches which consist in first defining the adaptive algorithm and then analyzing the behavior of this one according to a given structure, in this paper, we first define analytically useful relations between the different signals. Then, based on energy conservation arguments and under weak assumptions, we define the observed equilibrium point of the separation structure of Figure 1. In that sense, our approach is close to the energy conservation principle developed by Yousef and Sayed \cite{9}. Finally, extensive simulations illustrate the derived results and show the validity of this equilibrium state.

Figure 1. Mixing model (left) and separation structure (right). The introduced delay arbitrarily fixed in the separation structure is justified by implementation considerations.

$\begin{align*}
\hat{s}_1(n) & = s_1(n) - b_{12} s_2(n) \\
\hat{s}_2(n) & = s_2(n) - b_{21} s_1(n)
\end{align*}$

$\Delta s_2(n)$ denotes the vector composed of artifact signals and defined by $\Delta s_2(n) = \delta(n) - s_2(n)$.

Figure 2. Equivalent adaptive plant identification of $h_{21}$. On this scheme, $\Delta s_2(n)$ is an input signal vector.

$\begin{align*}
b(n) & = s_1(n) - w_{21} * \Delta s_2(n) \\
\hat{s}_2(n) & = s_2(n) - w_{21}(n)
\end{align*}$

$e(n) = \hat{s}_2(n)$
2. PROBLEM STATEMENT

Let us consider the mixing model described in Figure 1. The two observations can be expressed in the Z-domain as:

\[
\begin{bmatrix}
y_1(z) \\
y_2(z)
\end{bmatrix} = M(z) \begin{bmatrix}
S_1(z) \\
S_2(z)
\end{bmatrix}, \\
M(z) = \begin{bmatrix}
1 & H_{12}(z) \\
H_{21}(z) & 1
\end{bmatrix}.
\]

Where \(M(z)\) denotes the mixing matrix. In order to cancel the existing coupling effect between the observations and to recover the original sources, the separating filters \(w_{11}\) of the recursive structure shown in the same figure (right side) just have to ‘mimic’ the filter \(w_{12}\) of the mixing model, i.e., to converge towards them. Then, inversion of \(M(z)\) is actually performed by the recurrent connection. This is the main advantage of the feedback structure in contrast with the feedforward one that needs to inverse the mixing matrix \(M(z)\).

3. EQUILIBRIUM STATE

In the following, uppercase symbols in boldface font denote matrix quantity whereas lowercase case letters in boldface font indicate a vector quantity. Normal font is used for scalar quantity. The diagonal operator denotes diagonal elements of matrix \(\ast\) and *convolution operator. As stated in Figure 1, \(\{s_1, s_2\}\) and \(\{y_1, y_2\}\) are respectively the source and the observation signals. We use \(\{\hat{s}_1, \hat{s}_2\}\) to represent the estimated signals. The following assumptions are used throughout the paper.

- **Assumption A1.** The filter coefficients are slowly varying in time.
- **Assumption A2.** To ensure stability, we impose that \(\hat{h}_{12}\) is strictly causal.
- **Assumption A3.** The equilibrium state of the feedback structure is obtained when the energy of the artifacts on the output signal is equal on each channel.
- **Assumption A4.** The source signals \(s_1\) and \(s_2\) are assumed to be stationary random variables with zero mean and variance \(\sigma_1^2\) and \(\sigma_2^2\) respectively.

3.1 Artifact analysis on each estimated signal

According to the mixing and separation models, the artifact signals \(\Delta s_1(n) = s_1(n) - \hat{s}_1(n)\) on \(s_1(n)\) can be formulated as

\[
\Delta s_1(n) = y_1(n) - w_{21}^T(n)\hat{s}_2(n) - s_1(n),
\]

where

\[
h_{21} = \begin{bmatrix} h_1^{0} & h_1^{-1} & \ldots & h_{L-1}^{-1} \end{bmatrix}^T,
\]

\[
w_{21}(n) = \left[ w_{21}^{0}(n) \ w_{21}^{1}(n) \ \ldots \ w_{21}^{L-1}(n) \right]^T,
\]

\[
y_2(n) = \begin{bmatrix} y_2(n) \ y_2(n-1) \ \ldots \ y_2(n-L+1) \end{bmatrix},
\]

\[
s_2(n) = \begin{bmatrix} s_2(n) \ s_2(n-1) \ \ldots \ s_2(n-L+1) \end{bmatrix},
\]

\[
\hat{s}_2(n) = \begin{bmatrix} \hat{s}_2(n) \ \hat{s}_2(n-1) \ \ldots \ \hat{s}_2(n-L+1) \end{bmatrix},
\]

\[
\hat{s}_1(n-1) = \begin{bmatrix} \hat{s}_1(n-1) \ \hat{s}_1(n-2) \ \ldots \ \hat{s}_1(n-L) \end{bmatrix},
\]

\[
w_{12}(n) = \begin{bmatrix} w_{12}(n-1) \ \ldots \ w_{12}(n-L+1) \end{bmatrix}.
\]

Assuming that the filter coefficients are slowly time varying \(\{A1\}\), i.e. \(w_{12}(n-j) = w_{12}(n)\) \(\forall j = 0, \ldots, L-1\), which is equivalent to fix a low step-size (asymptotic behaviour) and noting that \(y_2(n) = s_2(n) + S_1^T(n)h_{12}\), relation (1) could be reformulated as

\[
\Delta s_1(n) = \Delta h_{21}^T(n) s_2(n) - w_{21}^T(n) \hat{S}_1(n) h_{12} - \hat{S}_1^T(n-1) w_{12}(n).
\]

Where \(\Delta h_{21}(n) = h_{21} - w_{21}(n)\) is the weight deviation vector. Let us introduce the matrix

\[
\Delta S_1(n) = S_1(n) - \hat{S}_1(n),
\]

and causality constraint \(\{A2\}\) on \(h_{12}\) such that \(h_{12}(0) = 0\), the expression in the bracket reduces, and (2) yields to

\[
\Delta s_1(n) = \Delta h_{21}^T(n) s_2(n) - w_{21}^T(n) \hat{S}_1(n-1) \Delta \hat{h}_{12}(n) + \Delta S_1^T(n-1) w_{12}(n).
\]

where \(\hat{S}_1(n-1)\) is a truncated version of \(S_1(n-1)\) of size \(L \times (L-1)\). Similarly, \(\hat{h}_{12} = h_{12}(i) |_{i=0, \ldots, L-1}^{|n=0, \ldots, L-2}\) and \(\hat{w}_{12} = w_{12}(i) |_{i=0, \ldots, L-2}\). Similar manipulations can be applied to the artifact signals in second estimated signal \(\hat{s}_2(n)\) leading to

\[
\Delta s_2(n) = \Delta \hat{h}_{12}^T(n) \hat{S}_2(n) - w_{12}^T(n) \hat{S}_2(n-1) \Delta \hat{h}_{21}(n-1) - w_{12}^T(n) \Delta S_2^T(n-1) w_{12}(n-1).
\]

Equations (4) and (5) define the artifact signals on the outputs and associated with the feedback structure. The global network corresponding to these two relations is shown in Figure 3. Based on this network, the equilibrium point will be discussed in the next paragraph.

3.2 Conservation of the artifacts energy at each output

Let us assume that the equilibrium state of the feedback structure given in Figure 1 is obtained when the energy of the artifacts on the output signal is the same on each channel \(\{A3\}\), i.e. \(E[|\Delta s_1(n)|] = E[|\Delta s_2(n)|]\). By considering that the filters are slowly time varying, i.e. \(w_{21}(n) \neq w_{21}(m) \neq w_{21}(n-1)\), equal output artifact energy ensures identical correlation properties of the signals present at points A and B (see Figure 3). Although it is not universally correct, we will assume that the previous statement is equivalent to the equality of the power spectral densities given hereafter:

\[
\Phi_{AA}(e^{j\omega}) = \sum_{k=-\infty}^{\infty} r_{AA}(k) e^{-j\omega k} = \sum_{k=-\infty}^{\infty} r_{BB}(k) e^{-j\omega k} = \Phi_{BB}(e^{j\omega}),
\]

where \(r_{AA}(k) = E[A(n)A(n+k)]\) is the correlation function of the signal in point A. Assuming that \(s_1(n)\) and \(s_2(n)\) are independent, we get from Figure 3:

\[
\Phi_{AA}(e^{j\omega}) = \Phi_{S_1S_1}(e^{j\omega}) \left| \hat{H}_{12}(e^{j\omega}) - \hat{W}_{12}(e^{j\omega}) \right|^2 \left| W_{21}(e^{j\omega}) \right|^2 + \Phi_{\hat{S}_1\hat{S}_1}(e^{j\omega}) \left| \hat{H}_{21}(e^{j\omega}) - W_{21}(e^{j\omega}) \right|^2.
\]

The same reasoning holds in B with \(r_{BB}(k)\). By introducing the misalignment vector, the power spectral densities can be rewritten as

\[
\Phi_{AA}(e^{j\omega}) = \Phi_{S_1S_1}(e^{j\omega}) \left| \hat{H}_{12}(e^{j\omega}) \right|^2 \left| W_{21}(e^{j\omega}) \right|^2 + \Phi_{\hat{S}_1\hat{S}_1}(e^{j\omega}) \left| \hat{H}_{21}(e^{j\omega}) \right|^2
\]

\[
\Phi_{BB}(e^{j\omega}) = \Phi_{S_2S_2}(e^{j\omega}) \left| \hat{H}_{21}(e^{j\omega}) \right|^2 \left| W_{12}(e^{j\omega}) \right|^2 + \Phi_{\hat{S}_2\hat{S}_2}(e^{j\omega}) \left| \hat{H}_{12}(e^{j\omega}) \right|^2.
\]
Inserting (8) and (9) into (6), we get the following equilibrium relationship for the feedback structure:

$$\frac{|\Delta H_{12}(e^{j\omega})|^2}{|\Delta H_{21}(e^{j\omega})|^2} = \frac{\Phi_{S,S_1}(e^{j\omega})}{\Phi_{S,S_1}(e^{j\omega})} \frac{|W_{12}(e^{j\omega})|^2 - 1}{|W_{21}(e^{j\omega})|^2 - 1}. \quad (10)$$

By exploiting the usual spectral analysis of the time-invariant (stationary) system for some fixed $W_{12}(z)$ and $W_{21}(z)$, the obtained relation is valid whatever the coefficients of the separating filters are. And note that the originality of our approach stands in the fact we apply it to artifact signals what has never been done yet.

### 3.3 Signal to artifact ratio (SAR) analysis

Through the above analysis, the signal to artifact ratio on each channel could be easily defined as follow:

$$\text{SAR}_1(e^{j\omega}) = \frac{\Phi_{S,S_1}(e^{j\omega})}{\Phi_{S,S_1}(e^{j\omega})} = \frac{\Phi_{S,S_1}(e^{j\omega})}{\Phi_{S,S_1}(e^{j\omega})} \frac{1 - |W_{12}(e^{j\omega})|^2 |W_{21}(e^{j\omega})|^2 e^{-j\omega}}{\Phi_{AA}(e^{j\omega})} \quad (11)$$

$$\text{SAR}_2(e^{j\omega}) = \frac{\Phi_{S,S_1}(e^{j\omega})}{\Phi_{S,S_1}(e^{j\omega})} = \frac{\Phi_{S,S_1}(e^{j\omega})}{\Phi_{S,S_1}(e^{j\omega})} \frac{1 - |W_{12}(e^{j\omega})|^2 |W_{21}(e^{j\omega})|^2 e^{-j\omega}}{\Phi_{BB}(e^{j\omega})} \quad (12)$$

Then, according to the stated equality principle expressed in (6), the following important relation holds

$$\frac{\text{SAR}_1(e^{j\omega})}{\text{SAR}_2(e^{j\omega})} = \frac{\Phi_{S,S_1}(e^{j\omega})}{\Phi_{S,S_1}(e^{j\omega})}. \quad (13)$$

This relation describes the behavior of the feedback structure and is valid whatever the nature of the signals sources are and whatever the value of impulse responses of identification filters $W_{12}(n)$ and $W_{21}(n)$ are. Note that if the two sources $S_1(n)$ and $S_2(n)$ correspond to white noise, the ratio given by (13) is equal to the average power ratio $\sigma_{1s}^2/\sigma_{2s}^2$ between the source signals.

### 4. EXPERIMENTAL RESULTS

#### 4.1 Convergence: transient and steady-state analysis

In this section we present simulation results illustrating the validity of the asymptotic analysis presented previously. In these experiments, the signal $S_2(n)$ corresponds to a zero mean white Gaussian noise with $\Phi_{S,S}(e^{j\omega}) = \sigma_{2s}^2$. The input signal $S_1(n)$ is a Gaussian first order autoregressive process (AR) with variance $\sigma_{1s}^2$ and with pole $\alpha \in [0,1]$. To adapt the adaptive filters $W_{12}(n)$ and $W_{21}(n)$, we choose the symmetric adaptive decorrelation algorithm, [1]:

$$W_{ji}(n + 1) = W_{ji}(n) + \mu S_j(n) S_i(n), \quad \forall i \neq j \in 1, 2 \quad (14)$$

where $S_j(n) = [S_i(n) \ldots S_i(n - L + 1)]^T$ denotes the vector of the last $L$ output samples of the separating filters. We assume perfect modelisation with separating filters having the same length as the mixing ones. In the experiments, coupling filters of order $L = 20$ are used and the separating filters are adapted from the relationship (14) with a low step-size, $\mu = 10^{-5}$.

Figure 4 shows, for a signal to noise ratio of 10 dB and for colored signal $S_1(n)$, the convergence of the system distance $||\Delta h_{12}(n)||^2/||h_{12}(n)||^2$ (grey) and $||\Delta h_{21}(n)||^2/||h_{21}(n)||^2$ (black) for different values of the pole $\alpha = 0, 0.1, 0.2, \ldots, 0.9$.

#### 4.2 Signal to artifact ratio on each channel

We now consider the previously established relations expressing the signal to artifact ratio at the output of each channel of the feedback structure. In this paragraph, we assume that the source signals are the ones described previously. It is possible to compute, at each time instant $n$, the power spectral densities (8) and (9) by observing
the coefficients of the separating filters at that time instant. Once the power spectral densities $\Phi_{AA}(e^{j\omega})$ and $\Phi_{BB}(e^{j\omega})$ are known, we can then express, from relations (11) and (12), the value of the SAR on each spectral component of both channels. Such curves are displayed in Figure 5 (top) when the source signal $s_1(n)$ is an AR (1) signal with pole $\alpha = 0.8$ and with an average power ratio of $\sigma_2^2/\sigma_1^2 = 10$. These curves are obtained by considering mean values $\mathbb{W}_{12} = \lim_{n \to \infty} E[w_{12}(n)]$ and $\mathbb{W}_{21} = \lim_{n \to \infty} E[w_{21}(n)]$, which is equivalent to consider asymptotic behavior of the adaptive filters. The curve in Figure 5 (bottom) corresponds to the evaluation of (13) under the same experimental conditions. In noting that the theoretical power spectral density (PSD) of the AR(1) source is given by:

$$\Phi_{SS}(e^{j\omega}) = \sum_k r_k S_k(k) e^{-j\omega k} = \frac{1 - \alpha^2}{1 + \alpha^2 - 2\alpha \cos \omega} \sigma_1^2,$$

(15)

it is possible to also represent on Figure 5 (dashed curve) the theoretical value of this ratio, which is given by

$$\frac{\text{SAR}_1(e^{j\omega})}{\text{SAR}_2(e^{j\omega})} = \frac{\sigma_2^2}{\sigma_1^2} \frac{1 - \alpha^2}{1 + \alpha^2 - 2\alpha \cos \omega}.$$

(16)

From this figure, we note the capability of the theoretical relation given by (16) to closely predict the behavior of the experimental curve (we recall here that the PSD given by (15) obtained through AR parametric modeling is able to model spectral envelope maxima). Let us define the frequency average SAR noted SAR$^f_b$ obtained by integrating $\text{SAR}(e^{j\omega})$ with $i = \{1, 2\}$ over the whole spectral domain.

$$\text{SAR}_i^f = \int_{-\pi}^{\pi} \text{SAR}(e^{j\omega}) d\omega$$

Consequently and according to (13), the ratio of the full-band SAR should be equal to the average power ratio of the sources. To compute these full-band SAR, we do not use the mean values of $\mathbb{W}_{12}$ and $\mathbb{W}_{21}$. We compute these full-band SAR directly by using the experimental signals $E[w_{12}(n)]$, $E[w_{21}(n)]$, $E[s_1(n)]$, and $E[s_2(n)]$, that is to say all along the convergence of the filter without limiting to the asymptotic behavior with the mean value of the filters. Consequently, we observe the validity of the obtained relations also during the convergence of the filters. Under the same experimental conditions as above, we can see that the experimental results in Figure 6 (bottom) are consistent with the theoretical analysis expressed in (13). In fact, even during the initial convergence, the difference (in dB) between each SAR$^b$ of the two channels is equal to 10 dB which agrees with $\sigma_2^2/\sigma_1^2 = 10$. The accuracy of the theoretical predictions tends to validate the assumption (A.3) made in the theoretical analysis. Namely, at each time instant $n$, the two separating filters of the feedback structure adjust their time-varying impulse responses according to the following rule: the energies of the artifact signals on each output are equal. To further validate our theoretical analysis (and therefore the underlying assumptions), we give in Figure 7 and Figure 8 the full-band SAR values obtained during the steady-state convergence phase of the algorithms for different configurations of the input sources power ratio $\sigma_2^2/\sigma_1^2$. On Figure 7 the two input signals $s_1(n)$ and $s_2(n)$ correspond to white Gaussian noise process ($\alpha = 0$) and AR(1) signals with pole $\alpha = 0.4$ and $\alpha = 0.7$ in Figure 8. We can see from Figure 7 (bottom) and Figure 8 (right) that, in all considered cases, the ratio between the experimental full-band SAR$^b$ of each channel is equal to $\sigma_2^2/\sigma_1^2$, also with colored signals and as predicted by the theoretical analysis. Finally, we test the robustness of our analysis with speech
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Figure 5: Frequency behavior of SAR$_1(e^{j\omega})$ and SAR$_2(e^{j\omega})$ (top) and SAR$_1(e^{j\omega})$/SAR$_2(e^{j\omega})$ (bottom).
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Figure 6: Time evolution of SAR$_1^b$ and SAR$_2^b$ (top), and SAR$_1^b$/SAR$_2^b$ (bottom).
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Figure 7: Frequency average SAR$^f_b$ obtained on channel 1 and 2 when $\alpha = 0$ for different values of $\sigma_2^2/\sigma_1^2$. 
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Figure 8: Time evolution of SAR$^f_b$ obtained on channel 1 and 2 when $\alpha = 0$ for different values of $\sigma_2^2/\sigma_1^2$. 


signals. Consequently, we are no more compliant with assumption (A4). The input signal-to-noise ratios are computed using the ITU-T recommendation P.56 speech voltmeter (SV56). The speech signals are recorded from a male and a female speakers and shown in Figure 9. Results are given on Figure 10.

\[ \alpha = 0.7 \]
\[ \alpha = 0.4 \]

5. CONCLUSION

In this paper, the intrinsic convergence properties of the two-channel feedback structure have been discussed. Based on the analysis of the relationship between output signals and their artifacts, we have shown that the equilibrium state is obtained when the energy of the artifacts on the output is the same on each channel. Thus, this paper provides new relations for further analyzing the convergence and stability properties of the feedback structure widely used for noise cancelling problems or equally for blind source separation. However, nothing enables us to ensure that the observed equilibrium point is unique. A better theoretical description is needed to deal with this point that will be investigated in future work.
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