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On the Periodic Register Need in Software
Pipelining

Sid-Ahmed-Ali TOUATI

Abstract— This article presents several theoretical and funda- dual method: given a fixed integrdll, how to minimize the
mental results on register need in periodic schedules, aldomown  register need ? This is because, as far as we know until now,
as MAXLIVE. Our first contribution is a novel formula for  the register need is hard to minimize if an integidl is not
computing the exact number of registers needed by a scheddle g, 4 54 many people provide heuristics to reduce the tegis
loop. This formula has two advantages: its computation can & . . .
done using a polynomial algorithm with O(nlzn) complexity N€€d for a fixed integral 7 [9], [10], [15], [17], [24]. If 11 is
(n is the number of instructions in the loop), and it allows the assumed as a rational period, the article [14] provides éhodet
generalization of a previous result [13]. Second, during doware  for minimizing 71 with a limited number of registers. Assuming
pipelining, we show that the minimal number of registers neded rational periods is another method of periodic schedulthstinct

may increase when incrementing the initiation interval (1), from common software pipelining. In this paper we consider
contrary to intuition. For the case of zero architectural ddays in integral periods.

accessing registers, we provide a sufficient condition foréeping

the minimal number of registers from increasing when increnent- . . . . .
ing the I1. Third, we prove an interesting property that enables This article investigates several fundamental aspectshé t

to optimally compute the minimal periodic register sufficiency field of minimizing periodic register need in software pipéig.

of a loop for all its valid periodic schedules, irrespectiveof I1. The ancestor problem of minimal register need in the case
Fourth and last, we prove that the problem of optimal stage of basic blocks (acyclic schedules) profits from plenty of

scheduling under register constraints is polynomially solable studies, resulting in a rich theoretical literature. Undoiately,

for a subclass of data dependence graphs, while this problem the periodic (cyclic) problem suffers somehow from fewer

is known to be NP-complete for arbitrary dependence graphs - .
[7]. Our latter result generalizes a previous achievement 13] fundamental results. Our present fundamental resultsisntdipic

which addressed data dependence trees and forest of treesi | allow to better understand the register constraints inopigi
this study we consider cyclic data dependence graphs withou instruction scheduling, and hence help the community teigeo
taking into account any resource constraints. The aim of our better SWP heuristics and techniques in the future.
theoretical results on periodic register need is to help cuent
f'and future software p_ipeliners aphieve significant perform_ince In order to be “optimal”, SWP techniques should schedule the
;r:gg\r/éagents by making better (if not best) use of the availale instructions of a loop in harmony with many constraints, rsuc
' as data dependence constraints and target processoraioisstr
Index Terms—Periodic Register Requirement, MAXLIVE, The usual processor limitations commonly taken into actoun
Periodic Register Sufficiency, Software Pipelining, Stagéchedul-  5.¢ registers, functional units, instruction selectiord ading
ing, Instruction Level Parallelism. . e
constraints. However, there are other hardware charatiteyi
that are not currently considered in optimal SWP techniques
I. INTRODUCTION (a far as we know): cache effects (variable loads latencies)

OFTWARE pipelining (SWP) is a common way to schedul8€mory: disambiguation mechanisms, ~memory t_)ankmg and
Sinnermost loops in order to extract a large amount dfterleaving, load-store queues, dynamic speculatiomadyc
instruction level parallelism (ILP). In addition to the iefent 'egister renaming, etc. We think that if all these hardware
data dependence constraints, computing a periodic sehefid Constraints are modeled inside the same complex SWP, ibeill
loop must obey two main families of constraints. The first onard to come up with a mathematical intelligibility of the $W

is related to resource constraints that must be satisfieddaro Problem. So, studying SWP under data dependences andersgist
to avoid oversaturating the functional units of the undedy COnstraints separately from the other resource constraietves
processor. The second family consists of register comsraihe the purpose of separating complex problems to deduce some
computed periodic schedule must not require more regisenrs mathematl_ca_l characteristics useful for writing bettemeyal

the ones available. The software pipelining must not onlgyob SWP heuristics.

these two families of constraints, but it must also maxintize S ) )

execution rate (minimize the initiation interval) of theon In ~ Our contribution is organized as follows. Section Il resall
this article, we focus only on the register constraints arel wWormal notations and definitions about software pipeliniugr

do not consider any functional unit limitation nor any resu Periodic register need. Section Il finds a new formula for
model. computing the register need of a scheduled loop which can be

computed by a polynomial algorithm. Section IV provides a
Ideally, one should prefer to bring effective methods tgufficient condition so that the minimal register need doet n
minimize the initiation interval {7) under a fixed number of increase when incrementing: however, such condition is proved

available registers. Unfortunately, the literature fazmion the [N the case of architectures with zero delays in accessuigtess,
which reflect the most common architectures. This condit®n

University of Versailles, France. Eméi:d. Touat i @vsq. fr used to show how to compute the periodic register sufficiefcy



a loop independently of any periodic schedule. Before agich, A. Software Pipelining

Section V examines the problem of stage scheduling wittstegi  goftware pipelining (SWP) is basically a scheduling method
minimization in the special case of expression trees, amddre |t can be modeled by a function that assigns to each statement
general cases which are data dependence graphs that assign £ scheduling date (in terms of clock cycle) that satisfies
unique killer per variable. the precedence constraints. The most common form, modulo
scheduling, is defined by an initiation interval, denoted and

the scheduling date,, € N for each operation:(0) of the first
iteration. Operation, of iteration: is scheduled at time,,+ix 1.

We consider a simple innermost loop (without branches, withhe total schedule time of one iteration of the original Idugely
possible recurrences). It is represented by a data depemdel§ NotedL with I, > max, cy ou, andII < L is the total schedule
graph (DDG)G = (V, E, 8, \), such that: time of the new loop kernel. We call the duration (sometimes

Vs th t of the stat ts in the | The inst c?lled iteration length or time horizon). Figure 1(b) is a@mple

‘ : 'ts € Ze ot the St‘?‘ emefn_ts mt' ﬁ?' ng' i Z 't?S gnce 8f a software pipelined schedule of the DDG shown in Figueg,1(

S ademhen (?n (_)pef[a ion) Ob'tl era '? 'i’. en? N ¢ %’“(Z)’ N in which the values and flow edges are drawn with bold lines. A
and when reterring fo an arbitrary iteration of a statemen pair of the labelgd(e), A(e)) is associated with each edge
we simply writew;

o [ is the set of precedence constraints (flow dependences, or @ on
other serial constraints), any edgdas the forme = (u, v), m _ S
wheres(e) is the latency of the edgein terms of processor @0 o e V201 v vs(i)
clock cycles and\(e) is the distance of the edgein terms

Il. BACKGROUND

of number of iterations. @30)

1
@
o A valid schedules must satisfy:

Vi, Ve = (u,v) € E : J(u(i)) +d(e) < J(v(i + )\(e))) o
(a) the DDG (c) Software Pipelining Kernel
We consider a target RISC-style architecture and we disisig
between statements and precedence constraints, depearmbng Iteration i-2
whether they refer to values to be stored in registers or not:

O vi v3d
1) Vi C V is the set of statements that produce values to be 1
stored in registers. 2
2) Er C FE is the set of flow dependence edges through a 3 Iteration i-1
register. The set of consumers (readers) of a valueVyr 411 v2 vl v3
is therefore the set: 5
6 =4
Cons(u) ={v eV | (u,v) € Egr} o ! ( Iterationi'
T 8 v2 vl Vv3
In order to consider static issue VLIW processors in which th 9D 9l lva e
hardware pipeline steps are visible to compilers (we carsid § o |
superscalar processors too), we assume that reading fram an % 11
writing into a register may be delayed from the beginning of 12 ( v2 L=12
the schedule time, and these delays are visible to the cempil 13 va
(architecturally visible). We define two delay (offset) @tions 14
dr andd,, in which: 15
16
ow: Vp—N 17 v4
u = Gy (u)] 0 < duw(u) 18
the write cycle ofu into a register is 19
o(u) + dw(u) Time
50 VN (b) Overlapping the Successive lterations
u— Or(u)] 0 < dr(u)
the read cycle of: from a register is Fig. 1. Software Pipelining

Or . - .
o u) +or(w) Any valid periodic schedule must satisfy:

Acc_ording to _the semantics of superscalar processors (se- Ve = (u,0) € E, ou+8(e) < 0w+ Ae) x IT
guential semantics) and EPIC/IA64, and §,, are equal to O.
Also, most of the VLIW processors has zero reading/writin§lassically, by adding all such inequalities (precedence
delays. But few VLIW processors such as Trimedia have nogonstraints) along any cycle' of G, we find that/7 must be
zero reading/writing delays. greater than or equal tmaxc %z%iiiﬂ that we will denote
The next section recalls basic notations and definitions in the sequel ag/77 (minimal initiation interval). In this paper,
software pipelining. we ignoreResM 11 since we do not assume any resource model.



So, MII in our text is equivalent tdRecMI1. As can be seen, this interval is left open because we assume
that the value is alive one step after its writing. For insigrthe

Wang et al. [23] modeled the kernel of a software pipelinedacyclic lifetime intervals ofv1, v2 andv3 in Figure 2 are (resp.)

(SWP) schedule as a two dimensional matrix by defining a colun, 3], |6, 9] and]2, 8].

numbercn and row numbern for each statement, see Figure 1(c).

This brings a new definition for SWP, which becomes a triple The lifetime of a valuew € Vg is the total number of clock

(rn,cn, IT). The row numbern of a statement is its issue date cycles during which this value is alive according to the sithe

inside the kernel. The column number of a statement. inside . It is the difference between the death and the birth datd, an

the kernel, sometimes callddernel cycle is its stage number. given as:

The last parameterf! is the kernel length (initiation interval). lifetimeos(u) = do(u) — ou — dw(w)

This triple formally defines the SWP scheduteas: . . o
For instance, the lifetimes of1, v2 and v3 in Figure 2 are

Yu eV, VieN: o (u(z)) = rn(u) + II x (en(u) + 1) (resp.)2, 3 and6 clock cycles.

wherecn(u) = |94 | andrn(u) = on mod I1. For the rest
of the article, we will writec = (rn,cn,II) to reflect the
equivalence (equality) between the SWP scheduling functio
defined from the set of statements to clock cycles, and the S
scheduling function defined by the triplen, cn, I1).

The periodic register need (also known in the literature as
register requirement or MAXLIVE) is the maximal number of
V\//?.jues which are simultaneously alive in the SWP kernel.rtiep
to clarify potential confusion, the reader must distinguietween
two concepts about register need:

1) As we define in this article, the register need is the exact
maximal number of values simultaneously alive (called also
MAXLIVE).

2) Sometimes, the register need refers to the number of-regis
ters used for the final SWP schedule (at register allocation

Vo € ¥1(G), YueV: ou <L and code generation step). For this case, MAXLIVE con-

stitutes a lower bound of register need. However, this lower
bound for the final register need can always be reachable
and equal to MAXLIVE, as proved in [2], if we unroll the
loop sufficiently or if we insertnoveinstructions. If neither
loop unrolling nor insertingnoveinstructions are allowed,
we may require MAXLIVE+1 registers to generate the code
(experimental evidence established in [16], proved later i
[12)).

In the case of a periodic schedule, some values may be

o ) alive during several consecutive kernel iterations anderft

B. Periodic Register Need instances of the same variable may interfere. Figure 2tilitrss

The value produced by the operatia0) is written into a another schedule of the DDG previously shown in Figure 1(a):
register ato,, + dw(u) clock cycles starting from the executionthe valuevs for instance interferes with itself.

date of the whole loop, defining itsirth date The killers of this

value are all the last scheduled consumers (readers). The va Previous important results published by Laurie Hendren [8]

u(0) is dead after its last use(s), at a cycle we denote: show that the lifetime intervals during the steady stateciles

a circular lifetime interval graph around the kernel: we &pt

(roll up) the acyclic lifetime intervals of the values arabla circle

of circumferencel I, and therefore the lifetime intervals become

To generalize, the value of the i'" iteration (u(i)) is defined cyclic. We give here a formal definition of such circular invas.

at the absolute timer, + dw(u) + i x 11 (starting from the  pefinition 1 (Circular Lifetime Interval):A circular lifetime

execution date of the whole loop) and killed at the absolmet jntepval produced by wrapping a circle of circumfererideby an

do(u) + ¢ x II. Thus, the endpoints of the lifetime intervalsacycnc intervall =|a, b] is defined by a triplet of integei@, , p),

of the distinct operations of any statementare all separated g ch that:

by a constant time equal tI. Given such fixed/I, we can o [ =a modII is called theleft end of the cyclic interval;

mOd?' the perlod_lc I_|fet|rr_16 intervals during th_e steady[esthy e 7=>bmod I is called theright end of the cyclic interval;
considering the lifetime interval of only one instaneé) per b

statement, say(0), that we will simply abbreviate by.. fh: CLEJ Is the number of completeeriods (turns) around

Let us consider the examples of the circular lifetime inasv

of v1, v2 andwvs in Figure 2(b). These intervals are drawn in a
circular way inside the SWP kernel. Their correspondingciicy

intervals are drawn in Part (a) of the same figure. The leftsend
of the cyclic intervals are simply the dates when the lifetim
intervals begin inside the SWP kernel. So, the left ends ef th
LTy (u) =]ou + 6w (u), do(u)] intervals ofvy, v andwvs are 1, 2, 2 respectively (according to

Let 3(G) be the set of all valid software pipelined schedules
of a loop G. We denote byy; (G), the set of all valid software
pipelined schedules whose durations (total schedule tim@e
original iteration) do not exceed:

3(@) is an infinite set of schedules, whilE; (G) C X(G)
is finite. Bounding the durationL in SWP scheduling
allows for instance to look for periodic schedules with #nit
prologue/epilogue codes, since the size of the prologiefge
codes isL — IT and0 < Il < L.

The next section recalls the notion of register need in p@io
schedules.

o - v r I
do(w) = _ max (o +0v(0) + Ae) x 11)

In our model, we assume that a value written at instaig
alive one step later. This is not a limitation of the modelt bu
choice. It does not alter the mathematical results of outystu

The acyclic lifetime interval(range) of the valua: € Vg is
then equal to:



Definition 1). The right ends of the cyclic intervals are slynp graph of Figure 3(a) is 4. Figure 2(b) is another represemtaif
the dates when the intervals finish inside the SWP kernelh8o the circular graph. We denote by N, (G) the periodic register
corresponding right ends af;, v andwvs are 3, 1, 0 respectively. need of the DDGZ according to the schedule which is equal
Concerning the number of periods of a circular lifetime g, to the width of the circular graph.

it is the number of complete kerneld I( fractions) spanned
by the considered interval. For instance, the intervalsand

vo do not cross any complete SWP kernel; their number of
complete periods is then equal to zero. The intervalcrosses
one complete SWP kernel, so its number of complete period is
equal to one. Finally, the definition of a circular lifetimeterval
groups its left end, right end and number of complete periods
inside a triple. The circular interval of;, vo and vs are then
denoted ag1,3,0), (2,1,0) and (2,0, 1) respectively.

Iterationi-2
0| v
: v =4
3 Iteration i-1
4 vl
5
6 =4
7 Iterationi
% 8 vl (b) Fractional Circular Graph
U‘% 9 @ ve I1=4
E 10 vl v2 v3
" 11 0
12
13 3
14 i
(c) Fractional Intervals
15
16
17 Fig. 3. Circular Lifetime Intervals
18
19
1. COMPUTING PERIODIC REGISTERNEED
Time Computing the width of a circular graph is straightforward.
(a) Software Pipelining We can compute the number of simultaneously alive values at
each clock cycle in the SWP kernel. This method is commonly
used in the literature [9], [10], [15], [17], [24]. Unfortately, it
vl w2 v3 leads to a method whose complexity depends on the initiation
I 0 interval 1. This factor is pseudo-polynomial because it does not
1 strictly depend on the size of the input DDG, but rather degen
I 2 on the specified latencies in the DDG, and on its structure
3 (critical cycle). We want to provide a better method whose
o o complexity depends only on the size of the DDG, i.e., depends
W indicates the definition of the value only onn, the number of statements (number of DDG vertices).
(b) Lifetime Intervals inside the Kernel For this purpose we find a relationship between the width of a
circular interval graph and the size of a maximal clique ie th
Fig. 2. Periodic Register Need in Software Pipelining Scitesi interference grapt. We are aware that other good polynomial

methods for computing MAXLIVE may exist. However, our
The set of all the circular lifetime intervals around therelr mMethod brings a new formula that has two main advantages:

defines a circular interval graph which we denote WG) FirSt, it is formal, provably correct. Second, it is impcrta‘or
In this article, we use the short term of circular interval tdmproving and generalizing previous results [3], [13] ircBen V.
indicate a circular lifetime interval, and the term of cilau
graph for indicating a circular lifetime intervals graphigére 3(a) ~ In general, the width of a circular interval graph is not equa
gives an example of a circular graph. The maximal number & the size of a maximal clique in the interference graph [22]
.SImU|taneou.S|y alive values I.S the \.Nldth of th|§ cw_culaa}gjn, IRemember that the interference graph is an undirected gregihmodels
i.e., the maximal number of circular intervals which inted at a interference relations between lifetime intervals: twatstentsu and v are
certain point of the circle. For instance, the width of thecglar connected iff their (circular) lifetime intervals share aituof time.



This is contrary to the case of acyclic intervals graphs whbe the circular interval graph [22]. In order to find an effeetiv
size of a maximal clique in the interference graph is equah& algorithmic solution, we use the fact that the fractionatwiar
width of the intervals graph. In order to effectively comguhis graphC(G) has circular intervals which do not make complete
width (which is equal to the register need), we decompose thens around the circle. Then, if we unroll the kernel exactl
circular graphC(G) into two parts. once to consider the values produced during two successive

1) The first part is the integral part. It corresponds to thenu kernel iterations, some circular interference patternsobee
ber of complete turns around the circle, i.e., the total nembVisible inside the unrolled kernel. For instance, the dacigraph
of values instances simultaneously alive during the whoRf Figure 4(a) has a width equal to 2. Its interference graph
steady state of the SWP schedWey; ,. . a circutar intervalP- in Figure 4(b) has a maximal clique of size 3. Since the size
2) The second part is the fractional (residual) part. It i8f these intervals does not exceed the petddwe unroll the
composed of the remainder of the lifetime intervals aftefircular graph once as shown in Figure 4(c). The interfegenc
removing all the complete turns (see Figures 3(b) and (cgraph of the circular intervals in Figure 4(d) has a size of a
The size of each remaining interval is strictly less tHan maximal clique equal to the width, which is 2: note thatdoes
the size of the SWP kernel. Note that if the left end ofot interfere withv3’ because, as said before, we assume that all
a circular interval is equal to its right end & r), then lifetime intervals are left open.
the remaining interval after ignoring the complete turns
around the circle is emptyji(r] =],1] = ). These empty ~ When unrolling the kernel once, each fractional intefat) €
intervals are then ignored from this second part. Two ckass€(G) becomes associated with two acyclic intervdlsand I’
of intervals which remain are as follows: constructed by merging the left and the right parts of thetfomal
a) Intervals that do not cross the kernel barrier, i.e., wheRterval of two successive kernels.and I’ are then defined as

the left end is less than the right end € ). In follows:
Figures 3(b) and (c)y; belongs to this class. o If r>1,thenl =]i,7] and I’ =]l + I1,r + II].

b) Intervals that cross the kernel barrier, i.e., when the o If r <[, thenT =]i,» + II] and I’ =]l + II,r + 2 x II].
left end is greater than the right end & 7). In
Figures 3(b) and (c}y2 and vz belong to this class.
These intervals can be seen as two fractional interv:
(I, 11] and ]0,7]) which represent the left and the

Theorem 1:Let C(G) be a circular fractional graph (no com-
lete turns around the circle exists). For each circulactiomal
"’\Tﬁerval (I,7) € C(G), we associate the two corresponding acyclic
intervals I and I’. The cardinality of any maximal clique in the

right part_s of th? I|fet|_me intervals. If we merge thes nterference graph of all these acyclic intervals is equathe
two acyclic fractional intervals of two successive SW Y‘Ii dth of T(G)

kernels, we create a new contiguous circular interval. - .
Proof: Please consult Appendix I. [ ]

These two classes of intervals define a new circular graph..l.heoreml proves an important property that allows us to
We_ ca_II it. afrgctional [?] circular graph_bec_ause the Sizecompute Equation 1 in polynomial time. The second term of
of its _I|fet|me |_nterval§ IS less than. _Th's circular graph that formula, which is the width of the circular graph, can
contains the circular mterval_s of the first class, and tr_m‘se now be computed after unrolling the kernel once (linear time
th_e s_eco_nd class after merging the left part of each intery, mplexity) and then by computing the width of the acyclic
with its right part, see Figure 3(b). fractional intervals graph. This can be done with a compyexi
Definition 2 (Fractional Circular Graph):Let C(G) be a cir- of (2 x nlgn) = O(nlgn) [6]. The first part of the formula,

cular graph of a DDGG = (V, E, 4, A). The fractional circular as stated before, can be computed in a linear time complexity

graph, denoted by/(G), is the circular graph after ignoring the (3ssuming circular intervals are provided).

complete turns around the circle:

C(G)={(l,r)| 3(,r,p) € C(G) A r#1} The result presented in this section shows an interesting fo
We call the circular intervall,r) a circular fractional interval Mula (Equation 1) that allows us to compute the exact registe

The length of each fractional intervél, r) € C(G) is less than need of a scheduled loop usi.ng fa_polynomial algorithm. Thig i
IT clock cycles. Therefore, the periodic register need besom@€W aspect about software pipelining where the usual metbbd

equal to: computing RN are_pseudo-po_lynomigl. Also, this new mathb_d o}
- RN computation will be used in Section V to generalize prasio
RNy (G) = ( Z p) + w(Q(G)) (1) results [3], [13]. Someone could argue that computing thegi
(L,r,p)eC(G) register need by traversing tlié, even if it is pseudo-polynomial,

where w denotes the width of the fractional circular graph (thd Practice is very fast and simple. Such argument is valuinfr

maximal number of values simultaneously alive). Computing!® computer engineering point of view. However, this is aot

the first term of this formula (complete turns around the lejyc acceptable claim from the computer science point of vievabse

is easy and can be computed in linear time (provided lifetinff two main reasons:

intervals) by iterating over the: lifetime intervals and adding 1) If a method computing the periodic register need by trswer

the integral part of{MJ ing the IT is fast in practice, we should (try) to prove it

formally that it would be fast foany input DDG. Usually,

However, the second term of the formula is more difficult to experiments are done on a finite set of non-representative

compute in polynomial time. This is because, as stated bgfor benchmarks and on typical machines and software setup.

the size of a maximal clique (in the case of an arbitrary déncu So, such experiments do not provide general guarantee for

graph) in the interference graph is not equal to the width of  the efficiency of a method.
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IV. COMPUTING THEPERIODIC REGISTERSUFFICIENCY

The literature contains many techniques about reducing the
periodic register need for a given fixed. In this section, we
want to compute the minimal register need for any valid SWP
independently off7. We call it the periodic register sufficiency
to distinguish it from the classical register sufficiency basic
blocks. We define it as:

PRS(G) = nénzl(nG) RN, (G) 2)

Computing the periodic register sufficiency allows us for
instance to determine if spill code cannot be avoided for a
given loop: if R is the number of available registers, and if
PRS(G) > R then there are not enough registers to allocate to
any loop schedule. Spill code has to be introduced necégsari
independently off I.

The complexity of computing the register sufficiency in ILP
codes (regardless if they are basic blocks or loops) remains
an open problem. It was proved that computing an instruction
ordering that minimizes the number of required registers is
NP-complete in the case of sequential codes [19], i.e., when
we compute a strict sequential execution order. If we do not
restrict the schedule to be sequential, the problem is reifife
It was proved in [4] that the problem of (parallel) schedglin
under register constraints is NP-complete under the ciomdit
that the total schedule time is bounded. As far as we knowethe
is no known results about the problem of scheduling parallel
operations to minimize the number of registers (withoutll spi
without resource constraints) without bounding the totdleslule
time.

This section tries to give a formula that allows to compute
PRS for any SWP schedule. Since we are not able to compute
the register need independent bf, an obvious method would
be to compute the minimal register need under a fixédand
then iterate over all possible values bf until reaching a limit,
or whenIl = L (the maximal allowed/I). First, such method
is complex because computing the minimal periodic register
need under a fixedI is NP-complete [4]. Second, it requires
solving many optimization problems (one for each considére).

The first step toward our goal is to give a sufficient condition
such that the minimal register need under a fixddwould be
greater than or equal to the one computed witht+ 1. The next
section investigates this aspect.

A. Minimal Register Need vs. Initiation Interval

It is intuitive that, the lower the initiation intervall, the
higher the register pressure, since more parallelism regumnore
memory. If we succeed in finding a software pipelined schedul
which needsR registers, and without assuming any resource

2) According to the algorithmic theory, pseudo-polynomiatonflicts, then it is possible to get another software pipei
algorithms have somehow exponential algorithmic conschedule which needs no more th@nregisters with a higher
plexity. Algorithmic theory says that, unless we do not havé!/; until now, such assertion has not been proved. We show here
the choice, polynomial time algorithms are to be preferredhat increasing the maximal duratidnis a sufficient condition.

to pseudo-polynomial methods.

Theorem 2:Let G = (V, E,$,\) be a DDG with zero delays
in accessing registers. If there exists a software pipgjint =

The next section investigates the problem of minimal regist(rn,cn, I7) which needsR registers having a duration at most

need in periodic schedules.

L, then there exists a software pipelinia§ = (rn’,cn/, IT + 1)



which needsR registers too having a duration at mdst= L +
14 |L/11]. Formally:

Vo = (rn,en, IT) € X1 (G),
Jo' = (rn',cn,,ff-l- 1) € Yr414|L/10) (G):

RN,:(G) = RN, (G)
Proof: Please consult Appendix II. [ ]

pressure [9], [10], [15], [17], [24]. The extant algorithnogten
attempt to deal with excess register pressure by increasing
since intuitively less parallelism would require fewer isgrs.
Some algorithms implicitly allowl. to increase as well (although
sometimesZ is kept bounded to avoid hurting performance
for short trip counts or to avoid long prologue/epilogue
code). However, we have a counterexample demonstratirtg tha
increasingl I does not necessarily reduce the register need if

Theorem 2 gives a sufficient condition so that the minimag not also allowed to increase; it may even increase. Figure
register need does not increase when increagihgThe usual shows a counterexample. The first part presents the DDG of

(1,1

(1,0) (1,0)
(a) DDG Example

Minimal RN for spec-spice-loop9

" Min RN —o—

Optimal Minimal RN

(b) Optimal Minimal Periodic Register Need

Fig. 5. Example of Minimal Periodic Register Need vs. Itiitia Interval

a loop extracted from the spice benchmark (spec 95). The
label of each edge is the pair(d(e), A(e)). The second part

of Figure 5 plots the minimal register need for different &ixe
II's. It has been computed using an exact optimal integeriinea
programming approach presented in [21] (without any res®ur
constraints). The maximal duratiah has been fixed to the sum
of all the latencies, i.e.. = 20 in this example. As can be
seen, ifL is fixed for all 11, then the minimal register need can
increase when incrementing/. This example shows that the
minimal register need may not be a decreasing functiorf fof

as commonly believed. We have to allolv to increase when
incrementinglI. For instance, wher/ = 12 we computed that
the minimal register need is 4 registers £ 20). If we want to
guarantee that the minimal register need will not increakerw

IT =12+1 = 13, we have to set (according to Theorem 2) a new
maximal durationl.’ = L+ 1+ |L/IT]| = 20+ 1+ [20/12] = 22,

that is we have to increask by two clock cycles to give more
freedom to the SWP scheduler so that it can decrease (or keep
constant) the register need. Otherwise, we would requiteasit

5 registers as plotted.

This section provided a relationship between the minimal
register need and that we will use in the next section to
compute the register sufficiency .

B. Computing the Periodic Register Sufficiency

The PRS defined by Equation 2 is calldw absolute register
sufficiencybecause it is defined for all valid SWP schedules
belonging to X(G) (an infinite set). In this section, we will
compute PRS for a finite subs&l; (G) C X(G), i.e., for the
set of SWP schedules such that the duration does not exceed
This is because many practical SWP schedulers assume adzbund
durationZ in order to limit the prologue/epilogue size. As we will
show later, one can choose a value fosuch that:

PRS = min RNs(G)= min RN,(G)
oceX(G) cexr(G)

Many techniques show how to determine the minimal register
need given a fixed 7 [1], [5], [17], [21]. If we use such methods
to compute PRS, we have to solve many combinatorial prohlems
one for eachl 7, starting from M1 to a maximal duration’.
Fortunately, the following corollary states that it is sciffint to
compute PRS by solving anique optimization problem with
II = L if we increase the maximal duration (the new maximal
duration is denoted’ to distinguish it fromL). Let us start by the
following lemma, which is a direct consequence of Theorem 2:

Lemma 1:Let G = (V, E,§,\) be a DDG with zero delays in
accessing registers. The minimal register need of all tifisvace
pipelined schedules with an initiation interval assuming dura-

intuition suggests that increasing/ would decrease registertion at mostL is greater or equal to the minimal register need



of all the software pipelined schedules with an initiatioterval absolute PRS, i.e., the minimal register need of any validP3W
II' = IT 4 1 assuming duration at most' = L + 1+ |L/II]. the loop. IfL isn't sufficiently large, then we compute the PRS of

Formally, the subset:; (G) which may be greater than the absolute PRS.
min RNs+(G) Figure 6 draws the theoretical asymptotic curves to expla&é
o=(rn,en, INEBL(G) meanings of Corollary 1. If we fix, as a maximal duration for all

> min RN,/ (G) values ofI I, the minimal register need is not always a decreasing

- ”’:(T"’7C"/711+1)1€EL+1+LL/HJ(G)

Proof: 1t is a direct consequence of Theorem 2.
increment/I by one clock cycle, we have to increment by .
14 |L/II] in order to guarantee the existence of at least Orfégure 5).
valid software pipelined schedule with the same registeddne

if Wéunction of I1. At a certain value of 7, the minimal register need
may increase if the duration is not relaxed (evidence shown in

o —— Min RN with L fixed
Vo = (rn,en, IT) € Sr(G)II < L, ---- Min RN with L unbounded (relaxed)

30’ = (rn/,en’ IT+1) € S 14 111 (G) [¢] PRS with finite bounded L
RN, (G) = RNy (G) = RNo (G) > RNy ()

by implicit evidence. [ ]

Corollary 1: Let G = (V, E,4,\) be a DDG with zero delays
in accessing registers. Then, the exact periodic regisféciency
of G assuming duration at mogt is greater or equal to the
minimal register need with/ = L assuming duration at most
L' > L. L is computed formally as follows:

RNy (G) >

Optimal Minimal RN

RN, (G)

min min
o=(rn,en,I1)eX(G) o=(rn,cn,L)EX;/(G)

where L' is the (L — MII)™" term of the following recurrent Apsolute PRS
sequencel{ = U;):

Y

L Vil 3

Unmrir =
L Uni+i = Uity v/ Il
Proof: It is a direct consequence of Lemma 1:
min RN, (G) > Fig. 6. Minimal Periodic Register Need and Periodic RegiStefficiency
o=(rn,en, IT)eX(G)
> min RN, (G) > ... We prove in Theorem 2 that the curve is a non-increasing func-
o=(rnen, I+ 1)€XL 414 1/11)(G) tion if the maximal duratiori.’ is increased when we incremehtt
> min RN, (G) (Lemma 1 and Corollary 1). If. is sufficiently large, the minimal
o=(rn,cn,L)€X(G) register need at the point/ = L is exactly the absolute PRS.

where 3/(G) = SUL 11U 1121t Us 112/ (L—11-1)] (G)- _Such appropriatd. is necess_,arily finite be_cause PRS is a finite
That is, we relax (increase) the maximal duratibhwhen we integer and hence there exists necessarily a SWP scheditle th
increment/ I, starting fromM I1to L, i.e.,(L—I1) times. Starting requires PRS registers. Computing formally a suitableditdtge
from II = MII amounts to increase the maximal duratiod-"emains an open problem. We think that= 3 ., latency(u)

(L — MII) times, as follows. would be convenient. It corresponds to the case when litetim
intervals may constitute a sequence of chains inside the SWP
min RN, (G) > kernel. However, in practical cases,should be bounded by the
o=(rn,cn, MII)E€XL=vy; ;(G) compiler (or by the user) in order to bound the prologuefpie
> min RN,(G) > ... code size. Thus, Corollary 1 gives us the way to compute the
o=(rn,en, MIT+1)€Xy ;g =r41+L/11)(G) periodic register sufficiency for the class of schedules iietong
> min RNs(Q) o X.(G).

~ o=(rn,cn,L)EX/(G)
whereY(G) = % G - V. STAGE SCHEDULING UNDERREGISTERCONSTRAINTS
=Xy, —Up_ 1 +14+|Us_1/(L—1)] (G)

In other words, Corollary 1 proves the following implicatio Stage scheduling, as studied in [3], is an approach that peri
min RN, (G) min RN, (G) odically _schedulesnloop operatlo_nS given a fixed ano_| a fixed
reservation table (i.e., after satisfying resource ceamsts). In
II=1L - MII<IIL<L . L .
' other terms, the problem is to compute the minimal regisésdn
ou <L NYueV ou<LNuevV . ) ) .
given a fixedII and fixed row numbersrf), while column
where the value of.’ is given by Corollary 1. numbers ¢n) are left free (i.e., variables to optimize). This
problem has been proved NP-complete by Huard in [7]. A cérefu
Corollary 1 enables us to solve a unique problem of minimakudy of his proof allows to deduce that the complexity ofthi
register need under a fixad = L; the maximal duration must be problem comes from the fact that the last users of the values
increased with the proved recurrent sequence. If the Initiass are not known before scheduling the loop. Mangione-Smith in
sufficiently large, the computed PRS wifli = L is equal to the [13] proved that stage scheduling under register constrdias a



polynomial time complexity in the case of data dependeneestr W = w(Q(G)).

and forest of trees. This section proves a more general base t

[13] by showing that if the killer is known before scheduling We know thatVv(l,r,p) € C(G) the circular interval of
as in the case of expression trees, then stage schedulirey urad value v € Vg, its number of turns around the circle is
register constraints is a polynomial problem. We will seattive p — Vif‘i“;'}e”(“’)J - V“(“’)“};“s“’(“’)J.

are can deduce it by using the formula of register need given i

Equation 1 (page 5). Before proving this general case, we firs Since each value has a unique possible killgr, belonging

start by proving it for the case of trees (for clarity). to the same original iteration (case of expression trees),
Let us begin by writing the formal problem of SWP with Ok — Ou — duw(u)
register need minimization: p= {#J =
Minimize RN (Q) u () — —buw
en(ku) — en(u) + V”(’“ S0l ) 0 (“)J
3)

Subject to:

0o —ou > 8(e) — I x Me) Ve = (u,0) € E Here, we succeed in writing® = >~ p as a linear function of

column numbersn, sincern and I are constants in Problem 5.

This standard problem has been proved NP-complete in [#pw, let’'s explorelW. The fractional graph contains the fractional
even for trees and chains. Eichenbergeal. studied a modified intervals {(i,r)|(l,r,p) € C(G)}. Each fractional intervall,r)
problem by considering a fixed reservation table. By congside of a valueu € Vi depends only on the row numbers ahf as
the row and column numbers{ = rn(u) + I1 x cn(u)), fixing follows:

the reservation table amounts to fixing row numbers whilgngt ol = (04 + dw(w)) modIl = (rn(u) + II x cn(u) +
column numbers as free integral variables. Thus, by corisgle Sw(w)) mod IT = (rn(u) 4 6w (uw)) mod IT;
the given row numbers as conditions, Problem 3 becomes: o 7 =dy(u) mod Il = (o}, + dr(ku)) mod IT = (rn(ky) +
Minimize RN, (G) IT x en(ku)+0r(ku)) mgd I = (rn(ku)+0r(ku)) mod I1.
As can be seen, the fractional intervals depends only on row
Subject to: numbers and/ I which are constants in Problem 5. Hencg,
IT x en(v) — IT x en(u) the width of the circular fractional graph is a constant tBoom
> 8(e) — IT x Me) — rn(v) +rn(u), Ve = (u,v) € E all the previous formulas, we deduce that:
} Q) RNy (G) =P+ W =
That is, =) +
Minimize RN, (G) 2, enlku) = en(u)+
u€VR
Subject to: (5) + \‘T’I’L(k’u) + or (k’u) - Tn(u) — 6w (U)J W
en(v) — en(u) > 11
M) DA() (o) trn) - e — (u,0) € E yielding to:
It is clear that the constraints matrix of Problem 5 congtguan RN, (G) = Z en(ky) — en(u) 4 constant ©)
incidence matrix of the grap&'. If we succeed in proving that the uEVR

objective function? N, (G) is a linear function of then variables, Equation 7 rewrites Problem 5 as the following integer linea

then Problem 5 becomes an integer linear programming systgpdgramming system (by neglecting the constants in thectitge
with a totally unimodular constraints matrix, and consedlye function):

it can be solved with polynomial time algorithms [18]. Since
the problem of stage scheduling defined by Problem 5 has
been proved NP-complete, it is evident thHawv, (G) cannot be
expressed as a linear function @f for an arbitrary DDG. In this

Minimize -, .y, cn(ku) — en(u)

section, we restrict ourselves to the case of DDGs where each Subject to: 5(e)— ITx A(€) —rm(w)4rn(u) (8
! - . _ > |8t )—rn )

valuew € Vi has a unique possible killér(u), such as the case en(v) = en(u) > { T J ;

of expression trees. In an expression tree, each value Vi Ve = (u,v) € &

has a unique killek,, that belongs to the same original iteration;rhe  constraints matrix  of System 8 describes an incidence
.., A ((u, ku)) = 0. With this latter assumption, we will prove magix  so it is totally unimodular. It can be solved with a
in the remaining of this section th&N, (G) is a linear function polynomial time algorithm.
of column numbers.
Let us begin by recalling the formula 6tNo(G) (see Page 5)  This sections proves that stage scheduling of expressies ts
— a polynomial problem. Now, we can consider the larger casbeof
RN, (G) = ( Z p) + w(g(G)) ®) DDGs assigning a unique possible killer for each value:. Such
(Lrp)€C(G) killer can belong to a different iteratioh;, = \(u, kv,). Then, the
The first term corresponds to the total number of turngroblem of stage scheduling in this class of loops remaise al
around the circle, while the second term corresponds to thelynomial, as follows.
maximal fractional intervals simultaneously alive (thedti of 1) if the DDG is acyclic, then we can apply a loop retiming
the circular fractional graph) . We sét = Z(lmp)ec(@p and [11] to bring all the killers to the same iteration. Thus, we



come back to the case similar to expression trees studigsoime examples, where all edges are flow dependences lalyeled b
in this section; the pairs(d(e), A(e)).

2) if the DDG contains cycles, it is not always possible tdtshi 1) Cyclic DDGs: Our result takes into account cyclic DDGs
all the killers to the same iteration. Thus, by including the with a unique killer per value. As an example, Figure 7(a)
constants\, in the formula” becomes equal to: is a cyclic DDG with a unique possible killer per value.

Such DDG is not considered in [13] because it is cyclic

Po= Z en(ku) = en(u) + A, + while it is neither a tree nor an acyclic DDG.
ueVn 2) Acyclic DDG: Our result also takes into account acyclic
+ Vn(k“) + Or(ku) — rn(u) 5“’(“)J DDGs with a unique possible killer per value, which are not
1 necessarily trees or forest of trees. For instance, Fig(oe 7
= Y en(ku) — cn(u) + constant and Figure 7(c) are examples of acyclic DDG where every
ueVr node has a unique possible killer (because of the transitive
relationship between nodes). These DDGs are not trees.
Since I and row numbers are constanfd; remains a Analysing such unique killer relationship in general aaycl
constant as proved by the following formulas of fractional DDGs can be done using the so-calfestential killing rela-
intervals: tion which has been formally defined in [20]. In Figure 7(b),
o |l = oy + 0w(u) modII = (rn(u) + I x cn(u) + we have the following unique killersk(a) = e, k(b) =
Sw(u)) modIT = (rn(u) + dw(u)) modII; ¢, k(c) = d, k(d) = e. In Figure 7(c), we have the following
e 7 =ds(u) mod Il = oy, +IIxA\;+06r(ku) modII = unique killers:k(a) = e, k(b) = ¢, k(c) = e, k(d) = e. All
(rn(ky) + 11 % en(ky) + 1T X A, + 87 (ky)) mod IT = these killing relationships can be deduced by analysing the
(rn(ky) + 6r(ky)) mod I1. potential killing relation of the DAG [20].
Consequently,RN,(G) remains a linear function of column
numbers, which means that System 8 can still be solved VI. CONCLUSION
via polynomial time algorithms (usually with network flow The work presented in this article uses formal methods and
algorithms). reasoning to prove new interesting assertions in the pmoble
of minimizing periodic register need in periodic schedglin
The first contribution brings a novel polynomial method for
1.9 computing the exact register need (RN) of an already sckedul
loop (O(nlgn), where n is the number of statements). The
@) complexity of the existing methods depends bh which is a
1,0) pseudo-polynomial factor.
Our second contribution provides a sufficient condition tsat t
the minimal register need under a fixdd does not increase
(1.0) (1,0) when incrementing/ /. We give an example to show that it is

sometimes possible that the minimal register need inceeaken
IT is incremented. Such situation may occur when the maximal
duration L is not relaxed (increased). This fact contradicts
the general thought that incrementidd would require fewer

(a) Cyclic DDG

(1,0) registers (unless the constraint @nis loosened).
1.0 \
ilo Guaranteeing that register need is a non-increasing fumcti
5 1.0 QD(T@ vs. IT when relaxing the maximal duration allows now to easily
(10 write the formal problem of scheduling under register craists
(b) Acyclic DDG instead of scheduling with register minimization as usudine

in the literature. Indeed, according to our results, we caallff
apply a binary search oil. If we have R, a fixed number of
available registers, and since we know how to increasso as
the curve of RN vs.I7 becomes non-increasing, we can use
successive binary search di until reaching a RN belowR.
The number of such binary search steps is at magst(L).

Our third contribution in this paper proves that computihg t
minimal register need with a fixedl = L is exactly equal to
the periodic register sufficiency if. sufficiently large, i.e., the
minimal register need of all valid SWP schedules. Compultimegy
Fig. 7. Examples of DDGs with Unique Possible Killer per \é@lu periodic register sufficiency (PRS) allows to check for amste

if introducing spill code is unavoidable when PRS is gre#ttan

Our result in this section is more general than expressiesstr the number of available registers.

We extend the previous result [13] in two ways. Figure 7 shows

(1,0)
(c) Acyclic DDG



While stage scheduling under registers constraints fatrari
loops is an NP-complete problem, our fourth and last coutidin
proves that stage scheduling with register minimizationais
polynomial problem in the special case of expression traed,
generally in the case of DDGs providing a unique possiblieikil

[12]

(23]

per value. This generalization is made possible thanks to di?!

new polynomial method of RN computation.

This article proposes new open problems. First, an intiexgst

open question would be to provide a necessary condition
that the register need would be a non-increasing function/of
Second, in the presence of architectures with non-zeroysiéta

accessing registers, is Theorem 2 still valid ? In other wprd

[15]
so

[16]

can we provide any guarantee that minimal register needch su

architectures does not increase when incrementihd Third,
we have shown that there exists a finite valueZolsuch that

the periodic register sufficiency assuming a maximal darati
L is equal to the absolute periodic register sufficiency witho

[17]

(28]

assuming any bound on the duration. The open question is hfisj
to compute such appropriate value of maximal duration. frour
and last, we require a DDG analysis algorithm to check Wheth@o]
each value has one and only one possible killer. We already ha

published such algorithm for the case of directed acyclapps
[20], but the problem here is to extend it to cyclic graphs.

ACKNOWLEDGEMENT

[21]

[22]

Most of the research results of the current article (exce[)2[3]

Section V) were found thanks to the valuable support of @hegs

EisenBEIs from INRIA. The result of Section V was found [24]

thanks to the support of Pr. Williamadsy from UVSQ. |
wish to thank Alain D\RTE from ENS-Lyon for his scientific
influence. Finally, great advices and corrections have leade

by colleagues and anonymous reviewers. This work has been
partially supported by the French National Research Agency

(ANR MOPUCE project).

REFERENCES

[1] E. Altman. Optimal Software Pipelining with Functional Units and

Registers PhD thesis, McGill University, Montreal, Oct. 1995.

D. de Werra, C. Eisenbeis, S. Lelait, and B. Marmol. On abr
Theoretical Model for Cyclic Register Allocation.Discrete Applied
Mathematics 93(2-3):191-203, July 1999.

[3] A. E. Eichenberger, E. S. Davidson, and S. G. Abraham. ifxizing

(2]

Register Requirements of a Modulo Schedule via Optimum eStag

Scheduling.International Journal of Parallel Programming4(2):103—
132, Apr. 1996.

C. Eisenbeis, F. Gasperoni, and U. Schwiegelshohn.cating Registers
in Multiple Instruction-Issuing Processors. Rroceedings of the IFIP
WG 10.3 Working Conference on Parallel Architectures anchfitation

(4

Techniques, PACT'9%ages 290-293. ACM Press, June 27-29, 1995.

[5] D. Fimmel and J. Muller. Optimal Software Pipelining UstdResource

Constraints.International Journal of Foundations of Computer Science i i

(JFCS) 12(6):697-718, 2001.

M. Golumbic. Algorithmic Graph Theory and Perfect Graphscadmeic
Press, New York, 1980.

Guillaume Huard Algorithmique du décalage d'instructionBhD thesis,
Ecole Normale Supérieure, Lyon, France, Dec. 2001.

L. J. Hendren, G. R. Gao, E. R. Altman, and C. Mukerji. A Régr

Allocation Framework Based on Hierarchical Cyclic Intdn@raphs.
Lecture Notes in Computer Scien@1:176-??, 1992.

R. Huff. Lifetime-Sensitive Modulo Scheduling. IRLDI 93, pages
258-267, Albuquerque, New Mexico, June 1993.

J. JanssenCompilers Strategies for Transport Triggered Architeetur
PhD thesis, Delft University, Netherlands, 2001.

C. E. Leiserson and J. B. Saxe. Retiming Synchronousu@iy.

Algorithmicg 6:5-35, 1991.

(6]
(7]
(8]

(9
[10]

[11]

i
i

S. Lelait. Contribution a I'Allocation de Registres dans les Boucles
PhD thesis, Université d’Orléans, France, Jan. 1996.

W. Mangione-Smith, S. G. Abraham, and E. S. Davidson.gifer
Requirements of Pipelined Processors. liternational Conference
on Supercomputing, Washington, Pgages 260-271, New York, NY
10036, USA, July 1992. ACM Press.

J. Muller, D. Fimmel, and R. Merker. Optimal Loop Sclédg with
Register Constraints Using Flow Graphs. IBPAN pages 180-186.
IEEE, 2004.

Q. Ning and G. R. Gao. A Novel Framework of Register A#ec
tion for Software Pipelining. InConference Record of the Twentieth
ACM SIGPLAN-SIGACT Symposium on Principles of Programming
Languagespages 29-42, Charleston, South Carolina, Jan. 1993. ACM
Press.

B. R. Rau, M. Lee, P. P. Tirumalai, and M. S. Schlanskeegi&er
Allocation for Software Pipelined LoopSIGPLAN Notices27(7):283—
299, July 1992. Proceedings of the ACM SIGPLAN '92 Confeeena
Programming Language Design and Implementation.

A. Sawaya.Pipeline Logiciel: Découplage et Contraintes de Regsstre
PhD thesis, Université de Versailles Saint-Quentin-Bml¥es, Apr.
1997.

A. Schrijver. Theory of Linear and Integer Programmingohn Wiley
and Sons, New York, 1987.

R. Sethi. Complete register allocation problemSIAM Journal on
Computing 4(3):226-248, 1975.

Sid-Ahmed-Ali Touati. Register Saturation in Insttion Level Par-
allelism. International Journal of Parallel Programming33(4), Aug.
2005. 57 pages.

S.-A.-A. Touati and C. Eisenbeis. Early Periodic RegiAllocation on
ILP Processors.Parallel Processing Lettersl4(2), June 2004. World
Scientific.

A. Tucker. Coloring a Family of Circular ArcsSIAM Journal on Applied
Mathematics 29(3):493-502, Nov. 1975.

J. Wang, C. Eisenbeis, M. Jourdan, and B. Su. DEcomp8sdtivare
Pipelining: A new perspective and a new approdaternational Journal
of Parallel Programming 22(3):351-373, June 1994.

J. Wang, A. Krall, M. A. Ertl, and C. Eisenbeis. SoftwaPgpelining
with Register Allocation and Spilling. IRroceedings of the 27th Annual
International Symposium on Microarchitectungages 95-99, San Jose,
California, Nov. 1994. ACM SIGMICRO and IEEE Computer Sogie
TC-MICRO.

Sid-Ahmed-Ali TOUATI received a computer en-
gineer diploma in 1997 from the “Institut National
d’Informatique d’Alger”, and received a master de-
gree in computer science in 1998 from thEcble
Normale Supérieure de Lyon” (France). Then, he
joined the research team of Christin@SENBEIS
at the INRIA French Laboratory during four years.
. He got a Ph.D. in 2002 from the University of
Versailles under the direction of Pr. Willianausy .
Sid TOUATI is currently an assistant professor at
the University of Versailles. His main scientific

interests are fundamental and practical research topiostatbde analysis

and

optimisation, instruction level parallelism, and cdatpn techniques

for embedded processors. At present, he is managing somearcksand
Ph.D. projects on these topics, with the active collaboratf INRIA and
ST-microelectronics.



APPENDIX| vl

around the circle exists). For each circular fractionalenal 2
(l,r) € C(G), we associate the two corresponding acyclic
intervalsI and I’. The cardinality of any maximal clique in the
interference graph of all these acyclic intervals is equathe
width of C(G)

Proof: In this section, we prove that the width of the
acyclic fractional intervals graph after unrolling the kel
once is equal to the width of (G), i.e., the maximal number
of simultaneously alive values in the kernel. Figure 8 gives
an example to help the understanding of this proof (note that 2
the intervals here are plotted top to bottom instead of tefight). 3

PROOF OFTHEOREM1 0
Let C(G) be a circular fractional graph (no complete turns 1

(a) in_fraction intervals

Atfter unrolling the kernel, each circular intervél r) becomes
two acyclic intervalsl andI’. We denote byG, the graph of all 5
these acyclic intervals. Unrolling the kernel once doesamainge 6
the width of the interval graph. This is because the unrgllin
does not break the periodic schedule, it only exhibits tfetifhe

I S . S
-—ﬁ, -—§J

intervals during two successive kernels instead of onee Nuat 8
for each circular interva(l, r) € C(G), its corresponding acyclic 9
intervals I and I’ cannot interfere because their lengths are less 0l

than 77. Furthermore, the interval precedesl’ (i.e., I < I')
necessarily because:
o if > 1, ie, I =]l,r] and I’ =]l + II,r + I1], then (I +
IT) —r > 0 because the length— [ < IT;
o if r<ilie.I=|l,r+IIlandl’ =]l +II,r+2 x II], then
the lengthr + 77 —1 < IT and hencel+I1I)— (r+1I)> 0. Fig. 8. Acyclic Fractional Intervals
All the acyclic fractional intervals belong to a whole wivdo
[0,3x II[, as satisfied by the following inequalitie®< I,r < I
andr +2 x I <3 xII. b) For the width ofG2, we consider the windoW I, 2x I1[::
v(l,r) € C(G) we have,

Now, let us examine the whole windo@®, 3 x [I[, as shown in o r >l =1T=|l,r]ANIN[IL2x[I[=0ANT" =]l +II,r+

11

(b) acyclic in_fraction intervals

Figure 8(b). We consider the acyclic intervals gragh that we INAT C[IT,2x II]

truncate into three parts (three windows). (atbe the graph that o » < | — 1 =]i,7 + IT) A I’ =)l 4+ II,r + 2 x II]. Each of
contains the truncated acyclic intervals belongingptd I[, G2 be I and I’ can be decomposed into two parts £ I; U I,
the graph that contains the truncated acyclic intervalsrizghg I' = I{ U I}) as follows:

to [I1,2 x II[ and G5 be the graph that contains the truncated
acyclic intervals belonging t@ x 11,3 x II[. Below, we analyze
the width of each of the intervals graplis, G2 andGs.
a) For the width ofGy, we consider the windoyo, II[::
v(l,7) € C(G) we have,
o r>l=I1=|l,7|AIC[0,IINI' =]l +II,r+II]AI'N
[0,1I[=0
e r <l=I=|l+II,r+2xII]AI'N[0,II[= 0. The
interval I =], + II] can be decomposed into two pafts
and Is:
1) Iy =), II[ANLN C [0, T1]
2) L= [ILr+HALN[0, =0 c¢) For the width ofG'3, we consider the window
G1 then contains all the acyclic intervals 7] whenr > 1, and (2 x 17,3 x II[:: V(I,r) € C(G) we have,
all the acyclic intervals]i, I1[ otherwise. In other words, the
window [0, II[ contains the intervals of the SWP kernel except
the right parts which go through the barrier (for instance, the
right parts ofv; and vy in Figure 8(b)). SinceG; is a subset :
of T(G), thenw(Gy) < w(C(G)). So the register need in this Jl+1I,r+2x IT] can be decomposed into two paftsand

! .
window is less than or equal to the register need of the SWP I3 as follows:
kernel. D) [ =ll+11,2xIIN[[N[2xTI,3xII[=0

2) IL =12 x II,r+2x II[AI5 C[2x II,3 x II]

1) I =), TN 2x T [=0AIe = [IT,7+11[AIs C
[I1,2x II]
2) Iy =)l 4+ 11,2 x II[AI} C [I1,2 x TI[AIy = [11,r +
2 x TI[ANILNIT,2 x TT[= 0
Go then contains all the acyclic intervalg + I1,r + I1]
when » > [, and all the acyclic interval§/I,» + II] and
Jl + 11,2 x II] when r < [. In other words, the window
[11,2 x II] contains exactly all the intervals of the SWP kernel.
Thus, w(Gs) = w(C(G)); the register need in this window is
equal to the register need of the SWP kernel.

o r >l =TI =|l,r]AIN2XII,3xII[=0AI =]l+II,7+
INATN[2xT1,3xII[=0
er<l=1T=|l,r+INAIN2xI[3xII[=0.1 =



Gs then contains all the acyclic interval@ x 11,7 + 2 x II] In order to add the row of nops in the kernel ®f we choose
whenr < . In other words, the windowy2 x 11,3 x II[ contains an arbitrary clock cyclé® < ¢ < I1. In Figure 9(d), we take for
the intervals of the original kernel except the left partstioé instance the clock cycle 1, which is an excessive cycle. Then
intervals coming from the previous windoW 7,2 x II[ (for “shift” downwards by one clock cycle all the statements sithed
instance, the left parts of; and <) in Figure 8(b)). SinceGs, by o during or after the row, as illustrated in Figure 9(e). We let
is a subset o (@), thenw(G3) < w(C(G)). Thus, the register the other statements unchanged (those scheduled strigfiyeb
need of this window is less than or equal to the register néedthe row c). The new kerneb’ = (rn’,cn’, IT + 1) is formally

the SWP kernel. defined as follows.
Definition 3 (Incremented SWP)et G = (V,E,4,\) be a
From the last three paragraphs, we concludgG,) = DDG loop ando € X(G) a valid SWP for it. We define

max(w(G1), w(Ga),w(G3)) = w(Ga) = w(C(Q)). In other o’ = (rn’,cn’, 1T+ 1) an incremented SWP of as
words, in the window0, 3 x IT[, the maximal number of simul-  + its initiation interval isII’ = IT + 1 by definition.
taneously alive values is exactly the same as in the origieP , B 1=
kernel. Since the width of the acyclic intervals graph is equal max(rn (4)) = max(rn(u) +1) =

to the cardinality of any maximal clique in the interferergraph _ o

of these acyclic intervals, then consequently, the calitinaf any B Znea\)/((m(u)) tlsii+l=11
maximal clique in the interference graph of these acyclierivals . VueV,en'(u) = en(u)

is equal tow(C(G)) the width of the circular fractional grapim « Vuev

, rn(u) if rn(u) <c
APPENDIXII rn(u) = rn(u) +1  otherwise
PROOF OFTHEOREM2 Now, we prove the following three main assertions:

Let G = (V, E,8,)) be a DDG with zero delays in accessing 1) the constructed schedué is valid. See Lemma 2
registers. If there exists a SWP schedule- (rn, cn, IT) which 2) the new maximal duration.’ = L + 1 + [L/II]. See

needsR registers having a duration at mast then there exists a Lemma 3
SWP schedule’ = (rn’,cn’, IT+1) which also need® registers ~ 3) RNy (G) = RN,/ (G)
having a duration at most’ = I + 1 + | L/I1]. Formally: The two first points are proved in their corresponding lemmas

Vo = (rn,en, IT) € 21.(G), we prove the third point in the following paragraph.

d) The register need remains unchangeds can be ob-
served in the example of Figure 9, we have:

RNy (G) = RNs(G) « the simultaneously alive values during the rawin the
previous kernel are exactly the same in the new kernel;

« the interferences between the lifetime intervals remain un
changed in the new kernel, see Figure 9(f): our transforma-
tion is similar to considering that the clock cyaldhas been
decomposed into two virtual clock cycles.

In order to prove that the register need @fis equal to the

register need o', we prove that both the complete turns around

the circle do not change, and the interferences between the
circular fractional intervals remain identical.

B (rn/,cn/,ll—kl) S ZL+1+LL/IIJ(G) :

Proof:  This theorem is only proved for the case of
architecturally invisible delays in reading from and wrii into
registers (as superscalar semantics, EPIC, and VLIW with ze
reading/writing delays). The general case (VLIW with narez
reading/writing delays) is more difficult to prove, it remaian
open problem (explained at the end of the section).

First, recall that row numbersn(u) = o(u) modIl and
column numbersn(u) = | 9% |.

Let 0 = (rn,cn,II) be a valid software pipelined schedule . - .
for G. In this proof, we show how to construct another schedu Ircle (distinct copies of each value) do not change. (Let p) <

o' = (r/,en’, IT + 1) which needs the same number of register?(G) be a circular lifetime interval of a value € Vx according
o 0 the initial scheduler. We have:

aso. Since we assume that reading and writing delays are equal e
to zero ¢, = d» = 0), consequently the lifetime intervals begin p= {MJ - {MJ
and end exactly at schedule dates. 11 11
Let k., be one of the killers of.. And lete = (u, k). Then:

We use Figure 9 to illustrate this proof: Figure 9(c) is the ra(ka) + 1T % (en(ku) + A€)) — rn(u) — IT X cn(u)
kernel of a valid o for the loop of Figure 9(a) with null p= { i J
writing and reading delays, where the execution ratélis= 4.
Figure 9(b) shows the pipelined execution of the loop. The _ V”(ku)_m(“)‘”[x (C”(k?t)—cn(“)+>‘(e))J
register need is 2 as shown by the lifetime intervals in thePSW I
kernel in Figure 9(d). In order to construct another with Vn(ku)_m(u)J

Let us begin by proving that the number of turns around the

II' = 5, we proceed by inserting a complete row of static nops = II +en(ku) — en(u) + Ae)

(no-operations) in the kernel of without changing the maximal S

. . . . inceVu € V,0 < rn(u) < Il = —II < rn(ky) —rn(u) < I1,
number of simultaneously alive values, while preserving th
- we deduce that
validity of the schedule. Vn(k") - m(U)J 0

11
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(a) the DDG 7 v2 Iterationi
£ 8 vl
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0 17
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(d) Lifetime intervals (b) Overlapping the lterations
0 Vl(l—l) nop
1
2 V3(|—1) nop h=5
3 hop nop
4 nop v2(i)
(e) Adding one row of nops ... (f) ... does not increment the register need
Fig. 9. Adding a Row of Nops Does Not Change the Register Need
Consequently, SincevVu € V,0 < rn/(u) < IT' = —IT' < ro(ky) — rn(u) <
p = cn(ka) — en(u) + Me) (9) II', we deduce that
, . rn/ (ky) — rn/(u)
Now, let us compute’, the new complete turn around the circle — I |- 0
according the new schedut€.
Consequently, and sineg’ = cn by definition of o/, we have
For the clarity and the fluidity of the actual proof, assume at P = en(ku) — en(u) + Ae) (10)

this point that a killerk,, of u according too is still a killer of ) )
u according tos’. This assertion is proved outside this contextrom Equation 9 anq Elqulatlon 10, we deduce Wdtr,p) <
in Lemma 4 following the actual proof. Now, an initial cireul C(G) transformed tq(i’, 7", p’) by construction of the new kernel

interval (1,,p) € C(QG) is transformed tq?’,+',p’) where: o', we have
) ) ) ) , S o= 3 » (11)
S = {rn (kw) + 11" x (e (ku) —&—I)}(/e)) —rn'(u) —II' X cn (u)J W p')) (1,rp)eC(G)

Now, after proving that the number of complete turns around
il (k) — 1/ () + 1T’ % (en’ (ku) — en’ (u) + A(e)) the circle of ¢/ is identical to the one ofy, we now have

= { 11’ J to prove that the interferences between the fractionalniate

remain identical. By considering the clock cyeleshere we added

a row of nops to build the new schedué, we have to prove

that:

_ {MJ + on (ku) — en’ (u) + Ae)



H' urc Ur 3) if I > randr < ¢ <, see the last part of Figure 10(b).
c | Then,(I',7) = (1 +1,7). Sincel' =+ 1A =r Al >
Ur H' ! ' Ar' < ¢ < 1+1, thenc still does not belong tal’, r').
(@) ¢ belongs to the fractional interval From all the above cases, we deduce that inserting a row of nop
during a considered clock cycledoes not modify the interfer-
DI : 6 Ur ences between the circular fractional intervals. Consetlyjeand
] D | C from Equation 11, we deduce that:
° r ! RN,.(G) = RN (G)

(b) ¢ does not belong to the fractional interval . .
Finally, the reason why the case of VLIW (with non-zero

Fig. 10. Adding a rowc of nops does not alter the interferences betweeF\ead_mglwmmg dglgys) IS more dlfflcult to prO\{e IS thatciil_u.
the intervals architectures exhibit to the compiler the reading and wagiti
delays (offsets) from/into registers. Adding a row of nopside
a VLIW basic bloc may violate some flow dependences through
1) the circular fractional intervals containing the daten the registers because they are architecturally visible. m
previous kernel are the same in the new kernel. Thatis, if |Lemma 2:Let G = (V, E, 4, \) be a DDG loop and € %(G)
belongs to a circular fractional interval in the SWP kerne} valid SWP for it. Ifo’ = (rn/,en’, IT + 1) is an incremented
of o, it still belongs to the same circular fractional intervalSWp of s, thens’ is a valid SWP (it does not violate any edge
in the SWP kernel ob’. of G).
2) the interferences between the circular fractional ek Proof: The original o is assumed a valid schedule which
remain unchanged in the new kernel. That is; does not means according to [17}e = (u,v),
belong to a circular fractional interval in the SWP kernel
of o, it still does not belongs to the same circular fractional rn(v) — rn(u) + I X (A(e) + en(v) — en(u)) > d(e)
interval in the SWP kernel of’. and \(e) + en(v) — en(u) > 0.

Let (I,r) € C(G) be a circular fractional interval in the SWP
kernel of o that corresponds to the lifetime interval of a valud ©" M€ cqnstructed schedulé = (rn',cn’, I1'), we have to
u € Vg. Sinces, = 6, = 0, we havel = rn(u) andr = rn(ky). check thatve = (u,v) € E,

By construction ofo’, (I, r) is transformed tq(l’,r’) such that: 1/ (v) — rn/(w) + (I1 + 1)(A(e) + cn’ (v) — en’ (w)) > 5(e) (12)

I { rn(u) if rn(u) <c There are four cases:
I+1 otherwise 1) if rn(u) < ¢ and rn(v) < c thenrn(u)’ = rn(u) and
o { I it <ec rn/(v) = rn(v). Sinceen’ = cn, Equation 12 becomes:
I+1 otherwise rn(v) —rn(u) + IT x (A(e) + en(v) — en(u))+
o= k) It rn(ka) <e +(A(e) + en(v) — en(u) > 3(e)
rn(ku) +1  otherwise o o
_ which is satisfied becaus€e) + cn(v) — en(u) > 0 ando
:>7J:{ r if r<c is valid;
r+1 otherwise 2) if ro(u) < ¢ and rn(v) > c then rn(u)’ = rn(u) and
First, suppose that initially belongs to the fractional interval rn’(v) = rn(v) + 1. Equation 12 becomes:
(I,7). We have three distinct cases (see Figure 10(a)): () — ra(u) + 11 x (A(e) + en(v) — cn(u))+
1) the case wheré < r andl < ¢ < r, see the first part of
Figure 10(a). Then(’,r’) = (1,7 + 1). Sincel’ = I A v/ = +(A(e) +en(v) —en(u)) +1 2> 4(e)
r+ 1Al <c<r', thene still belongs to(/', ). which is satisfied becausee) + cn(v) — cn(u) > 0 ando
2) if I >rand0 < ¢ <r, see the second part of Figure 10(a). is valid:
Then, (ll/7 r’) = (I+1r ;" 1). Sinc_e l'=1+1 /\/7"/ = 3) if rn(u) > ¢ andrn(v) < ¢ thenrn(u) = rn(u) + 1 and
r+ 1AL > A0 <ce <7, thene still belongs to(l’, ). rn/(v) = rn(v). The fact thatrn(u) > rn(v) means that
3) ifi> r/an/dl <ec<II see the |6}S'f partlof Figure 10(a). the dependence = (u,v) is necessarily an inter kernel
Then, (I',r") = (I, 7). S"Tce/l =IAT =r Al <e<II+1, one (inter-iteration), i.e., it is satisfied by the sequanti
thenc still belongs to(l", ). execution of kernel iterations. TheR(e) +cn(v) —cn(u) >
Second, suppose thatdoes not initially belong to the fractional 0 necessarily [17]. Equation 12 becomes:

interval (I,7). We have three distinct cases (see Figure 10(b)):
1) the case wheré < r andr < ¢ < II, see the first part
of Figure 10(b). Then(!’,+’) = (I,r). Sincel’ = I A+ = +(A(e) + en(v) —en(u)) — 1 > d(e)
rAl <’ A’ < e < II+1, thene still does not belong
to (I',7").

2) if Il <rand0 < ¢ <, see the second part of Figure 10(b).
Then, (I',7) = (1 + 1,7 +1). Sincel’ = 1+ 1 A7 =
r+1AU <7 A0 <ec<l,thenc still does not belong to
. rn(v) —rn(u) + IT x (A(e) + en(v) — en(u))+

rn(v) —rn(u) + IT x (A(e) + en(v) — en(u))+

which is satisfied becaus€e) + cn(v) — en(u) > 0 ando
is valid;

4) if rn(u) > ¢ andrn(v) > c thenrn/(u) = rn(u) + 1 and
rn’(v) = rn(v) + 1. Equation 12 becomes:



+(A(e) +en(v) —en(u)) +1—1 > d(e)

which is satisfied becaus€e) + cn(v) —cn(u) > 0 ando
is valid;
[ |
Lemma 3:LetG = (V, E, 4, \) be a DDG loop and € £ (G)
a valid SWP for it with a maximal duration equal fo Le ¢/ =

(rn/,en’,II + 1) be an incremented SWP. Then, the maximak; ./

duration ofo’ is equal tol’ = L+ 1+ |L/I1]
Proof:

let us compute the maximal duratidil with the constructed

schedules’. Vu € V:
/

u) +cn/(u) x IT

rn'(u) + cen(u) x (IT+1)

rn(u) + en(u) X IT+ 1+ cn(u)
ou+ 1+ |L/II]
L+1+|L/IT] =1L

/
oy rn

(
(

ININIA I

Lemma 4:Let G = (V, E,d,\) be a DDG of a loop with zero

delays in accessing registers. Let= (rn,cn, I1) € X(G) be a

valid SWP forG, ando’ = (rn’,cn’, I1') € ¥(G) another SWP
constructed fromr by adding a row of nops during a clock cycle
cinside the kernel( < ¢ < IT). ¢’ is formally defined as follows:

o II'=11+1
o YucV,en' (u) = cn(u)
o YueV,
1oy rn(w) if rn(u) <c
v (u) = { rn(u) +1  otherwise

Therefore,Yu € Vg, if ky is a killer of v according too, then it
is also a killer ofu according tos’.

Proof: First, the proof of Theorem 2 shows thatdfis a
valid SWP thens’ is also a valid SWP. We recall that,ons(u)
is the set of consumers (readers) of the value V. Let denote

by killerss(u) C Cons(u), the set of all the killers of the value

u when considering the schedule We have to prove thak, €

killerso(u) = ku € killers,:(u). Suppose the contrary is true

that is: ky € killersqs(u) A ku & killers,s (uw). We want to finish
with a contradiction.

ku € killersqs(u) = Vv € Cons(u)|e = (u, ky) € ER,
e = (u,v) € Eg: oy, +1I x \Ne) > v + 1T x A(e')
= rn(ky) + 1T x (cn(ky) + A(e)) >
> rn(v) + I x (en(v) + A(e)))
= rn(ku) — rn(v) > IT x (—en(ky) + en(v) — A(e) + A(e))

Sincell > rn(ky) —rn(v), thenll > IT x (—cn(ky) + cn(v) —
Ae)+A(e))). And sincelT > 0, we havel > —cn(ky) +cn(v) —
A(e) + A(e') which means:
kv € killersq(u) = Vv € Cons(u),
—cn(ky) + en(v) — Ae) + A(e) <0 (13)

Now, consider our assumption that, ¢ killers,:(u) which
implies that:

Jv € Cons(u) — {ku}|e = (u,ku) € Ep, e’ = (u,v) € ER :

o, +1I' x Xe) < oy + II' x A(€)

= 0 (k) + IT" x (en (ku) + A(e)) <
< rn'(v) + IT x (en’ (v) + A(€))
= (ky) — 0/ (v) <
< IT" x (—en! (ku) + en/(v) — Me) + A(e))

< rn'(ky) —rn'(v), then—IT' < IT' x (—cn'(ku) +
cn’ (v) — Me) + A(e')). And sincell’ > 0 A cn = cn/, we have
—1 < —cn(ky) + en(v) — Ae) + A(e') which means:

ku ¢ killersy (u) = Jv € Cons(u) — {ku},

—cn(ky) + en(v) — Me) +A(€) >0 (14)
From Equation 13 and Equation 14, we deduce that
kv € Killersq(u) A ky & killersy: (u)
= Jv € Cons(u) — {ku},
—cn(ku) + en(v) = Me) + A(€') =0 (15)

Consider nowv € Cons(u) — {k} that satisfies Equation 15.
ku € killersq (u) =

rn(ke) + IT X (en(ku) + A(e)) = rn(v) + 1T x (cn(v) + A(e’))

By using Equation 15, we deduce:

kv € killersq(u) = rn(ky) > rn(v) (16)

ku & Eillersy (u) =
il (k) + 11 % (en/ (ku) +Me)) < mn’ (v) + I x (en’ (v) + A(€))

Sincecn’ = ¢n and I’ > 0, and by using Equation 15, we

deduce:
ku & Killersy: (u) = rn’ (ku) < rn’ (v) @an

Depending on the values o2/ (k) and rn'(v), we have four

'distinct cases:

1) rn/(ku) = ro(ks) Arn’(v) = rn(v) = ra(ky) < rn(v).
Contradiction with Equation 16.

2) i/ (ky) = rn(ku)+1Arn (v) = r(v)+1 = ra(ky)+1 <
rn(v) + 1. Contradiction with Equation 16.

3) rn'(ku) = rn(ky) + 1 Arn/(v) = rn(v) = rn(ky) +
1 < rn(v) = rn(ks) < rn(v). Contradiction with
Equation 16.

4) rn/(ky) = rn(ky) Arn/(v) = () + 1 = ra(ky) <
rn(v) + 1 = rn(ks) < rn(v). By using Equation 16,
we deduce thatn(k,) = rn(v) necessarily. This is is
impossible because, by definition 6f:

ral (k) = ro(ky) Arn/ (v) = ro(v) + 1 =
rn(ky) < ¢ < rn(v) = rn(ky) # rn(v)

Finally we find thats, € killerse(u) A ku € killersyr(u) =
contradiction! Consequentlyk, € killerso(u) — ku €
killersy, (u) [ ]



