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In digital signal processors (DSPs) variables are accessed using k address registers. The problem
of finding a memory layout, for a set of variables, that minimizes the address-computation overhead

is known as the General Offset Assignment (GOA) Problem. The most common approach to this
problem is to partition the set of variables into k partitions and to assign each partition to

an address register. Thus effectively decomposing the GOA problem into several Simple Offset
Assignment (SOA) problems. Many heuristic-based algorithms are proposed in the literature to

approximate solutions to the partitioning and SOA problems. However, the address-computation
overhead of the resulting memory layouts are not accurately evaluated. This paper presents an
evaluation of memory layouts that uses Gebotys’ optimal address-code generation technique. The

use of this evaluation method leads to new optimization problem: the Memory Layout Permutation
(MLP) problem. We then use Gebotys’ technique and an exhaustive solution to the MLP problem
to evaluate heuristic-based offset-assignment algorithms. The memory layouts produced by each
algorithm are compared against each other and against the optimal layouts. The results show

that even in small access sequences with 12 variables or less, current heuristics may produce
memory layouts with address-computation overheads up to two times higher than the overhead

of an optimal layout.

Categories and Subject Descriptors: D.3.4 [Programming Languages]: Processors—Compilers, optimization

General Terms: Algorithms, Experimentation, Performance

Additional Key Words and Phrases: Address registers, DSPs, offset assignment, register allocation

1. INTRODUCTION

The extensive use of data in digital-signal-processing applications requires frequent memory accesses. Many
digital signal processors (DSPs) provide dedicated address registers (ARs) to facilitate the access to vari-
ables stored in memory through indirect addressing modes. These addressing modes often support post-
incrementing and post-decrementing of the address stored in the AR. Post-incrementing and post-decrementing
allows the processor to update the address register without additional cost. Thus, the placement of data in
memory affects how effectively the post-increment or post-decrement addressing modes can be used. This
placement is called a memory layout. When two subsequent memory accesses indexed by the same AR are
not adjacent in the memory layout, an extra address-computation instruction is required. The problem of
finding a memory layout, for a set of variables, that minimizes the address-computation overhead is known
as the General Offset Assignment (GOA) Problem.
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The total overhead of address-computation in DSP programs is influenced by three factors. First, the
memory layout impacts the efficient use of post-increment and post-decrement addressing modes. Second,
the instruction sequence determines the order of memory accesses and thus the traversal of the memory
layout. Third, when more than one AR is available, each AR produces a concurrent traversal of the memory
layout to access some portion of the required memory. Thus, the assignment of memory accesses to ARs
determines the memory access sequence for each AR. In this work, we consider the case of a fixed instruction
sequence and investigate the impact of memory layout and memory access assignment to ARs on address-
computation overhead.

Previous work has investigated these three components of address-computation overhead individually. In
all but one case, previous problem formulations have resulted in optimal solutions with high algorithmic
complexity, necessitating heuristic solutions. The only exception is Gebotys’ network-flow solution finds the
optimal usage of ARs to access the data in polynomial time, given a fixed memory layout and instruction
sequence [Gebotys 1997].

However, even with an optimal usage of ARs, explicit addressing instructions can make up for a third
of the instructions in a block of code. Thus, there is still significant room for reducing code size, and
consequently, execution time, by reducing the number of addressing instructions used by a DSP. In this
paper, we demonstrate that the choice of memory layout can have a significant impact on the address-
computation cost, even when ARs are used optimally. Consequently, the cost of the final addressing code
depends on the quality of the algorithm used to generate the memory layout.

Several heuristic GOA algorithms generate a memory layout that attepmts to minimizes address compu-
tation overhead on the assumption that every access to a variable uses the same AR [Leupers and Marwedel
1996; Liao et al. 1996; Sugino et al. 1996; Zhuang et al. 2003]. Using this approach, variables accessed in an
instruction sequence are partitioned, and each partition is assigned to an AR. This partitioning problem is
the Address Register Assignment (ARA) problem. However, assigning all accesses to the same variable to
the same AR is a source of sub-optimal address-computation overhead, and consequently even optimal ARA
solutions may not minimize address computation overhead.

When variables have been partitioned and assigned to a single AR, finding an optimal memory layout for
a partition is the Simple Offset Assignment (SOA) problem [Liao et al. 1996], which must be approximated
heuristically. Given the SOA solutions for each partition, the network-flow technique can find the optimal
AR usage for the concatenation of the SOA memory sub-layouts. Unfortunatly, the overhead of solutions
found in this way is sensitive to the sub-layout concatenation order. This ordering problem is the Memory
Layout Permutation (MLP) problem. The experiments reported in this paper show that different orderings
of sub-layouts have a significant impact on the optimal address-computation overhead. Specifically, the
minimum overhead of the worst layouts is twice that of the optimal layouts.

While there has been significant investigation of the ARA and SOA problems, and while all the proposed
algorithms find memory layouts using similar techniques, there are very few comparisons of these algo-
rithms [Leupers and Marwedel 1996; Zhuang et al. 2003]. Furthermore, a rigourous evaluation of the quality
of these heuristic solutions is lacking, since address-computation overheads have only been measured using
the cost models of the heuristic algorithms, and not by an optimal technique such as Gebotys’ network-flow
formulation. In contrast to our experimental results regarding the MLP problem, we find that using differ-
ent algorithms for the ARA and SOA problems does not significantly impact the overhead of the resulting
memory layouts.

The main contributions of this paper are:

—a demonstration that existing heuristic solutions to the GOA problem poorly approximate the minimization
of address-computation overhead;

—a precise formulation for the address register allocation problem that removes an important restriction
that is present in most of the previous studies of offset assignments;

—the formulation of a new optimization problem, the memory-layout permutation problem (MLP). MLP
must be solved in order to use a minimum-cost circulation (MCC) technique to evaluate the minimum
address-computation overhead incurred in memory layouts generated by heuristic solutions to GOA;

—an experimental evaluation, based on the MCC technique, of heuristic-based ARA and SOA algorithms.

This paper is organized as follows. Sections 2 and 3 present the background to the offset assignment
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problem including a new formal definition of the problem and a motivating example. In spite of the extensive
literature on GOA, to the best of our knowledge this is the first formalization of the GOA problem. Section 4
discusses how the address-computation overhead of a memory layout can be computed. Current algorithms
used to find memory layouts are proposed in Section 5. The experimental evaluation of offset assignment
algorithms is presented in Section 6. Finally, related work and conclusions are presented in Sections 7 and 8.

2. BACKGROUND

Many DSPs have a set of ARs used to access variables stored in memory. Post-incrementing and post-
decrementing addressing modes allow an AR r to access a variable v and modify the content of r by one
word in the same instruction. Thus, if the next access using r is to location v, or to the locations immediately
adjacent to v in memory, r can be updated without any additional cost. However, if r accesses a location that
is non-adjacent to v, an explicit address computation is necessary. The computational overhead required to
initialize or update ARs is architecture-dependent. In the formulation of the address-register allocation and
offset-assignment problems, these costs are parametrized by INIT∈ N and JUMP∈ N, that corresponds to
the number of processor cycles required to execute the address computation instructions IINIT and IJUMP .

All examples and experiments in this paper model a processor based on the Texas Instruments TMS320C54X
family of processors. These DSPs have eight 16-bit address registers. Most instructions are one word in length
and have one cycle of overhead. Initializing an address register requires a two-word instruction and two cy-
cles of overhead. Similarly, auto-incrementing (or auto-decrementing) an address register by more than one
word requires one extra word to encode the instruction and one extra cycle of overhead. Thus, inefficiently
using address registers results in an increase in both code size and run-time overheads.

While the processor model is based on a specific family of processors, the problem formulation and the
evaluation methodology presented in this paper are general and can be applied to any processor with post-
increment/post-decrement addressing modes.

Similar to many other DSP architectures, the address registers in the C54X processors can also be used
to store values other than addresses; however, the values stored in the address registers are subject to two
limitations:

(1) Address registers can only hold 16-bit values, while data in memory and the accumulator are typically
32-bit values.

(2) Address registers can only be manipulated by the address-generation unit, which is limited to addition
and subtraction of 16-bit values.

Thus, it may be infeasible to use ARs as general purpose registers, and the offset assignment problem must
be solved to effectively place variables in memory.

2.1 The Offset Assignment Problem

Given a set of variables stored contiguously in memory, a memory layout is an ordering of these variables in
memory. A basic block in a program accesses n variables. The order of variable accesses by the instructions
in the basic block defines an access sequence. The Offset-Assignment Problem is defined as:

Given k address registers and a basic block accessing n variables, find a memory layout that
minimizes address-computation overhead.

Memory layouts with minimum address-computation overhead are called optimal memory layouts. This
problem is called “offset assignment” because the address of each variable can be obtained by adding an
offset to a common base address. If k = 1, then the problem is known as the Simple Offset Assignment

(SOA). If k > 1 the problem is referred to as the General Offset Assignment (GOA).
In the Simple Offset-Assignment (SOA) problem, a single AR is available to access all the variables in the

memory. Liao et al. [Liao et al. 1996] convert the access sequence to an undirected access graph. Variables
are vertices in the graph, and edge weights indicate the number of times two variables are adjacent in the
access sequence. Liao et al. [Liao et al. 1996] reduce the SOA problem for an access graph to the NP-
Complete maximum-weight path cover problem, and propose a heuristic to solve SOA in polynomial time
(see section 5.1).
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Fig. 1: The traditional approach to generate a memory layout for the access sequence of a basic block. The sub-sequences
generated by address register assignment access disjoint sets of variables. The resulting set of sub-layouts can then be placed
independently in memory to form the final memory layout.

In the General Offset-Assignment (GOA) problem, each access to one of the n variables in an access
sequence must be assigned to one of k ARs. This assignment creates multiple access sub-sequences — one
for each AR. A memory sub-layout can be found for each sub-sequence. Sub-layouts cannot be computed
independently because a variable can be accessed by multiple address registers at different points in the
program. However, the union of all sub-layouts must still form a contiguous layout. For example, if the first
access to variable B is assigned to AR1, and the second access to B to AR2, AR1 and AR2 must agree where
B is located in memory, and this location cannot be computed for each AR individually. Liao et al. [Liao et al.
1996] simplify the GOA problem by assigning variables, instead of variable accesses, to address registers.
This simplification produces sub-sequences that access disjoint sets of variables. A memory layout can be
obtained by solving the SOA problem for each sub-sequence. We call the problem of assigning variables to
address registers the Address-Register Assignment (ARA) problem (see section 5.2).

Figure 1 illustrates the traditional approach to produce a memory layout from a basic block’s access
sequence. First, the instruction scheduler emits the sequence of memory accesses. Then, the ARA problem
is solved to produce sub-sequences. Offsets are assigned in each sub-sequences by solving several instances
of the SOA problem. All the heuristic-based algorithms for the ARA and SOA problems examined in this
paper generate approximate solutions. Alternative techniques to reduce address-computation overhead are
discussed in Section 7.

This section presents the mathematical formalism for a precise definition of the problems and concepts
studied in this article in order to avoid . The intent of this formalism is to avoid confusion or miss-
understanding, which are common when technical heuristics are described in textual forms.

2.2 Formal Definitions

2.2.1 A More Precise Definition of the GOA problem. The original SOA paper by Liao et al. presents
a precise and formal definition of the SOA problem. However, that definition does not lead to a suitable
definition of the GOA problem. The precise definition of GOA presented in this session leads to an SOA
definition that is slightly distinct from the definition given by Liao et al..

Let us assume a DSP processor with a set of address registers R = {A1, · · · , Ak}. Let V be the set
of n variables accessed in the program. Let S be the sequence of variables accesses, which consists of a
finite sequence of l variable accesses S = (s1, · · · , sl). The variables belonging to V should be placed in
memory according to a memory layout. Mathematically, a memory layout is simply a topological sort of the
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variables.1

Definition 2.1 Memory Layout. Let V be a set of variables. The function M is a memory layout of V if
it defines a topological sort of V :

M : V → [1, n]
v 7→ M(v)

where ∀v1, v2 ∈ V, v1 6= v2 =⇒ M(v1) < M(v2) ∨ M(v2) < M(v1)

In other words, M is an integral injective function of V :

∀v1, v2 ∈ V, v1 6= v2 =⇒ M(v1) 6= M(v2)

Once a memory layout is fixed, the final code for the sequence S can be generated. This code includes,
in addition to the variable accesses, some address computation instructions IINIT and IJUMP . The code
generated for S, given a memory layout M and k address registers, can be noted as ŜM,k. The cost of a code
ŜM,k = (ŝ1, · · · , ŝl′) in terms of address computation overhead is equal to c(ŜM,k) =

∑
i=1,l′ cost(ŝi) where:

cost(ŝi) =





INIT if the instruction ŝi is an initial address initialization;
JUMP if the instruction ŝi is an explicit address jump;
0 otherwise.

The formal definition of the GOA problem is presented below.

Problem 2.2 GOA. Let V be a set of variables and S be an access sequence. Assume a machine with k

address registers. Compute M , a memory layout for V , such that c(ŜM,k) is minimal.

Until now, the literature does not present an algorithm that precisely solves the GOA problem. Instead,
many sub-heuristics have been provided to solve some sub-problems, such as SOA (GOA with k = 1) and
ARA, and some restricted GOA variants as we will see later.

As proved by Liao et al., SOA is NP-complete, and consequently GOA is also NP-complete. However,
some adjacent sub-problems have been proved to be polynomial ones, such as the following problem.

Problem 2.3 Opti-Code-Gen. Let V be a set of variables and S be an access sequence. Assume a machine
with k address registers. Let M be a fixed memory layout for V . Compute a generated code ŜM,k such that
c(ŜM,k) is minimal.

Getobys solved the Opti-Code-Gen problem in polynomial time using the MCC minimum cost circulation
(MCC) technique [Gebotys 1997].

Solving the GOA problem, and hence the Opti-Code-Gen problem, leads to a choice of an address register
allocation for each variable access in S. That is, the following function should be computed.

Definition 2.4 Address Register Allocation. Let V be a set of variables and let R = {A1, · · · , Ak} be a
set of address registers. Let S be a sequence of l variables accesses S = (s1, · · · , sl). An address register
allocation is a function, noted alloc, that assigns to each variable access the address register used to hold
the computed memory address.

alloc : S → R
si 7→ alloc(si)

In this formal definition distinct accesses to the same variable inside the sequence S can use distinct address
registers. However, Liao et al. adopted a restricted address register allocation policy, which does not yield
a precise GOA definition. In their formulation address registers are allocated to variables and not to their
distinct accesses. This means that all accesses to the same variables are restricted to be done using the same
address register. To contrast with our definition above, we re-state precisely the formulation of the address
register allocation problem that appears in Liao et al..

1In the experimental study presented is this paper the sequence of variable accesses S is extracted from a basic block, however
any topological sort of variable accesses can be used as an input to the problem. Thus the solution can be extended beyond

the scope of a basic block.
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Definition 2.5 Restricted Address Register Allocation. Let V be a set of variables and let R = {A1, · · · , Ak}
be a set of address registers. Let S be a sequence of l variable accesses S = (s1, · · · , sl). A restricted address

register allocation is a function, noted alloc, that assigns to each variable v an address register used to hold
the computed memory address of v ∈ V in all accesses to this variable inside S.

alloc : V → R

v 7→ alloc(si)

The above definition means that

alloc(v) = Ai ∈ R =⇒ ∀sj ∈ S an access to v, alloc(sj) = Ai

This is precisely the limitation in Liao’s model. Unfortunately most papers that appeared after Liao’s use
this definition of ARA. In order to not confuse the reader who is familiar with the usual ARA problem, we
will still use the term ARA in the remaining of this article instead of restricted ARA.

2.2.2 Sub-layouts. The definition of GOA given by Liao et al. is based on the concept of restricted ARA.
Therefore, many articles decompose the GOA problem into steps that solve the ARA and SOA sub-problems
separately. Such decompositions produce multiple memory sub-layouts instead of a unified one. Following
are formal definitions of these sub-layouts and their composition.

Definition 2.6 Memory Sub-layout. Let V be a set of variables. M̈ is a sub-layout of V associated to
V ′ ⊆ V if and only if it defines a topological sort for V ′ ⊆ V .

M̈ : V ′ → [1, n]

v 7→ M̈(v)

where ∀v1, v2 ∈ V ′, v1 6= v2 =⇒ M̈(v1) < M̈(v2) ∨ M̈(v2) < M̈(v1)

Definition 2.7 Composed Memory Layout. Let V be a set of variables. Let M̈1
V1

, · · · , M̈p

Vp

be a set of
memory sub-layouts for V associated to the sub-sets of variables V1 ⊆ V, · · · , Vp ⊆ V resp. Let M be the
function defined as follows:

M : V1 ∪ · · · ∪ Vp → [1, n]

v 7→ M(v) = M̈i(v) if v ∈ Vi,∀i ∈ [1, p ]

We call M a composed memory layout, noted M = M̈1 ◦ · · · ◦ M̈p, if and only if

(1) The sets Vi define a partition of the set V :
{

V1 ∪ · · · ∪ Vp = V

∀i, j, Vi ∩ Vj = φ

(2) M defines a topological sort of V :

∀v1, v2 ∈ V, v1 6= v2 =⇒ M(v1) 6= M(v2)

3. MOTIVATING EXAMPLE

Using the processor model described in Section 2, consider the following 6-variable access sequence: ‘a d

b e c f b e c f a d’. According to the commonly used restricted address register allocation problem
formulation, the variables are partionned into disjoint sets. Each set is accessed exclusively by a single AR.
For example, variables {a,b,c} can be assigned to AR A1, and variables {d,e,f} to AR A2. According to
the formal definitions of Section 2.1, this means that if access si =a, then alloc(si) = A1, and so on. The
variables assigned to each AR are then independently arranged in memory to form two independent sub-

layouts, as shown in Figure 2. ARs A1 and A2 independently access the variables, as shown in Figures 3(a)
and 3(b). In this example, the AR assigned to each layout must perform one initialization and one jump.
Thus, the address-computation overhead for each AR is 3 cycles, for a total of 6 cycles of overhead.

In the traditional approach to the GOA problem, the sub-layouts in Figure 2 are considered “optimal”
for two reasons. First, no ordering exists for either variable subset, {a,b,c} or {d,e,f}, with less than 3
cycles of overhead. Second, no partitioning of the 6 variables exists that can produce sub-layouts with a total
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a b c

(a) Sub-layout assigned to A1

d e f

(b) Sub-layout assigned to A2

a b c d e f

(c) A combined layout of (a) and (b)

d e f b c a

(d) Layout using alternative sub-layouts

b c a d e f

(e) Swapping the sub-layouts

Fig. 2: Several memory layouts.

access addressing over-

code head

A1 = &a 2

a A1 += 1

b A1 += 1

c A1 -= 1

b A1 += 1

c A1 -= 2 1

a A1

(a) Addressing code to access the

sub-layout in Figure 2(a)

access addressing over-

code head

A2 = &d 2

d A2 += 1

e A2 += 1

f A2 -= 1

e A2 += 1

f A2 -= 2 1

d A2

(b) Addressing code to access

the sub-layout in Figure 2(b)

Fig. 3: The layouts in Figures 2(a) and 2(b) are accessed by address registers A1 and A2, respectively. Overhead is incurred

when an AR is initialized, or when an AR accesses two non-adjacent variables consecutively.

access addressing over-

code head

A1 = &a 2

A2 = &d 2

a A1 += 1

d A2 += 1

b A1 += 1

e A2 += 1

c A1 -= 1

f A2 -= 1

b A1 += 1

e A2 += 1

c A1 += 1

f A2 -= 5 1

a A2

d A1

(a) Accessing layout 2(c)

access addressing over-

code head

A1 = &a 2

A2 = &b 2

a A1 -= 5 1

d A1 += 1

b A2 += 1

e A1 += 1

c A2 -= 1

f A1 -= 1

b A2 += 1

e A1 += 1

c A2 += 1

f A1

a A2 -= 5 1

d A2

(b) Accessing layout 2(d)

access addressing over-

code head

A1 = &b 2

A2 = &a 2

a A2 += 1

d A2 += 1

b A1 += 1

e A2 += 1

c A1 -= 1

f A2 -= 1

b A1 += 1

e A2 += 1

c A1 += 1

f A2

a A1 += 1

d A1

(c) Accessing layout 2(e)

Fig. 4: Addressing code to access the layouts in Figures 2(c), 2(d), and 2(e). Allowing variables d and a to be accessed by
both address registers (a) may reduce the overhead to 5 cycles; (b) may keep it at 6 cycles; or (c) may result in the minimum

overhead value – 4 cycles.

overhead that is less than 6 cycles. However, these sub-layouts do not minimize the address-computation
overhead of the input access sequence. The problem is the restriction that each set of variables be accessed
by a single AR.

The memory layouts in Figure 2(a) and 2(b) can be placed contiguously in memory to form the single
memory layout shown in Figure 2(c). Figure 4(a) shows that when the general formulation to the address
registration allocation problem (see definition 2.4) is adopted, A1 can be used for the last access of variable d
(originally assigned to A2) without requiring additional overhead. Similarly, A2 is used for the last access of
variable a (originally assigned to A1). This solution has an address-computation overhead of 5 cycles instead
of 6.

Now, consider an alternative sub-layout to 2(a), with the variables ordered as {b,c,a}. Variables {d,e,f}
are kept in the same order as shown in Figure 2(d). Similar to Figure 3, if variables {d,e,f} are assigned
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to A1 and variables {b,c,a} are assigned to A2, the total overhead is 6 cycles. If the two sub-layouts are
placed contiguously in memory, as shown in Figure 4(b), the address-computation overhead is still 6 cycles.

However, if variables {b,c,a} are placed before variables {d,e,f}, producing the memory layout shown in
Figure 2(e), and each variable can be accessed by more than one AR, then the address computation overhead
is reduced to 4 cycles, as shown in Figure 4(c). Despite the similarities with memory layouts 2(c) and 2(d),
the layout in Figure 2(e) is the only one that allows for the minimum amount of address-computation
overhead.

The objective of offset assignment is to minimize address-computation overhead. The above example
highlights the fact that the traditional approach to solving GOA by using ARA and SOA does not minimize
overhead because of the restriction that each variable must be accessed by a single AR. However, the network-
flow technique can reduce the overhead of a memory layout by allowing multiple ARs to access a variable.
Considering the network-flow technique for GOA raises the following questions:

—Do different ARA and SOA heuristics affect the combined-layout overhead?

—How to arrange sub-layouts to minimize address-computation costs?

—How to determine whether a given memory layout is optimal?

4. COMPUTING ADDRESS-COMPUTATION OVERHEAD

The example in Section 3 indicates that variables must be accessed by multiple ARs to minimize addressing-
code overhead. Thus, an optimal addressing code for a memory layout, M , is an assignment of accesses to
ARs such that the access sequence, S, can be accessed with minimum overhead. In order to evaluate the
overhead of memory layouts, optimal addressing code is required.

Gebotys proposes an algorithm to find optimal addressing code [Gebotys 1997]. The assignment of accesses

to ARs can be found by transforming M and S into a directed cyclic network-flow graph. The minimum
cost circulation (MCC) of the graph represents the optimal addressing code, and the cost of the circulation
represents the minimum overhead for the memory layout. The MCC for a fixed memory layout can be
computed using integer linear programming where the constraint matrix is totally unimodular, and thus,
can be solved in polynomial time. In this paper, MCC is used to evaluate the quality of all memory layouts.

5. OFFSET ASSIGNMENT ALGORITHMS

Existing heuristic-based algorithms solve GOA as illustrated in Section 3. Given an access sequence S, and
k ARs, a memory layout is found through the execution of the following steps:

(1) ARA assigns each variable v ∈ V to a single AR Ai, 1 ≤ i ≤ k.2

(2) SOA finds a sub-layout mi for the variables assigned to each AR Ai.

(3) The memory-layout permutation (MLP) problem combines all sub-layouts m1 . . . mk into a contiguous
memory layout. MLP is absent from the literature because previous solutions to GOA assigned variables,
rather than accesses, to ARs. MLP only appears when using traditional algorithms in conjunction with
the MCC technique.

We use MCC to evaluate the performance of several ARA and SOA algorithms.

5.1 Simple Offset Assignment

Bartley introduced the SOA problem in 1992 and solved it as a maximum-weight Hamiltonian-path prob-
lem [Bartley 1992]. Given an access sequence S, construct a weighted access graph G. A path in G represents
an ordering of variables in memory. Liao et al. refine the SOA problem formulation to a maximum-weight

path cover problem [Liao et al. 1996], which is NP-complete. Thus, all subsequently proposed algorithms
approximate a solution to the SOA problem by finding a path cover on G.

We examine five heuristic solutions to the SOA problem:

2Herein lies a fundamental difference between existing algorithms and the formulation presented in Definition 2.4. While existing
algorithms assign each variable v ∈ V to a single AR, the address register allocation formulation in Section 2.1 assigns each

variable access s ∈ S to an AR.
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(1) Liao et al. propose an algorithm that builds the path cover, one edge at a time, by using a greedy
heuristic to select edges in G [Liao et al. 1996].

(2) Leupers extends the algorithm by Liao et al. by proposing a tie-break function to decide between edges
of equal weights [Leupers and Marwedel 1996] [Leupers 2003].

(3) Sugino et al. propose an algorithm that uses a greedy heuristic to remove one edge at a time from G

until a valid path cover is formed [Sugino et al. 1996].

(4) Liao and Leupers present a naive algorithm which builds a memory layout based on the declaration
order of variables in the access sequence. The algorithm is also known as Order First Use (OFU) [Liao
et al. 1996; Leupers 2003].

(5) Liao also presents a branch-and-bound algorithm that finds the maximum-weight path cover [Liao 1996].
The algorithm has exponential time-complexity, but for small graphs, our implementation runs in a
reasonable amount of time.

5.2 Address Register Assignment

In the GOA problem, k > 1 ARs are used to access variables in memory. Liao et al. decompose the GOA
problem into multiple instances of SOA by assigning each variable to an AR Ai. Let C(Ai) be the address-
computation overhead for an optimal SOA solution to variables assigned to Ai. Liao et al. define the GOA
problem as follows:

Given an access sequence S, the set of variables V , and k ARs, assign each v ∈ V to an AR
Ai, 1 ≤ i ≤ k, such that

∑k

i=1 C(Ai) is minimum.

Solving this problem does not produce a memory layout — it is only an assignment of variables to ARs.
Additionally, as shown in Section 3, assigning variables to ARs may not minimize address-computation
overhead.

This paper examines several heuristic-based algorithms for ARA. In each case, an approximation of C(Ai)
is required to estimate the overhead of assigning a variable to an AR. Any of the SOA algorithms in Section 5.1
can be used as a sub-routine to approximate C(Ai) for the following ARA algorithms:

(1) Leupers and David propose a greedy algorithm that assigns variables to ARs by selecting one edge at a
time from the access graph [Leupers and Marwedel 1996].

(2) Sugino et al. use a heuristic-based algorithm that iteratively partitions the variables and selects the
partitioning with the lowest estimated overhead [Sugino et al. 1996].

(3) Zhuang et al.’s variable coalescing algorithm for offset-assignment problems assign variables to ARs [Zhuang
et al. 2003].

5.3 Memory Layout Permutations

Figure 5 illustrates the process of generating a memory layout. ARA produces a set of disjoint access sub-
sequences that are solved as independent SOA problems. Solving each SOA instance produces a memory
layout called an ARA sub-layout. However, each ARA sub-layout is formed by the combination of disjoint
paths from the SOA path cover. Each disjoint path in the path cover is called an SOA sub-layout and
defines an ordering of variables in memory. Unless otherwise stated, the term sub-layout refers to an SOA
sub-layout. In the traditional approach to offset assignment, each sub-layout is independent, and can be
placed in memory arbitrarily.

However, Section 3 demonstrates that if a variable can be accessed by multiple ARs, address-computation
overhead may be reduced by placing the sub-layouts contiguously in memory. Since the MCC technique
allows variables to be accessed by multiple ARs, the sub-layouts can no longer be placed independently in
memory. Let M̈i be a sub-layout (for instance resulted from a sub-solution of GOA). So we can define a
reverse memory layout as follows.

Definition 5.1 Reverse Memory Layout. Let M be a memory layout for a set of variables V . M̃ is a
reverse memory layout of M if it defines a topological sort of V in reverse order compared to M . For
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Fig. 5: Performing address register assignment followed by simple offset assignment generates memory sub-layouts that must
be placed in memory. The problem of finding a placement that minimizes overhead is called the memory-layout permutation
problem.
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Fig. 6: Permutations of two sub-layouts

instance, the following function can be used to define the reverse memory layout of M .

M̃ : V → [1, n]

v 7→ M̃(v) = n − M(v) + 1

M̈i and ˜̈
Mi produce the same local cost. Thus, a precise definition for the memory sub-layout composition

problem must consider both M̈i and ˜̈
Mi. Let (M̈1|

˜̈
M1) stand for an instance of either M̈i or its reverse ˜̈

Mi.
Now the memory-layout permutation (MLP) problem can be defined as follows:

Problem 5.2 MLP. Let V be a set of variables, S an access sequence and k be the number of address
registers. Let there be p disjoint memory sub-layouts M̈1, · · · , M̈p. Compute M a composed memory layout
such that

M = (M̈1|
˜̈
M1) ◦ · · · ◦ (M̈p|

˜̈
Mp)

such that c(ŜM,k) is minimal.

The MLP solution space is extremely large: p sub-layouts can form p! permutations. For each permutation,

each sub-layout can be placed in memory as either M̈i or ˜̈
Mi. Thus, p sub-layouts originate (p!)(2p) layouts.

However, an ordering of layouts M̈1, . . . , M̈p is equivalent to its reciprocal layout, ˜̈
Mp, . . . ,

˜̈
M1, since all

variables have the same relative offset to each other. Thus, the MLP solution space is (p!)(2p)
2 memory

layouts. Figure 6 shows how 2 sub-layouts can form 8 possible layouts, half of which are reciprocals of
another.

When reciprocals are considered, a single offset assignment problem with n variables has a solution space
of n!

2 memory layouts. If we let each variable be a sub-layout (producing n sub-layouts) then the MLP
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problem is reduced to the offset assignment problem. In other words, MLP finds an ordering of sub-layouts
to minimize overhead while GOA finds an ordering of variables. If the sub-layouts used in MLP are 1-variable
long, then the problems are the same. This implies that if an algorithm solves the MLP problem, the same
algorithm solves the offset assignment problem.

6. EVALUATING OFFSET ASSIGNMENT ALGORITHMS

Thus far, we have shown that existing heuristic offset-assignment algorithms are not optimal. Furthermore,
we have shown that the existing approach to solving the GOA problem is incomplete, as the MLP problem
has never been addressed. Despite these problems with existing algorithms, it is useful to compare how well
these algorithms perform when used in conjunction with optimal address-code generation.

An extensive empirical evaluation of the available heuristic offset-assignment algorithms supports the
following conclusions:

—Contrary to the conjectures of other authors [Gebotys 1997], the selection of memory layout has a signif-
icant impact on address-computation overhead. Less than 0.1% of all memory layouts for the examined
access sequences result in minimum overhead. Using optimal address-code generation alone (using the
MCC technique) is not sufficient to minimize overhead.

—The algorithms seldom produce memory sub-layouts that admit MLP solutions with the minimum possible
overhead. For some access sequences, none of the algorithms produce sub-layouts that can form an optimal
solution.

—Using different ARA algorithms greatly impacts the quantity and quality of memory layout permutations.
Conversely, using different SOA algorithms has little impact.

6.1 Experimental Methodology

Figure 7 outlines the experimental methodology. For each access sequence, heuristic solutions to the offset
assignment problem are found by using all combinations of three ARA and five SOA algorithms. Each
combination produces a set of memory sub-layouts (see Figure 5). Since an algorithm for the MLP problem
does not exist, we evaluate all possible concatenations of the sub-layouts. If m sub-layouts are produced, then

there are p = (m!)(2m)
2 possible memory layouts. The address-computation overhead of each memory layout

is computed using the MCC method. The results of this empirical evaluation are examined in terms of the
distribution of overhead values for the layouts produced by each combination of ARA and SOA algorithms.
These distributions are compared against each other, and against the entire solution space, to reveal the
significance of the MLP problem, and how much it can be affected by ARA and SOA algorithms.

6.2 Test Environment

This evaluation uses a processor model based on the TI C54X family of DSPs. This architecture requires
two cycles of overhead to initialize an address registers (INIT) and one extra cycle to access non-adjacent
memory locations (JUMP).

Access sequences are obtained from kernels in the UTDSP benchmark suite [Lee and Stoodley 1992], the
MiBench suite [Guthaus et al. 2001], and the DSPStone suite [Zinojnovic et al. 1994]. Each kernel is compiled
using -O2 optimization by gcc version 3.3.2. Unfortunately, the gcc compiler does not generate code for
the C54X family of DSPs. Instead, we modified gcc to output access sequences from inner-most loops prior
to register allocation. Then the overhead of access sequences and memory layouts are evaluated statically,
using the MCC technique described in Section 4.

Given an access sequence with n variables, we compute the optimal memory layout by evaluating the MCC
of all possible n!

2 layouts (see Section 5.3). Due to the exponential growth of the solution space, experiments
are restricted to sequences with up to 12 variables. For n = 12, this exhaustive search took over 30 hours
on a 14-node dual Opteron 248 cluster. The benchmark kernels that produced access sequences with n ≤ 12
and are shown in Table I.

6.3 The Efficiency of Offset Assignment Heuristics

Tables II-IV show a summary of the address-computation overhead for all memory layouts evaluated in this
study. The Exhaustive column shows the number of memory layouts with a particular overhead in the solution
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Fig. 7: Procedure for evaluating offset assignment algorithms. There are 15 paths in the chart, for the 15 combinations of ARA
and SOA algorithms.

Kernel Suite Length Variables Number of
Memory
Layouts

iir arr UTDSP 21 8 20,160
iir arr swp UTDSP 33 12 239,500,800
latnrm arr swp UTDSP 30 10 1,824,400
latnrm ptr UTDSP 30 10 1,824,400
latnrm ptr swp UTDSP 30 10 1,824,400
bf cbc.c 1 MiBench Security 20 10 1,814,400
sha.c 7 MiBench Security 18 10 1,814,400
zdeflate.c 4 MiBench Security 25 10 1,814,400
jccolor.c 0 MiBench Consumer 18 10 1,814,400
jdmerge.c 1 MiBench Consumer 13 10 1,814,400
lame.c 39 MiBench Consumer 19 10 1,814,400
timing.c 4 MiBench Telecom 18 10 1,814,400
convert.c 0 DSPstone 18 9 181,440
speed control.c 9 DSPstone 19 8 20,160
tone detector.c 0 DSPstone 20 8 20,160

Table I: Size of problem and solution space for selected kernels

space for each GOA problem. The Algorithmic columns of Tables II-IV show the combined distribution and
average address-computation overhead for memory layouts produced by all 15 combinations of the ARA and
SOA algorithms. These tables show how frequently the concatentation of sub-layouts, produced by some
combination of an SOA and ARA algorithm, produces a memory layout with a particular overhead. For
instance, in Table III even though the exhaustive search indicates that there is a single layout for the access
sequence bf cbc.c 1 with an overhead of two cycles, this layout is generated fifteen times by the combination
of sub-layouts. The motivation for examining the distribution of cycle overhead over all possible layouts
for each sequence is to characterize the search space and thus provide solid basis to compare the different
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algorithms.
Even though it is known that heuristic-based algorithms are sub-optimal, it is interesting to note that

no combination of an SOA and ARA algorithm can produce sub-layouts that generate an optimal memory
layout for some sequences. However, it is surprising to observe that the heuristic algorithms can produce sub-
layouts that generate memory layouts that vary significantly in overhead, even in the presense of an optimal
address-code generation algorithm. The average overhead of all layouts in each GOA problem ranges from
18% to 176% higher than minimum. Additionally, at least 98% of all layouts have an overhead 33% to 100%
higher than minimum. Thus, even when the MCC technique is used to find optimal addressing code, the
selection of memory layout has a significant impact on address-computation overhead.

The distribution of the overheads obtained using the heuristic-based algorithms presented in Sections 5.2
and 5.1 indicate that, in general, the algorithms are not very effective at minimizing overhead. The average
overhead of layouts produced by the algorithms for each access sequence ranges from 40% to 60% higher than
minimum and is only slightly lower than average overhead of all layouts in the solution space. The importance
of selecting a suitable way to combine sub-layouts cannot be overstated. For instance, a surprising finding
is that the heuristically-generated sub-layouts for a given instance of the problem can be combined in one
way to generate the best possible overhead for that instance, and the same sub-layouts can be combined in
another way to generate the worst possible overhead.

6.4 The Efficiency of ARA Heuristics

Each of the three ARA algorithms — Leupers, Sugino, and Zhuang — can be combined with five SOA
algorithms (Figure 7) to produces a memory layout. All of the layouts produced by an ARA algorithm are
combined into a set. The distribution of overhead values for the possible layouts produced by each ARA
algorithm are shown in Figure 8. For instance, Figure 8(a) shows that Leupers’ ARA algorithm can admit
over 100 layouts with 6 cycles of overhead and 5 layouts with 5 cycles of overhead. Each of these layouts are
obtained by using different SOA and MLP solutions, but all use Leupers’ ARA algorithm.

For each access sequence, the total number of layouts varies between each ARA algorithm because each
algorithm may use a different number of ARs, yielding a different number of permutations (see Section 5.3).
Figure 8 indicates that ARA algorithms producing fewer layouts, such as Sugino’s, tend to produce better
layouts. This result indicates that it is frequently disadvantageous to use all available ARs. For instance, in
Figure 8(b), Leupers and Marwedel’s ARA algorithm yields a total of 9600 possible layouts, two of which
have a 7-cycle overhead. Alternatively, the ARA algorithm proposed by Sugino et al. generates a total of
2688 possible layouts, with 61 7-cycle-overhead layouts. Similar distributions occur for the other access
sequences.

The results also suggest that locally optimal sub-layouts do not lead to globally optimal memory layouts.
An ARA algorithm using more ARs assigns fewer variables to each register. In the case of Leupers and
Marwedel’s algorithm, and occasionally Zhuang’s algorithm, as few as two variables may be assigned to
an AR. Two variables can be trivially accessed without incurring JUMP overhead and are locally optimal.
However, if the two variables are not adjacent in the optimal memory layouts, then the MLP solution space
will never contain an optimal layout.

6.5 The Efficiency of SOA Heuristics

The distributions in Figure 9 are complementary to those in Figure 8, but focused on the layouts produced
by each of the five SOA algorithms. For instance, Figure 9(b) shows that the SOA algorithm designed by
Sugino et al. can admit over 1000 layouts with 9 cycles of overhead. Each of these layouts are obtained by
combining Sugino et al.’s SOA algorithm with one of the three ARA algorithms.

SOA algorithms are used to estimate increases in overhead when variables are assigned to ARs; which, in
turn, affects the number of sub-layouts produced by the ARA algorithms. Consequently, the total number of
layouts varies between each SOA algorithm for each access sequence in Figure 9. Low variability between the
algorithms can be partly attributed to the problem sizes. The access sequences only access 8 to 12 variables,
and the ARA algorithms assign at most 6 variables to each address register. Because the SOA sub-problems
are small the algorithms produce similar, and possibly optimal, sub-layouts. Specifically, no SOA algorithm
consistently produces sub-layouts that admit the greatest number of optimal or near-optimal layouts. In
two access sequences, OFU admits the most number of low-overhead layouts, while in one other sequence,
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Exhaustive Algorithmic
Access overhead Number of % of Layout % of
Sequence (cycles) Layouts Layouts Frequency Layouts

iir arr

4 5 0.02% 0 0.00%
5 281 1.39% 125 34.72%
6 5707 28.31% 235 65.28%
7 10526 52.21% 0 0.00%
8 3641 18.06% 0 0.00%

Average overhead 6.87 5.65

iir arr swp

6 144 0.00% 0 0.00%
7 19557 0.01% 72 0.33%
8 1514917 0.63% 2240 10.23%
9 21757157 9.08% 6515 29.77%

10 90478895 37.78% 10496 47.95%
11 104101226 43.47% 2565 11.72%
12 21628904 9.03% 0 0.00%

Average overhead 10.51 9.60

latnrm arr swp

6 323 0.02% 117 0.60%
7 10785 0.59% 303 1.55%
8 253379 13.96% 7067 36.26%
9 918134 50.60% 8198 42.07%

10 631779 34.82% 3803 19.51%
Average overhead 9.20 8.78

latnrm ptr

6 1449 0.08% 28 0.21%
7 29682 1.64% 481 3.68%
8 456647 25.17% 6093 46.58%
9 929244 51.21% 6268 47.92%

10 397378 21.90% 210 1.61%
Average overhead 8.93 8.47

latnrm ptr swp

6 323 0.02% 5 0.04%
7 7706 0.42% 138 1.04%
8 225109 12.41% 3734 28.19%
9 905303 49.90% 5881 44.39%

10 675959 37.26% 3490 26.34%
Average overhead 9.24 8.96

Table II: Number of layouts with a specific address-computation overhead, for the entire solution space. The
Exhaustive column shows distribution of memory layouts in the solution space. The Algorithmic column
shows the combined distribution of layouts produced by the 15 different ARA and SOA combinations.

Sugino et al.’s SOA algorithm admits the most number of optimal layouts.
Figure 9 also further supports previous suggestions that combining optimal sub-layouts does not result

in optimal layouts. For instance, in Figure 9(e), the OFU algorithm generates sub-layouts that combined
to form optimal memory layouts, while the Branch-and-Bound algorithm, which finds optimal sub-layouts,
does not admit any optimal memory layouts.

7. RELATED WORK

Although Leupers has presented a comprehensive experimental evaluation of algorithms for the SOA prob-
lem [Leupers 2003], the experimental study presented in this paper is the first comparative evaluation of
algorithms for the GOA problem. It has three distinguishing features:

—GOA is evaluated as three problems: address register assignment, simple offset assignment, and memory-
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Exhaustive Algorithmic
Access overhead Number of % of Layout % of
Sequence (cycles) Layouts Layouts Frequency Layouts

bf cbc.c 1

2 1 0.00% 15 0.16%
3 23 0.00% 60 0.62%
4 1737 0.10% 610 6.35%
5 30441 1.68% 3085 32.10%
6 220314 12.14% 5840 60.77%
7 668266 36.83% 0 0.00%
8 670058 36.93% 0 0.00%
9 206280 11.37% 0 0.00%

10 17280 0.95% 0 0.00%
Average overhead 7.47 5.53

sha.c 7

4 892 0.05% 56 5.74%
5 18834 1.04% 300 30.74%
6 163925 9.03% 620 63.52%
7 622917 34.33% 0 0.00%
8 722800 39.84% 0 0.00%
9 265592 14.64% 0 0.00%

10 19440 1.07% 0 0.00%
Average overhead 7.61 5.58

zdeflate.c 4

4 284 0.02% 64 6.93%
5 9302 0.51% 440 47.62%
6 122413 6.75% 482 52.16%
7 580856 32.01% 2 0.22%
8 797795 43.97% 0 0.00%
9 280278 15.45% 0 0.00%

10 23472 1.29% 0 0.00%
Average overhead 7.71 5.80

tone detector.c 0

4 68 0.34% 36 23.38%
5 932 4.62% 95 61.69%
6 6870 34.08% 23 14.94%
7 10731 53.23% 0 0.00%
8 1559 7.73% 0 0.00%

Average overhead 6.63 4.92

jdmerge.c 1

4 648 0.04% 106 10.61%
5 18308 1.01% 413 41.34%
6 171960 9.48% 480 48.05%
7 629580 34.70% 0 0.00%
8 713080 39.30% 0 0.00%
9 261384 14.41% 0 0.00%

10 19440 1.07% 0 0.00%
Average overhead 7.60 5.37

Table III: Number of layouts with a specific address-computation overhead, for the entire solution space for
the MiBench suite (part 1)
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Exhaustive Algorithmic
Access overhead Number of % of Layout % of
Sequence (cycles) Layouts Layouts Frequency Layouts

timing.c 4

4 188 0.01% 116 1.20%
5 6222 0.34% 1085 11.27%
6 99796 5.50% 4510 46.83%
7 539947 29.76% 3920 40.70%
8 828763 45.68% 0 0.00%
9 309748 17.07% 0 0.00%

10 29736 1.64% 0 0.00%
Average overhead 7.79 6.27

convert.c 0

3 1 0.00% 8 0.82%
4 289 0.16% 22 2.27%
5 5261 2.90% 240 24.74%
6 37349 20.58% 700 72.16%
7 85422 47.08% 0 0.00%
8 47538 26.20% 0 0.00%
9 5580 3.08% 0 0.00%

Average overhead 7.05 5.68

speed control.c 9

4 218 1.08% 36 26.47%
5 2547 12.63% 100 73.53%
6 7880 39.09% 0 0.00%
7 8435 41.84% 0 0.00%
8 1080 5.36% 0 0.00%

Average overhead 6.38 4.74

jccolor.c 0

4 176 0.01% 72 0.75%
5 6140 0.34% 686 7.13%
6 95145 5.24% 3550 36.87%
7 517317 28.51% 5320 55.26%
8 824619 45.45% 0 0.00%
9 342095 18.85% 0 0.00%

10 28908 1.59% 0 0.00%
Average overhead 7.82 6.47

lame.c 39

4 324 0.02% 16 1.64%
5 8086 0.45% 60 6.15%
6 109891 6.06% 600 61.48%
7 542770 29.91% 300 30.74%
8 797567 43.96% 0 0.00%
9 329278 18.15% 0 0.00%

10 26484 1.46% 0 0.00%
Average overhead 7.78 6.21

Table IV: Number of layouts with a specific address-computation overhead, for the entire solution space for
the MiBench suite (part 2) and the DSPStone suite

layout permutation.

—All known heuristic-based algorithms that generate a single approximate solution to the ARA or SOA
problems are compared against each other, and against the optimal solutions.

—The minimum address-computation overhead of each memory layout generated is computed using a min-
imum cost circulation technique.
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Fig. 8: Distribution of overhead values produced by each ARA algorithm on different test cases. The number of layouts shown
for each algorithm is the union of 5 sets of layouts, each produced with one of the 5 different SOA algorithms, but using the
same ARA algorithm. The full range of overhead values (obtained by exhaustive search) is plotted, regardless if an algorithm

produced a layout with the specified overhead.

The above mentioned heuristic-based algorithms, and the MCC technique, can produce a memory layout
and optimal addressing code in polynomial time, and thus, is a feasible approach to minimizing address
computation overhead in a production compiler. Several algorithms were not included in our study because
they may not be practical to use in a production compiler. Ozturk et al. propose an integer linear program-
ming (ILP) formulation that generates optimal addressing code (similar to the MCC technique) as well as
an optimal memory layout [Ozturk et al. 2006]. However, solving multiple ILP problems during compilation
is not practical. Additionally, the approach does not model address register initialization costs, which can
result in more registers being used than necessary; thereby, increasing address-register pressure. Atri et al.

propose an SOA algorithm that iteratively improves a given memory layout [Atri et al. 2001]. Similarly,
Wess and Zeitlhofer propose to approximate a solution to GOA by iteratively modifying offset assignments
and address register assignments [Wess and Zeitlhofer 2004]. These algorithms are omitted because their
performance depends on the initial memory layout. Leupers and David use genetic algorithms to find GOA
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Fig. 9: Distribution of overhead values produced by each SOA algorithm on different test cases. The number of layouts shown
for each algorithm is the union of 3 sets of layouts, each produced with one of the 3 different ARA algorithms, but using the
same SOA algorithm. The full range of overhead values (obtained by exhaustive search) is plotted, regardless if an algorithm

produced a layout with the specified overhead.

memory layouts [Leupers and David 1998], while Wess and Gotschlich generate memory layouts using sim-
ulated annealing [Wess and Gotschlich 1998]. The running time of these iterative techniques can be very
high because they require many simulation steps to find a low-overhead memory layout. Another drawback
is that finding a fast, but accurate, fitness function is difficult.

This study only focused on evaluating offset assignment for scalar variables in straight line code; however,
there have also been studies for array accesses in loops. Leupers and David propose a heuristic-based and
branch-and-bound algorithm to improve AR usage for array accesses in loop bodies [Leupers et al. 1998].
Cheng and Lin propose a graph-based address register allocation and data re-ordering algorithm to reduce
overhead for loop execution [Cheng and Lin 1998]. Chen and Kandemir present a scheme to transform arrays
and reschedule array accesses to reduce overhead using minimum cost traversals of reference graphs [Chen
and Kandemir 2005].
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Although our study investigates algorithms that directly generate a memory layout, overhead can also
be reduced by manipulating the access sequence through instruction scheduling and variable extraction (see
Figure 1). Rao and Pande apply algebraic transformations (such as commutativity) on expression trees to
produce a least-cost access sequence [Rao and Pande 1999]; Lim et al. manipulate the entire instruction
schedule [Lim et al. 2001]. Kandemir et al. propose an algorithm to change the access sequence after a full
or partial memory layout is formed for each basic block [Kandemir et al. 2003]. Choi and Kim propose a
unified algorithm to simultaneously find an instruction schedule and a low-overhead offset assignment [Choi
and Kim 2003]. After an instruction schedule is found, the access sequence of variables must be extracted.
Ottoni et al. coalesce variables and simultaneously find an SOA memory layout [Ottoni et al. 2006]. Similarly,
Zhuang et al. propose algorithms that coalesces variables for both SOA and GOA [Zhuang et al. 2003].
Although some of the scheduling and coalescing algorithms simultaneously find memory layouts, it is still
possible to perform an additional offset assignment pass to further reduce overhead.

8. CONCLUSION

The minimum cost circulation technique produces the optimal addressing code for a fixed memory layout
and access sequence by allowing variables to be accessed by multiple address registers. This paper shows
that the memory layout has a significant impact on the address-computation overhead, even when using
optimal address-code generation. Furthermore, current offset assignment algorithms produce sub-layouts
that can span the full range of values in the solution space. In order for current algorithms to generate
only low-overhead layouts, a new combinatorial problem, the memory-layout permutation problem, must be
solved.

Layouts generated by different ARA algorithms have different distributions of overhead values. Distribu-
tions with fewer memory layouts (due to ARA using fewer ARs) consistently produce more low-overhead
layouts. Thus, the average overhead of memory layouts produced by Sugino’s ARA algorithm is usually the
lowest. When an ARA algorithm uses more address registers, optimal sub-layouts are more easily found.
However, locally optimal sub-layouts do not necessarily produce globally optimal memory layouts. We ob-
serve instances where the naive OFU algorithm produces sub-layouts that can be combined to form optimal
layouts, while the branch-and-bound algorithm produces optimal sub-layouts that cannot be combined into
optimal layouts.

Conversely, heuristic-based SOA algorithms have very little impact on either layout quantity or quality.
However, the minimal differences between the SOA algorithms may be attributed to the small problem sizes.
The SOA algorithms are given problem instances with 6 variables or less, and the same path cover is usually
found regardless of the algorithm. Thus, for GOA problems with 12 or fewer variables, an ARA algorithm
that generates fewer sub-layouts combined with any SOA algorithm has the greatest chance of producing
sub-layouts that combine to form memory layouts with low or minimum overhead.

This paper shows that regardless of the ARA and SOA algorithms used, placing the resulting sub-layouts
contiguously in memory is a necessary optimization problem that must be solved in order to minimize
address-computation overhead in a basic block. We call this new problem the memory-layout permutation
(MLP) problem. The order of sub-layouts in memory has a significant impact on overhead, especially when
the number of sub-layouts is high. Additionally, as more variables are assigned to individual sub-layouts,
the MLP problem is reduced to the GOA problem itself. Thus, if we can find an algorithm to address the
MLP problem, the algorithm can be used to solve GOA.

Our study suggests two new directions for improving GOA solutions. One direction is to propose a
solution to the MLP problem. An alternative direction is to replace the individual solutions of the ARA,
SOA, and MLP problems with a combined method that generates memory layouts that minimizes overhead,
as computed by the minimum-cost circulation technique.
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