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Abstract

Given a graph G = (V,E), the closed interval of a pair of vertices u, v ∈ V ,
denoted by I[u, v], is the set of vertices that belongs to some shortest (u, v)-path.
For a given S ⊆ V , let I[S] =

⋃

u,v∈S I[u, v]. We say that S ⊆ V is a convex set if
I[S] = S.

The convex hull Ih[S] of a subset S ⊆ V is the smallest convex set that contains
S. We say that S is a hull set if Ih[S] = V . The cardinality of a minimum hull set
of G is the hull number of G, denoted by hn(G).

We show that deciding if hn(G) ≤ k is an NP-complete problem, even if G is
bipartite. We also prove that hn(G) can be computed in polynomial time for cactus
and P4-sparse graphs.

Keywords: graph convexity, hull number, bipartite graph, cactus graph, P4-sparse
graph.

1 Introduction

In this paper, we adopt the graph terminology defined in [2]. All the graphs
studied in this work are considered to be simple and undirected.
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Given a graph G = (V, E), the closed interval of a pair of vertices u, v ∈ V ,
denoted by I[u, v], is the set of vertices that belong to some shortest (u, v)-
path. If S ⊆ V , let I[S] =

⋃

u,v∈S I[u, v]. We say that S ⊆ V is a convex set

if I[S] = S. Given a subset S ⊆ V , the convex hull Ih[S] of S is the smallest
convex set that contains S. We say that S is a hull set if Ih[S] = V . The
cardinality of a minimum hull set of G is the hull number of G, denoted by
hn(G). The Hull Number problem is to determine whether hn(G) ≤ k, for a
given graph G and an integer k. This problem is NP-complete [5].

The Hull Number problem was defined in [7]. In [8], results of abstract
convexity are shown to be valid for graph convexities. An oriented version of
the Hull Number problem is studied in [4]. The hull number of a cartesian
product of two connected graphs is characterized in [3]. Dourado et al. [6]
show some bounds for the hull number of triangle-free graphs. In [5], it is also
proved that the hull number of unit interval graphs, cographs and split graphs
can be computed in polynomial time.

In Section 3, we answer an open question of Dourado et al. [5] by showing
that it is NP-hard to compute the hull number of a given bipartite graph. We
then present polynomial time algorithms to compute the hull number of cacti,
in Section 4, and of P4-sparse graphs in Section 5. This last result extends the
previous known result for cographs [5]. Finally, we present some concluding
remarks.

2 Preliminaries

In order to present our main results, it is necessary to first point out some
observations on hull sets.

Lemma 2.1 ([5]) Every simplicial vertex of a graph G belongs to any hull

set of G.

Lemma 2.2 ([5]) If a graph G is not complete, then every universal vertex

u of G does not belong to any minimum hull set of G.

Lemma 2.3 ([5]) Let G be a graph and H be an isometric subgraph of G.

Then for every hull set S of H it holds that V (H) ⊆ Ih(S)G.

Lemma 2.4 ([5]) Let G be a graph and S a proper and non-empty subset of

V (G). If V (G)\S is convex, then every hull set of G contains at least one

vertex of S.



Fig. 1. Subgraph of the bipartite instance G(F) containing the gadget of a variable
xi that appears positively in clauses C1 and C2, and negatively in C8. If xi appears
positively in Cj , link a6

i to cj through y
j
i . If it appears negatively, we use b6

i instead
of a6

i . See the appendix for more details.

3 Bipartite graphs

In this section, we study the complexity of the Hull Number problem for
bipartite graphs.

Theorem 3.1 Given a bipartite graph G and an integer k, deciding if hn(G) ≤
k is an NP-complete problem.

Sketch of the proof: This proof is a modification of the one presented for
general graphs [5]. We reduce SAT to Hull Number in bipartite graphs by
creating an instance as depicted in Figure 1.

As it happens in the proof in [5]: a given SAT formula F is satisfied if,
and only if, the hull number of the corresponding bipartite instance is at most
n + 1, where n is the number of variables of F .

✷

Now, we show some approximability results. Let IG(G) be the incidence

graph of G, obtained from G by adding one vertex suv, for each edge uv ∈
E(G), and replacing the edge uv by the edges usuv, suvv.



Proposition 3.2 hn(IG(G)) ≤ hn(G) ≤ 2hn(IG(G)).

Corollary 3.3 If there exists a k-approximation algorithm B to compute the

hull number of bipartite graphs, then B is a 2k-approximation algorithm for

any graph.

4 Cacti graphs

It is easy to observe that the hull number of a tree is equal to its number of
leaves. In this section, we generalize this simple result to the class of cacti.
A cactus is a graph in which every pair of cycles have at most one common
vertex. In order to compute the hull number of a cactus, we show how to
select the vertices of a minimum hull set.

Lemma 4.1 Let C be an induced cycle in G. If C has at most one vertex

v with degree strictly more than 2, then any minimum hull set of G contains

either one or two vertices of V (C).

Lemma 4.2 Let C be an induced cycle in G. Let v1, . . . , vk be the vertices of

C having degree greater than two, for k ≥ 2. If there is a set of vertices S of

C such that they are not in any shortest (vi, vj)-path, 1 ≤ i, j ≤ k, in C, then

any minimum hull set of G contains exactly one vertex of S.

Theorem 4.3 Given a cactus G, hn(G) can be found in linear time.

Proof. By a simple breadth-first search all the cycles of a cactus can be
detected. For each one, it is necessary to detect if it has at most one vertex of
degree greater than two. In case it has at least two vertices of degree greater
than two, it is necessary to also verify if there is a set S satisfying Lemma 4.2.
Finally, every vertex of degree one must be chosen. These tests can be done
in linear time and the result follows by Lemmas 2.1, 4.1 and 4.2.

✷

5 P4-sparse graphs

A graph is said to be a cograph if it is P4-free. Computing the hull number of
cographs can be done in polynomial time [5]. In this section, we extend this
result to the class of P4-sparse graphs which properly contains the cographs.

A graph is P4-sparse if, for every S ⊆ V such that |S| = 5, G[S] contains
at most one induced P4 . Clearly, a cograph is a P4-sparse graph. We call
G a strict P4-sparse graph if G is P4-sparse and contains at least one P4 as
induced subgraph.



The algorithm we present to compute the hull number of any P4-sparse
graph G uses its modular decomposition tree T (G). The idea is to perform a
post-order traversal in T (G) calculating hn(G). The definition and classical
results about the modular decomposition of graphs can be found in [10].

It is known that the neighborhood nodes of the modular decomposition
of P4-sparse graphs are spiders [9]. A spider is a graph whose vertex set can
be partitioned into disjoint sets S, K, and R such that: |S| = |K| ≥ 2, S is
a stable set, K is a clique; every vertex in R is adjacent to all the vertices
in K and to no vertex in S; there exists a bijection f : S −→ K such that,
for all vertices s ∈ S, either NG(s) ∩ K = K − {f(s)} (thick spider) or
NG(s) ∩ K = {f(s)} (thin spider).

Note that R may be empty, it is the only possible non-trivial strong sub-
module of a spider, and that if |S| = |K| = 2, the spider is, by definition,
thin and thick. However, in order to simplify the notation in the proofs, we

consider that a spider is called thick if, and only if, |S| = |K| ≥ 3. Moreover,
we remark that it is possible to find a modular decomposition tree in such a
way that the series and parallel nodes of the tree have only two children each.

Finally, we present how to compute the hull number of each inner node
of the modular decomposition tree of a P4-sparse graph. First, we need the
following lemma:

Lemma 5.1 Let G = (V, E) be an arbitrary graph such that V can be parti-

tioned into three sets: a clique K, a non-empty set R which is not a clique,

and S = V \(K ∪ R) with the property that, for every vertex v ∈ R, we have

(N(v)∩ (V \R)) = K. Then any minimum hull set of G contains a minimum

hull set of the subgraph H ⊆ G, induced by K ∪ R.

Lemma 5.2 ([5]) If G = G1 ∪ G2, for any two graphs G1 and G2, then

hn(G) = hn(G1) + hn(G2).

Lemma 5.3 Let G1 and G2 be two P4-sparse graphs and G = G1⊕G2. Then,

hn(G) can be computed in polynomial-time.

Lemma 5.4 Let G = (S ∪ K ∪ R, E) be a spider. Then,

hn(G) =

{

|S| + hn(G[K] ⊕ G[R]), if R 6= ∅ and R is not a clique;

|S| + |R|, otherwise.

Theorem 5.5 Given a P4-sparse graph G, the hull number of G can be found

in polynomial time.

Proof. The modular decomposition tree of any graph G can be found in linear
time [11].



The complexity of the post-order traversal is O(n). For each inner node,
the algorithm may spend O(n) operations in case 2 of Lemma 5.3 or when R 6=
∅ in Lemma 5.4. Consequently, the complexity of the algorithm is O(n2). ✷

6 Conclusions

In this paper, we simplified the reduction of Dourado et al. [5] to answer
two questions they asked about the complexity of computing the hull number
of triangle-free graphs and, in particular, of bipartite graphs. However, the
complexity of this problem for interval graphs and chordal graphs remains
open.

Finally, we used the modular decomposition tree of P4-sparse graphs to
compute the hull number of these graphs. The P4-sparse graphs are contained
in the class of (q, q−4)-graphs for which every set of q vertices induce at most
q − 4 disjoint P4’s [1]. It would be nice to extend our results to this class of
graphs.
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