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Abstract. Indistinguishability properties are essential in formal verification of cryptographic proto-
cols. They are needed to model anonymity properties, strong versions of confidentiality and resistance
against offline guessing attacks, which can be conveniently modeled using process equivalences. We
present a novel procedure to verify equivalence properties for bounded number of sessions of crypto-
graphic protocols. As in the applied pi-calculus, our protocol specification language is parametrized by
a first-order sorted term signature and an equational theory which allows formalization of algebraic
properties of cryptographic primitives. Our procedure is able to verify trace equivalence for determi-
nate cryptographic protocols. On determinate protocols, trace equivalence coincides with observational
equivalence which can therefore be automatically verified for such processes. When protocols are not
determinate our procedure can be used for both under- and over-approximations of trace equivalence,
which proved successful on examples. The procedure can handle a large set of cryptographic primitives,
namely those which can be modeled by an optimally reducing convergent rewrite system. The procedure
is based on a fully abstract modelling of the traces of a bounded number of sessions of the protocols
in first-order Horn clauses on which a dedicated resolution procedure is used to decide equivalence
properties. Although, we were unable to prove termination of the resolution procedure, the procedure
has been implemented in a prototype tool A-KiSs (Active Knowledge in Security Protocols) and has
been effectively tested on examples some of which were outside the scope of existing tools, including
checking anonymity of an electronic voting protocol.

1 Introduction

Cryptographic protocols are distributed programs which rely on the use of cryptography to secure electronic
transactions such as those that arise in electronic commerce and wireless communication. They are also being
applied in new domains such as in Internet voting—legally binding political elections in Estonia, Norway
and Switzerland offer the possibility for Internet voting in 2011. This has led to increasing demands on
the complexity of desired security properties, leading to more complex cryptographic protocols. Given the
socio-economic-political consequences and the history of incorrect design of cryptographic protocols, the
need for formal proofs of correctness of protocols is of great importance and has been widely recognized.
Formal reasoning about cryptographic protocols is challenging as one has to reason against all potentially
malicious behavior—all communication between protocol participants is assumed to be under the control of
an adversary.

In order to make the task of formal analysis amenable to automation, usually the assumption of back-box
cryptography and unbounded computational power on the part of the adversary is made. This adversarial
model is often called the Dolev-Yao model as it is derived from the positions that Dolev and Yao took in
their seminal paper [36]. It has proved extremely successful, and there are several automated tools [13, 6, 29,
38] that can automatically check trace-properties such as (weak forms of) confidentiality and authentication.
While these trace-based properties are certainly important, many crucial security properties can only be
expressed in terms of indistinguishability (or equivalence). They include strong flavors of confidentiality [14];
resistance to guessing attacks in password based protocols [10]; and anonymity properties in private authen-
tication [3], electronic voting [33, 9], vehicular networks [30,31] and RFID protools [5,18]. More generally,
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indistinguishability allows to model security by the means of ideal systems, which are correct by construc-
tion [4, 32]. Indistinguishability properties of cryptographic protocols are naturally modeled by the means of
observational and testing equivalences in cryptographic extensions of process calculi, e.g., the spi [4] and the
applied-pi calculus [2]. While we have good tools for automated verification of trace properties, the situation
is different for indistinguishability properties. This paper is an attempt to address this concern.

State-of-the-art. Many results have been obtained in the restricted case of a pure eavesdropper, i.e., a passive
adversary: for static equivalence many decidability results have been shown [1,27,7] and exact [11,25] and
approximate [15] tools exist for a variety of cryptographic primitives. In the case we consider indistinguisha-
bility in the presence of an active adversary, who can interact in an arbitrary way with honest participants
less results are known. Hiittel [41] showed undecidability of observational equivalence in the spi calculus,
even for the finite control fragment, as well as decidability for the finite, i.e., replication-free, fragment of
the spi calculus. The decidability result however only holds for a fixed set of cryptographic primitives and
does not yield a practical algorithm. Current results [15] allow to approximate observational equivalence for
an unbounded number of sessions. However, this approximation does not suffice to conclude for many appli-
cations, e.g., [33,5]. Our approach overcomes these limitations for some applications in [33]. We still cannot
conclude for the e-passport example in [5], albeit for a different reason: our procedure does not currently
handle else branches in protocols.

Symbolic bisimulations have also been devised for the spi [17,16,47] and applied pi calculus [34,43]
to avoid unbounded branching due to adversary inputs. However, only [34,47] and [17] yield a decision
procedure, but again only approximating observational equivalence. The results of [34] have been further
refined to show a decision procedure on a restricted class of simple processes [28]. In particular they rely on
a procedure deciding the equivalence of constraint systems, introduced by Baudet [10], for the special case of
verifying the existence of guessing attacks. Baudet’s procedure allows arbitrary cryptographic primitives that
can be modeled as a subterm convergent rewrite systems [1]. An alternate procedure achieving the same goal
was proposed by Chevalier and Rusinowitch [21]. However, both procedures are highly non-deterministic and
do not yield a reasonable algorithm which could be implemented. Therefore, Cheval et al. [19] have designed
a new procedure and a prototype tool to decide the equivalence of constraint systems, but only for a fixed set
of primitives. Tools have also been implemented for checking testing equivalence [37], open bisimulation [47]
and trace equivalence [20] for a bounded number of sessions but only a limited set of primitives. One may
note that [20] is the only decision procedure to consider negative tests, i.e., else branches, which are crucial
in several case studies [5, 3].

Our contribution. In this paper we introduce a new procedure for verifying equivalence properties for pro-
cesses specified in a cryptographic process calculus (without replication). The messages in the calculus are
modeled as terms equipped with an equational theory, similar to the applied pi calculus. Our main contri-
butions are as follows.

— Our procedure checks for two equivalences which over- and under-approximate the standard notion of
trace equivalence ~; for cryptographic protocols: the under-approximation can be used to prove protocols
correct while the over-approximation can be used to rule out incorrect protocols.

— Cortier and Delaune have shown in [28] that observational equivalence coincides with = for the class of
determinate processes. They also give a decision procedure for a strict sub-class of determinate processes,
namely, simple processes. We show that the coarser relation coincides with ~/;, and thus our procedure
can be used to verify observational equivalence for the whole class of determinate processes.

— A novelty of our procedure is that it is based on a fully abstract modeling of symbolic traces for a bounded
number of sessions in first-order Horn clauses. This is in contrast to the constraint-solving techniques
employed by Tiu et al. [47], Cheval et al. [19, 20], Baudet [10] and Chevalier et al. [21] for verifying under-
approximations of observational equivalence. Techniques based on Horn clauses have been extensively
used, e.g., by Blanchet [13], Weidenbach [48] and Goubault [40], in the case of an unbounded number
of sessions. Of these tools, only Blanchet [13] can verify an equivalence property, which happens to be
an under-approximation of observational equivalence. Horn clause modeling of an unbounded number of



sessions of security protocols may allow false attacks. On the other hand, we have proven our modeling
of a bounded number of sessions to be precise.

— Our modelling is fully abstract for arbitrary cryptographic primitives that can be modeled as a con-
vergent rewrite system which has the finite variant property. Not only this strictly includes the class
of primitives that can be modeled as subterm convergent rewrite systems, this allows us to handle a
larger class of cryptographic primitives than [47, 19, 20, 10,21, 13]. For example, this allows us to handle
trapdoor commitment as used by Okamoto for electonic voting in [46]. Although we were unable to prove
termination of our procedure, we conjecture it to terminate for the class of cryptographic primitives that
can be modeled as subterm convergent rewrite systems. Our conjecture is supported by experimental
evidence.

— Our procedure is implemented in the AKiSs (Active Knowledge in Security protocols) prototype tool
and used it among others to successfully prove anonymity in an electronic voting protocol [39]. For this
electronic voting protocol, this is the first automated proof.

2 Preliminaries

2.1 Terms

Let F be a signature, i.e., a finite set of function symbols and let ar be a function which assigns to each
function symbol a natural number. Given a function symbol f € F, we say ar(f) € N is the arity of f. A
function symbol of arity 0 is called a constant. Given a set of atoms A and a signature F, we denote by
Tr, 4 the set of terms built inductively from A by applying functions symbols in F. Given sets of atoms
Ai, Az, ..., Ay, we denote the set Tr U, ., 4 bY TF A, 4., A, We assume that we have the following
countably infinite pairwise disjoint sets: a set N of private names, M of public names, a set C of public
channel names, a set W of parameters, and a set X of message variables. Intuitively, elements of the set
N represent nonces generated by honest principals of a protocol, elements of M represent nonces available
both to the adversary and to the honest participants and elements of C represent names of public channel
(e.g. the name of a public network). Elements of W are pointers used by the adversary to refer to messages
output by the honest participants in a protocol. We fix an enumeration ws, ws, . .. of the elements of W. We
let x,y, z range over X. We also define the following set of terms:

— Terms denotes the set of all terms T ar a1, x
— Messages denotes the set of messages Tr am
— SMessages denotes the set of symbolic messages Tr ar i, x-

If ¢t is a term, we denote by wars(t) the set of variables appearing in t, by names(t) the set of names
(public or private) appearing in ¢ and st(¢) the set of all subterms of ¢. The functions vars, names and st are
extended as expected to sequences and sets of terms. A position is a string of positive natural numbers and
¢ denotes the empty string. The set pos(t) of positions of a term ¢ is defined as usual. If p € pos(t) then ¢,
is the subterm of ¢ at position p.

Ezample 1. Consider the signature F = {enc, dec, pair, fst,snd} where ar(enc) = 3, ar(dec) = ar(pair) = 2
and ar(fst) = ar(snd) = 1. The term ¢ = pair(enc(a, k1,71), enc(b, k2, r2)) models the pair of the encryptions
of public names a and b with keys ki, resp. ko and randomness ry, resp. ro. The set of positions pos(t) =
{e,1,11,12,13,2,21,22,23} and t. = ¢, t; = enc(a, k1,71) and tog = 7.

Substitutions. A substitution is a partial function o : WUX — Terms. We only consider substitutions which
map elements of W to elements in Messages, elements of X' to elements of SMessages. The domain of o
shall be denoted by dom(o). For our purposes, we only consider substitutions with finite domains. We let
range(o) = {o(u) € T|u € dom(o) }. If dom(o) = {u1,uz,...,un } and ¢; = o(u;) for each 1 < ¢ < n
then we shall write o as {u; — t1,...,up — t, }. o is said to be ground if range(c) C Messages. The
notation names(c) will denote the set names(range(o)). As usual, a substitution extends homomorphically



to a function apply, : Terms — Terms obtained by “applying” o. Given t € Terms, we denote apply, (t) by
to. If o is a substitution and X C dom(c), we denoted by o[X] the substitution whose domain is restricted
to X.

2.2 Rewriting and unification

Two terms s and t are (syntactically) unifiable if there exists a substitution ¢ such that so = to. We denote
by mgu a function which associates to any two unifiable terms s and ¢ a most general unifier ¢ of s and ¢
such that o = olvars(s,t)]. It is well known [8] that for any two unifiable terms s and ¢, there is a most
general unifier, unique up to variable renaming.

A rewrite system R is a set of rewrite rules of the form ¢ — r where £,r € Terms, names(l,r) = () and
vars(r) C (£). A term t can be rewritten in one step to u, denoted t —g u, if there exist a position p € pos(t),
arule £ — r in R and a substitution o such that t|, = fo and u is as ¢ where the subterm |, is replaced
by ro. —% denotes the transitive and reflexive closure of —r. A rewrite system is said to be confluent if for
any t,t1,ts such that t —% ¢ and ¢t —§ t2 there exists v such that t; = u and to —§ u. A rewrite system
is said to be terminating if it does not admit any infinite sequence ty —gr t; —r t2 —r .... It is convergent
if it is both confluent and terminating. We denote by ¢]g the normal form of a term ¢. When R is clear from
the context or unimportant we simply write ¢|. Two terms s and ¢ are said to be equal modulo R, written
s =r t, if s}Jg = tlg. Given a substitution o we denote by o a substitution such that dom(cl) = dom(o)
and for all u € dom(o) ol(u) = o(u)l.

Ezample 2. Continuing Example 1, consider the rewrite system R = {dec(enc(z,y, 2),y) — =z, fst(pair(z,y)) —
x,snd(pair(z,y)) — y}. The first rewrite rule models that a message can be decrypted, provided decryption
uses the same key (represented by variable y) as encryption. The two last rules model projection of the first
and second component of a pair. Then we have that t = fst(pair(dec(enc(a, k, ), k),b)) —r fst(pair(a, b)) —r
a=tlg.

Given a convergent rewrite system, we now define the notion of complete set of variants, which was
introduced by Common-Lundh and Delaune [26].

Definition 1. A set of substitutions variants(t1, . .., t;) s called a complete set of variants of terms ty, ...t
if for any substitution w there exist o € variants(ty,...,tx) and a substitution T such that for all 1 < j <k
we have that wlvars(t;)|L = (ol7)[vars(t;)] and (t;w)l = (t;0)lT.

Intuitively the set of variants of ¢ represents a pre-computation such that any instance of ¢ in normal
form is syntactically equal to an instance of to;] for some ¢, without the need to apply further rewrite
steps. A rewrite system has the finite variant property if for any sequence of terms a finite, complete set of
variants exists. In [23], Ciobac& presents an algorithm for computing such complete sets of variants which is
correct whenever the rewrite system is optimally reducing [45]. Optimally reducing rewrite systems include
subterm convergent systems [1] (and hence the classical Dolev Yao theories for encryption, signatures and
hash functions), as well as a theory for modeling blind signatures [42]. Moreover, complete sets of variants
can be used to perform unification modulo R [23].

Definition 2. A set of substitutions mgug({s; z t:Yicr) is called a complete set of unifiers modulo R of the

system of equations {s; . titier if:

1. dom(c) C vars(X) (for all o € mgug({s; L titier)),

2. sijo =r t;o (for alli € I and for all o € mgug({s; . ti}icr)) and

3. any 6 such that s;0 =g ;0 for all i € I is such that 3o € mgug({s; Z tiYicr)3r : 0[X] =r (o7)[X].
where X = vars({s;,ti ticr)-

For singleton systems, we also write mgug(s,t) instead of mgug({s,t}).
From now on we assume that the rewrite system is convergent and has the finite variant property.



2.3 Frames, deducibility and static equivalence

Recall that we have fixed an enumeration wy, ws, ... of the elements of the set W. We will use the notion of
a frame to represent messages which have been recorded by an attacker.

Definition 3. A frame ¢ is a substitution {wy > t1,...,wy, — t,} where t; € Messages (1 < i <n).

Note that in our definition, every frame with |dom(¢)| = n has dom(p) = {w1,...,w,}. We denote the
set of all frames as Frames. The adversary can use the messages learnt from the run of a protocol to construct
new messages. This is modeled as the deducibility relation.

Definition 4. Any term in Tr am,w is said to be a recipe. We say that a message t is deducible from ¢ with
a recipe r (written as ¢ " t) if t € Messages and r¢ =r t. We write Recipes for the set Tr -

A frame ¢’ = {wy — t),...,wy — t).} extends a frame ¢ = {wy — t1,...,w, — t,} if m > n and if
t. =1t; for all 1 <i < mn. It is easy to see that if ¢’ extends ¢ and if ¢ F" ¢ then ¢’ F" ¢.

Ezample 3. Consider the signature F and the rewrite system R in Example 2. Let o{wy — enc(s, k,r),ws —
k} where s, k,r € N are private names. Then we have that ¢ Fde<(®1,w2) 5 Note that dec(w, k) ¢ Recipes
as k € N. If we had that s € M we would also have that ¢ F* s reflecting that public names are always
deducible.

We now define static equivalence of frames to capture indistinguishability of sequences of messages.

Definition 5. Let 1,75 € Recipes. A test 1 - ro holds in a frame ¢ (written (11 = r2)p) if ¢ F™ ¢ and
@ F"2 t for some t, i.e., r1 and ro are recipes for the same term in .

A frame o1 is statically included in @y (written ¢1 T w2) iff for all r1,79 € Recipes we have that
(r1 = ro)p1 implies (r1 = ra)p2. Two frames ¢1 and o are statically equivalent (written o1 ~s p2) iff
01 Cs 2 and o2 Cs 1.

Ezample 4. Let a,b € M and r k, k' € N. We have that {w; — enc(a,k,r),wy — k} %5 {w —
enc(b, k,r),wa — k} because the test (dec(wy,ws) = a) distinguishes both frames. However, {w; —
enc(a,k,r),we — k'} =5 {w; — enc(b,k,r), w2 — k'}. Moreover, we have that {w; — a,wy — b} Cj
{wy = a,ws — a} while {w; — a,wy — a} Ls {w1 — a,ws — b}.

3 A cryptographic process calculus

We shall assume that cryptographic protocols are modeled using a simple process calculus which has similar-
ities with the applied pi-calculus [2]. Applied pi-calculus has proved to be useful for specifying and verifying
cryptographic protocols; and there are tools that automate verification of protocols in this model [13]. We
shall further restrict our attention to the finite, i.e., replication-free fragment of applied pi-calculus. This re-
striction is important because observational equivalence becomes undecidable with replication [41]. However,
even with the restriction, one can model a bounded number of protocol instances.

We define our process calculus in this section. We begin by defining its syntax.

Syntaz. Recall that we have fixed a first-order signature F, a set N of private names, M of public names,
a set C of public channel names, a set W of parameters, and a set X' of message variables (see Section 2).
The terms of the set 7z a- am,w,x are also identified modulo a fixed subterm convergent rewrite system R
(see Section 2).

We model a bounded number of instances of a cryptographic protocol as a finite set of traces. Traces are
defined using sequences of actions generated by the following grammar (note that here in and out are fresh
symbols not occurring in F):



a ::=in(c, z) receive action

out(c,t) send action
?
[s =1] test action
where z € X, s,t € SMessages, ¢ € C. A trace T is a sequence of actions T' = aj.as. . ... an. As usual, a receive

action in(c, z) acts as a binding construct for the variable z. We assume the usual definitions of free and
bound variables for traces. We also assume that each variable is bound at most once. A trace is ground if
it does not contain any free variables. The set of ground traces shall be represented as GndTraces. We also
assume the usual definition of a name occurring in a trace.

A process P is defined to be a set of traces P = {T1,...,T,}. We say that a process is ground if all of its
traces are ground. We identify traces with singleton processes.

Remark 1. We do not have an v operator: the binding happens implicitly by the use of private names in A.
We have also not explicitly included the parallel operator | and the choice operator +. One could include
these and generate the corresponding set of traces. Thus, there is no loss in expressivity. However, an explicit
enumeration of the traces can result in an exponential number of traces.

Semantics. The semantics of a process is defined using the semantics of its traces. The semantics of a
trace is given in terms of a labeled transition system T. We assume that all interactions between protocol
participants are mediated by the adversary. The labeled transition system records the interaction of the
protocol participants with the adversary. The set of labels of T is defined using the set Recipes. Recall that
the set Recipes is the set 7Tz a0 (see Section 2). The set of labels, Labels, is

Labels = {in(c,r), out(c), test | r € Recipes,c € C }.

The labeled transition system T is a subset of (GndTraces x Frames) x Labels x (GndTraces x Frames) and
we shall write (T}, ¢) EN (T",¢") whenever ((T, ), ¢, (T',¢’)) € T. The frame in the transition system is used

to record the messages that the protocol participants have sent in the past. The relation % is defined as
follows:

pE"t

RECEIVE )
(in(c,z).T, ¢) —=% (T{x — t},¢)

SEND
ut(c)
(OUt(Ca t)'Ta ‘»0) ° ’ (T7 pU {w|d0m(cp)|+1 = t})

s=rt

? test

([s=t].T,p) —

TEST

(T, )

The label in(c, r) indicates a message sent by the adversary over the channel ¢ and r is the recipe that
adversary uses to create this message. The label out(c) indicates a message sent over the public channel ¢

and transition rule SEND records the message sent in the frame. Finally, the rule Test is an internal action.

As usual, we shall write (7o, ¢o) RIEEUN (T, on) when (To, o) L, (Th, 1) - - Ly (T, on) and we say

that ¢ ...4, is a run of (Tp, o). We shall write (T, ) EN (T",¢") when either (T, ) st btest”, (T, ¢")
and ¢ # test or (T, ¢) fest?, (T',¢") and ¢ = test, where test* denotes an arbitrary number of test actions.
We write (T, ¢) LIEEUN (T, pn) when (T, ¢) =N (Th, 1) L, L (Thypn). U P ={T1,...,T)n} is a
process, we write (P, ) LU (T, ") (resp. EHEUN (T, ")) if there exists a trace T € P such that

(T, ) b (77,1 (vesp. (T, ) 2222 (17, o)),



Process equivalences. In this section we will define different flavors of trace equivalence which will be useful
in this paper. We first recall the standard definition of trace equivalence in cryptographic process algebras.

Definition 6. (Trace equivalence) A ground process P is said to be trace-included in a ground process

Q (written P C; Q) if whenever (P, ) LEUN (T, ) then there exist T, @' such that (Q,0) LEIUN (T', ")

and p =5 ¢'. Two processes P and @ are trace-equivalent (written P =~y Q) if P T, Q and Q C; P.

We will also define two other notions of trace equivalence, one coarser and one more fine-grained. The
coarser trace equivalence, which we denote by =z.; is the trace equivalence that can actually be verified by
our procedure.

Definition 7. Given ground processes P and Q, we say that P T. Q if whenever (P,() Lon, (T, )

then there exist T, ¢’ such that (Q,0) LN (T, ¢") and ¢ T4 ¢'. We say that P =, Q if P Tt Q and
Q Ect P.

The following example illustrates the difference between ~z; and ~;.

Ezample 5. Let P and Q be the ground processes defined as follows: P = {out(c,a).out(c,a) } and Q =
{ out(c, a).out(c, a),out(c, a).out(c,b) }. Clearly P C. Q. Observe also that Q@ C. P. This is because
{wy = a,ws — b} C5 {wy — a,wy — a}. Thus, P =, Q. But P %; Q.

We will however show that these two notions coincide for a class of determinate processes. In the context
of the applied pi calculus determinate processes were previously studied by Cortier and Delaune in [28].

Definition 8. (Determinate process) We say that a ground process P is determinate if whenever (P, () Lpln,

L1,
(T, ) and (P,0) === (T7, ') then ¢ = ¢
Intuitively, determinate processes are processes in which the adversary’s static knowledge at any instance
is completely determined by its past interaction with the protocol participants. The following is immediate
from the definition.

Proposition 1. A ground trace, i.e, a ground process consisting of single trace, is determinate.

As already mentioned above, it was demonstrated in [28] that trace equivalence coincides with obser-
vational equivalence for determinate processes. We show that =; and =.; also coincide for this class of
processes.

Theorem 1. If P and @ are ground processes then P =; Q implies P ~. Q. Furthermore if P and Q) are
determinate, then P = Q implies P ~; Q).

Proof. Let P and @ be determinate processes.

(=) Follows immediately from definition of &; and =..
(<) We need to show that P ~. @ implies P =~; Q). We proceed by contradiction. Suppose that P =, Q

and P #; Q. We suppose P [Z; Q (the case of Q [Z; P being symmetric). As P [Z; @ we have that there
01,00

exist £1,...,4,, T, @, such that (P,0) === (T, ) and
1. either there exist no ¢’, 7" such that (Q,0) Lohn, (T, ¢"),
O, b

2. or for all @', T" such that (Q, ) ==== (T, ¢') we have that p %, ¢’.
In the first case, P #. @, contradicting our hypothesis. In the second case, as ¢ %, ¢’, there exist r,r’

such that (r = r")p and (r # r')¢’ (or vice-versa, the other case is symmetric). As P C,, @, we have

that there exist T, " such that (Q,0) LEIVN (T",¢") and ¢ T, . Hence, we have (r =1")¢". As Q

is determinate, we have that ¢’ a5 ¢”. This yields a contradiction, as (r # )¢’ and (r = ')’ would
imply ¢’ 7 ¢". O

Additionally, we introduce a more fine-grained notion of trace equivalence, denoted ~s ;.



Definition 9. Given ground processes P and @, we say that P Tp @ whenever for all trace T' € P there
ezists a trace T" € Q such that T ~; T'. We say that P =g Q if P Cp Q and Q Tp P.

It follows directly form the definition that ~ C=s;. The difference between these two relations is illustrated
by the following example.

Ezxample 6. Let P and @ be ground processes defined as follows:

(C, QZ) = )
Ec, mg[x = enc(b, k)|out(c, k)}

where k € N is a private name and a, b are constants. The test © = enc(dec(z, k), k) simply checks whether
x is an encryption with key k. It is not difficult to see that P ~; @ but P %5 Q.

P = { out(c, enc(a, k)).out(c, enc(b, k)).in
out(c, enc(a, k)).out(c, enc(b, k)).in
Q = { out(c, enc(a, k)).out(c, enc(b, k)).in

As already mentioned our procedure is able check =2, which coincides with ~; when processes are
determinate. In the case where processes are not determinate we can use our procedure to check =, and
~f in order to over- and under-approximate ~%;. Indeed, as traces are determinate processes a procedure for
checking ~.; can be used to verify ~y.

4 Modeling traces as Horn clauses

Our decision procedure is based on a fully abstract modelling of a trace in first-order Horn clauses. We give
the details of this modelling; we start by giving some definitions that we need for defining the predicates
used in the logic.

Symbolic labels and symbolic runs. We define the set of symbolic labels as
SLabels = {in(c, t), out(c), test | t € SMessages, ¢ € C}

and the set of symbolic runs as the set of finite sequences of symbolic labels (see Figure 1). The empty
sequence is denoted by e. We will often be lazy and write (empty space) for e. Intuitively, a symbolic label
stands for a set of possible labels, and a symbolic run stands for a set of possible runs of the protocol.

Symbolic Recipes. We assume a set ) of recipe variables disjoint from X. The set of terms 7x aq, v,y shall be
called symbolic recipes and denoted by SRecipes. We use capital letters X,Y, Z to range over ). Intuitively,
a symbolic recipe stands for a set of recipes.

We can extend the definition of substitutions to include variables from ) in its domain. However, we only
consider substitutions that map variables in ) to SRecipes. A ground substitution must map variables in Y
to Recipes. The notion of most general unifiers is extended to symbolic recipes as expected.

Predicates. The predicates used in our modelling and the semantics of the predicates are given in Figure 1.
The predicates are interpreted over a triple— a trace T, a frame ¢ and a substitution o. We have four kinds
of predicates of the logic, all of whom have a symbolic recipe as an argument. Intuitively, the reachability
predicate r,, says that each run represented by w is possible. The intruder knowledge predicate ki, (R, t) says
that whenever a run represented by w happens, the (symbolic) message ¢ can be constructed by the intruder
using the (symbolic) recipe R. The identity predicate i,,(R, R') says that whenever the (symbolic) run SR
happens, the (symbolic) recipes R and R’ are recipes for the same (symbolic) term. The reachable identity
predicate ri,, (R, R') is a short form for the conjunction of the predicates r,, and i, (R, R’).



Symbolic Runs (¢ € SLabels):
u,v,w:=¢€ | L,w

Predicates (w € SRuns, R € SRecipes,t € SMessages) :
lw (Reachability predicate)

kw(R,t) (Intruder knowledge predicate)

iw(R, R") (Identity predicate)

riw(R, R') (Reachable identity predicate)

Semantics (¢; € SLabels, R € SRecipes,t € SMessages, T' € GndTraces, ¢ € Frames, o a ground substitution):

(T, 00,0) = res,.. if (T, 00) =5 (T4, 1) =2 ... =2 (T, o)
such that ¢;o0 =r Lipi;—1 forall 1 <i<mn
(T, 0,0) = ke, o0, (R, t)  if when (T}, 00) =% (Th, 1) =2 ... 2% (Th, on)
such that ¢;0 =g Lip;—1 forall 1 <i<mn
then ¢!, H to
(T, 0,0) Eiey,...0; (R, R') if there exists ¢ s.t.
(Tv ®o, U) ': kfly-wfi (R7 t) and
(T7 ¥0, (7) ': eyt (Rlv t)
(Tv $o, U) ': riélw-,@i (R7 R/) if (Tv $o, U) ': Feq,....¢; and (Ta $o, 0) ': iel:“wei (Rv Rl)

Fig. 1: Predicates

Formulas and statements. We consider first-order formulas built using the above predicates and the usual
connectives (conjunction, disjunction, negation, implication, existential and universal quantification). As
in the case of predicates, a formula is interpreted over a triple consisting of a trace T, a frame ¢ and a
substitution ¢; and the semantics is defined as expected. For ground formulas we do not need the substitution
o and when a formula f is ground we simply write (T, ¢) = f to denote that this formula holds for (7, ¢).
If moreover, dom(p) = 0, we simply write T = f for (T,0) = f.

We now identify a subset of the formulas, which we shall call statements. Statements will take the form
of Horn clauses, and we shall be mainly concerned with them.

Definition 10. A statement is a Horn clause of the form H < By, ..., B, where:

1. He{r, ok, (Rt) iy, (R,R),ri, 1 (R, R}

2. For each 1 <1 <mn,B; =k, 1 (X, t:)

for somely, ...l € SLabels, t € SMessages, R, R’ € SRecipes, j; < k, t1,...,t, € SMessages and X1,...,X, €

Y. Furthermore X1, ..., X, are distinct variables and if H = kg, ... ¢, (R, t) then vars(t) C vars(t,...,tn).
We implicitly assume that in a Horn clause all variables are universally quantified. Hence, all statements

are closed formulas.

4.1 The set of seed statements

As mentioned above, our decision procedure is based on a fully abstract modelling of a trace in first-order
Horn clauses. In this section, given a trace T we will give a set of statements seed(T") which will serve as a
starting point for the modelling. We shall also establish that the set of statements seed(7) is a sound and
(partially) complete abstraction of the trace T. In order to formally define seed(7T'), we start by fixing some
conventions.

Let T =aj.as..... a, be a ground trace. We assume w.l.o.g. the following naming conventions:

1. if a; is a receive action then a; = in(c¢;, x;).
2. x; #x; for any ¢ # j.




yorltmort & {keyort,t;_10rL(Xj, 2507 e rm)
forall0<m<n
for all o € mgug({sr = tr}rer(m))
for all 7 € variants({10, ..., {mo)

Keyr iyt (WS> tmTL) <= {keyrl,;_1r 0 (XG5 2574) bie Rem)
for all m € S(n)
for all 7 € variants({1, ..., lm,tm)

k(c,c) <
for all public names ¢ € My

Key ool (F(Y150 s YR), flyns oo yn)Td) = ket (Y5, 4570 Yie(n, k)
forall0<m<n
for all function symbols f of arity &
for all T € variants(f(y1,...,yx)).

Fig. 2: Seed statements

3. if a; is a send action then a; = out(c;, t;).
4. if a; is a test actions then a; = [s; L t;].
Moreover, for each 1 < i < n let £; € SLabels be as follows:
in(c;, x;) if a; = in(c¢;, ;)
¢; = { out(c;) if a; = out(c;, t;) .
test if a; = [Si ; ti]
For each 0 < m < n, let the sets R(m), S(m) and T (m) respectively denote the indices of the receive actions,
send actions and test actions amongst a1, ..., ay,,. Formally,

Rim)={i|1<i<m,a; =in(c;,xz;)}
S(m) ={i|1<i<m,a; =out(c;,t;)} .
?
Tm)={i|1<i<m,a; =[s; =t;]}
Given a set of public names My C M, set of seed statements associated to T and My, denoted seed (T, My),

is defined to be the set of statements given in Figure 2. If My = M, then seed(T, M) is said to be the set
of seed statements associated to 7" and in this case we write seed(T’) as a shortcut for seed(T', M).

Remark 2. Please note that while constructing the set of seed statements, we apply the most general unifier
modulo R to all tests. In addition, we also apply finite variants. This allows us to get id of rewriting in our
procedure.

We shortly show that the set of seed statements is a sound and (partially) complete modelling of a trace.
However, we need one more definition to state this fact.

Definition 11. Let K be a set of statements. We define H(K) to be the smallest set of ground terms such
that:

f= (H«:Bl,...,Bn) €K

o grounding for f  Bio € H(K) Bno € H(K)
SIMPLE CONSEQUENCE
Ho € H(K)
ko(R,t) € H(K in(R,R') € H(K
EXTENDK ( ) ( ) EXTENDI _I ( ) ( )

koo (R, 1) € H(EK) ivo(R, ) € H(K)
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(Equivalently, H(K) is the least Herbrand model of KU{ke, .. ¢, ., (X,x) < ke, 0, (X, 2) bnenU{ie, . 0,0 (X1, X2) <
iey,....00 (X1, X2) }ren.)

We show that as far as reachability predicates and intruder knowledge predicates are concerned, the set
seed(T) is a complete abstraction of a trace.

Theorem 2. Let T be a ground trace.

— (Soundness.) For any statement f € seed(T) U H(seed(T)), T = f.

— (Completeness.) If (T,0) Lo, (S, ) then:

1. toygl,. . Lol € H(seed(T)).
2. if o FT t then kpypy,... 1,1 (R, tL) € H(seed(T)).

Remark 3. Please note that the set seed(7) is only partially complete in that we have not shown that in
Theorem 2 that if ¢ F2 ¢ and ¢ 2 ¢ then L1l Ll € H(seed(T)).

We will shortly show how the completeness of seed(T") can be built upon to achieve a) full abstraction of
the trace T' and a b) procedure for checking equivalences ~.; and Cy; .

5 Procedure for deciding trace equivalence

We shall now show give a procedure for deciding trace equivalence. At a high level, this consists of two steps.

1. A saturation procedure which constructs a set of simple statements from the set seed(T') which we will
call solved statements. The saturation procedure ensures that the set of solved statements is a complete
abstraction of 7.

2. Given two processes P and @, we saturate the set of seed statements for traces of P and ) and then use
the solved statements to decide whether P and () are trace equivalent.

We shall now give the details of the procedure. We start by the saturation procedure.

5.1 Knowledge bases and saturation

The saturation procedure manipulates a set of statements called a knowledge base:
Definition 12. Given a statement f = H < By, ..., By,

— [ is said to be solved if for all 1 <i<mn, B; = kglw,gji (X, ;) for some variables xz; € X, X; € ).
— f is said to be well-formed if whenever it is solved and H = k¢, .. o, (R,t), we have that t ¢ X.

A set of well-formed statements is called a knowledge base. If K is a knowledge base, we define Keopyed =
{f € K| f is solved } to be the knowledge base restricted to the solved statements.

Given an initial knowledge base K, the saturation procedure procedure produces another knowledge base
sat(K). The saturation procedure proceeds as follows. First new statements are generated and then the
knowledge base is updated with the new statements. This two-step process continues until a fixed-point is
achieved. We describe the two steps in the procedure.

Generating new statements. Given a knowledge base K, new statements f are generated by applying the
rules in Figure 3.

11



f € K,g € Keoled, f= (Hckuv(X,t),Bh___,Bn)
g= (kw(R,t’) <:Bn+1,...,Bm) o = mgu(ke(X, 1), ko (R,t')) tgX
K = K @ h where h = ((H¢Bl,...,Bm)o)

RESOLUTION

fvg S Ksolved,
f=(k(Bt) = BiooBa) g = (ko (R8) < Busayeo B ) 0 = mgu(ku(o ),k (1)

K = K @ h where h = ((iw (R,R) < B, ..., Bm)a>

EQUATION

f,9 € Ksolved, f= (iu(R, R') < By, ..., Bn) g= (ru/v/ < Bnt1,-- -, Bm) o = mgu(u,u’)

TEST
K = K @ h where h = ((riu/vz(R, R)<B,..., Bm)a)

Fig. 3: Saturation rules

Update. The first step while updating the knowledge base by f is to convert f into a canonical form:

Definition 13. Given a solved deduction statement f, we define the canonical form of f to be the statement
fU obtained by first applying Rule RENAME below as many times as possible and then applying Rule REMOVE
below as many times as possible:

H < ku(X7 l’), kuv(Y7 I)aBb < -aBn
(H < ko(X,2), B1, .., B){Y — X}

RENAME

H < ky(X,2),B1,...,By x & vars(H)
H<B,,.. . B,

REMOVE

For any other type of statement f, the canonical form fl is defined to be equal to f.

It is easy to see that any fact f can be converted into a canonical form. After a canonical form has been
obtained, we perform another check before f|l can be added to the knowledge base. Intuitively, this check
ensures that we add enough identity predicates in the the knowledge base.

Definition 14. The set of consequences of a knowledge base K, denoted conseq(K), is the smallest set
such that:

AXIOM
kuw(R,t) < ky(R,t), By, ..., By, € conseq(K)

H<B,...,.B, e K o a substitution
Bio < (Ch,...,Cy, € conseq(K) B,o < (Cy,...,Cy,, € conseq(K)
S

Ho < Ch,...,Cp € conseq(K)

RE

Given a knowledge base K and a statement f, the update of K by f, denoted K & f, is defined to be
K U{f{} if the head of f is not of the form ke, o, (R,t). Otherwise, let

flL = k€1,...,€k (R, t) = kfl,--~7f@'1 (Xl, tl), ceey k€17~»-,€in (Xn, tn)

and

12



if f is solved and for any R’ and 1 < iy,4a,...,7, <k

KU
{fU’} kfhm,fk (R/7 t) = kfl,m,@il (X17 t1)7 EER ] kfl,m,fin (Xm tn) ¢ K’
Kof =4 KU{iy, . 4 (R,R) if f is solved and R’ and 1 < 4y,1s,...,%, < k are such that
¢ {kfl ,,,,, £1J (X]7 t])}je{l,,n}} kél,...,ék (Rla t) <: kzl,...,ﬁil (X17 t1)7 AR ) kf1,...,€7‘,n (X7L7 tn) G K/
Ku{fl} if f is not solved
where K’ = conseq(Kolved)-
Please note that update is not a function, namely that there may be several R’ i1,...,i, such that
key,0n(RE) <= key oy (X1st1), ooy key gy, (Xnstn) € conseq(Ksoived). However, we need to compute
only one such R/ i1, ..., %p.

Initial knowledge base. One question that naturally arises is what is the initial knowledge base for the
saturation procedure. Given a trace T, the initial knowledge base for the saturation procedure is defined as
follows.

Definition 15. Given a set of statements S, the initial knowledge base associated to S, denoted K;(S), is
defined to be the empty knowledge base updated by the set S, i.e., K;(S) =0 ®scs f. If T is a ground trace,
we write K;(T) for K;(seed(T)).

Please observe that K;(T") depends on the order in which statements in seed(T") are updated. The exact
order, however, is not important and our results shall hold regardless of the order chosen. The saturation
procedure takes K;(T) as an input and produces a knowledge base sat(K;(7T)). The reason for choosing
K;(T) instead of seed(T) as the starting point of the saturation procedure is that seed(T") may not be a
knowledge base (recall that a knowledge base is a set of well-formed statements). The set K;(T') is, however,
a knowledge base.

Proposition 2. Given a trace T, the set K;(T) is a knowledge base.

Soundness and completeness of the saturation procedure. We shall now show that the set of solved
statements in sat(XK;(T)) is a sound and complete abstraction of a trace T. We need one more definition
which extends H(K') and allows us to establish that sat(K;(T")) is a complete abstraction of T.

Definition 16. Let K be a set of statements. We define Ho(K) to be the smallest set of ground terms such
that H(K) C He(K) and:

iw(Rl,Rg) S He(K) iw(Rl,Rg) S He(K) iw(Rl,Rg) S He(K)
REFL - SYM - TRAN -
Iw(R,R) S HE(K) Iw(RQ,Rl) S HE(K) Iw(Rl,Rg) € He(K)
o LR EHA), (R By) €H(K) [ EFoar(f)=n (R ) € Ho(K)
iw(f(Ry1,...Ry), f(R},...R.)) € He(K) o (R, R') € He(K)

ke (R, t) € H(K) iw(R, R') € He(K)
k(R t) € He(K)
We have that the set of solved statements produced by the saturation procedure is a sound and complete
abstraction of the trace T.
Theorem 3. Let T be a ground trace and let K = sat(K;(T)).
— (Soundness.) For any f € KUH(K), T k= f.

— (Completeness.) If (T, () REIN (S, ) then
1. MLiol,....Lnpl € He(Ksolved)-
2. if(p [ t then kthp;waLniPl(R7 ti) S He(KsoIved)~
S ifoEftand o FR t, then ip, o), 1ol (R R') € He(Ksolved)-

EQUATIONAL CONSEQUENCE
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Effectiveness of the saturation procedure. We have shown that the set of solved statements in
sat(K;(T)) form a sound and complete abstraction for the trace T. However this set is infinite and may
not be effectively computable. This may be because of following reasons.

— The set seed(T") for a ground trace T is infinite. Hence the saturation procedure may continue forever.
We will, however, shortly show that for the saturation procedure we only need to consider the saturation
of the set K;(seed(T, My)) where My is the set of public names occurring in 7' (see Lemma 1). The set
sat(XK;(T)) can then be computed from this set. Since the set K;(seed(T, My)) is finite, this means that
all intermediate knowledge bases in the saturation procedure are finite.

— For the update rule, we have to check that given a knowledge base K, term ¢, labels ¢1,..., ¢k, indices
1<4y,...0n, < k, variables z1,...,x, € X and recipe variables X,..., X, € ), whether

JR. kél,..‘,ék (R, t) = kfumlil ()(17 .’171), ey k517~~,@in (Xn, CL‘n) S conseq(Kso|ved).

Furthermore, if the check succeeds then we have to compute one such R. We will show that can be
achieved if K is finite (see Lemma 2).

— The saturation procedure may itself not terminate even if the initial knowledge base is finite. As pointed
out in the Introduction, we conjecture that the saturation procedure terminates, but were unable to
show the termination.

The following lemma allows us to compute the sat(K;(7T')) from the set sat(K;(seed(My,T))) where My
is the set of public names occurring in 7.

Lemma 1. Let T be a trace and Mp C M be the public names occurring in T'. Let

Kp = {{k(m,m) <}tmerm U{i(m,m) <}tnem U{ri(m,m) <}meml.
Then sat(K;(T)) = sat(K;(seed(Mr,T))) U K.
The following lemma implies that the update step terminates if we only have a finite number of statements
in the knowledge base.
Lemma 2. Given a finite set of solved statements K, term t, labels {1,..., 0, indices 1 < iy,...1, <
k, variables x1,...,x, € X and recipe variables Xy,...,X,, € Y, it is decidable if there is an R such
that ke, ... 0. (R, 1) < Key,... 0, (X1,21)5 -, key ey, (X, @p) € conseq(Koved)- If the answer to the decision

yeerki

procedure is 7 Yes,” then we can compute one such R.

5.2 Algorithm

Theorem 4 directly yields an algorithm to decide trace inclusion for determinate processes.

Theorem 4. Let T be a trace and let P be a determinate process. Let K be the set of solved statements
from a saturated knowledge base associated to T. Then T T, P iff the following tests hold:

(rll,...,ln = {kw, (Xi,20) bieqa, ..., m}) eEK
c1,...,c fresh constants o:vars(ly, ..., ln) = {c1,...,ck} is a bijection
Kiyo,.. ;10 (Ri tio) € H(K) for all i such that l; = in(t;)

(P, 0) 222 (T, )

REACHABILITY

(rill,...,ln (R, R') <= {ku, (Xiawi)}ie{l,...,m}) €K
c1,...,c fresh constants o:vars(ly, ..., ln) = {c1,...,ck} is a bijection
Kiyo,.. ;10 (Ri tio) € H(K) for all i such that l; = in(t;)

(P,0) BN (T', @) such that (Rw = R'w)p where w = {X; — x;0}

IDENTITY
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Note that performing the tests requires deciding if, given ¢, and w, k,(R,t) € H(K) for some recipe R
for a knowledge base K containing only solved statements.

It is easy to see that this is equivalent to checking if (kw(R, t) < ) € conseq(K) and we have already

shown that there is an effective procedure for this (which finds an R if such an R exists).

6 Prototype and case studies

We implemented the procedure for checking equivalence in a prototype, AKISs (Active Knowledge In
Security protocols). AKISS is written in OCaml and has about 2000 lines of source code, including code
for computing complete sets of finite variants and complete sets of equational unifiers. We used AKISs
to verify the equivalences in Examples 5 and 6. Using AKISS we were able to verify strong secrecy for
Denning-Sacco-Blanchet [14] and Needham-Schroeder-Lowe (NSL) [44], resistance to guessing attacks in the
EKE protocol [12], and, more interestingly, anonymity of the FOO [39] and Okamoto [46] electronic voting
protocols. 3 To our knowledge, AKISS is the only tool that can verify FOO and Okamoto automatically.
We discuss each of these examples in more details below. AKI1Ss along with all the discussed examples is
available on: http://www.lsv.ens-cachan.fr/~ciobaca/akiss/.

To ease protocol specification, the process calculus syntax used for specifying protocol we allow for an
operator interleave, denoted ||, which models parallel composition of processes and an operator sequence,
denoted ;, for modeling protocols structured in phases. These constructs are merely syntactic sugar and are
defined as follows. Given processes P and () we define P; () as the sequential composition of each trace in P
with each trace in @, i.e.,

P;Q={T1Tx | Ty € P, Tz € Q}

Let € denote the empty, a1, as be actions and T, Ty, Ts traces. The parallel composition of two traces is the
process defined inductively as

Tlle=e|T=T
a,]_.Tl H CI,Q.TQ == {al.ag; (Tl H T2)7a2.a1; (Tl || Tg)}

The parallel composition is then naturally lifted to process, i.e. P || Q ={T1 || T2 | Ty € P,Tz» € Q}.
We now give more details about our case studies.

Strong flavors of confidentiality. The strong secrecy property was introduced by Blanchet in [14] and we
rephrase it here in our setting. Let P be a protocol with = as the only free variable of P. Then x is said to
be strongly secret if

in(c,z1).dn(c, x2).(P{x — z1}) ~¢ in(c, z1).in(c, 22).(P{z — x2}).

Intuitively, the attacker cannot distinguish the processes using variables 1 and zo even though it can choose
arbitrary (public) values for these variables. The definition generalizes to multiple variables in the expected
way. We illustrate this property on a Denning-Sacco-Blanchet protocol. Informally, the protocol can be
described as follows.

A — B : aenc(sign(pair(pk(ska), pair(pk(skb, k))), ska), pk(skb))
B — A:enc(x, k)

A sends to B a fresh symmetric session key k together with A’s and B’s public keys. This is signed with A’s
secret key and (asymmetrically) encrypted with B’s public key. Upon receiving this message, B decrypts it,
checks the signature and uses the fresh session key to symmetrically encrypt a secret . The detailed protocol
model is given in Figure 4. We used AKISS to verify this protocol for strong secrecy of = (with one session

3 Please note that as defined in [46], modeling of Okamoto’s protocol requires private channels. As we do not have
private channels in our calculus, we transform the protocol so that every message sent by honest participants on
a private channel is sent encrypted under a key not known to the adversary
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Equational Theory:

fst(pair(z,y)) — = adec(aenc(z, pk(y)),y) — = check(sign(z, y), pk(y)) — ok
snd(pair(z,y)) = y dec(enc(z,y),y) — = msg(sign(z,y)) — =

Processes:
P; = Setup; I; (1 e{1,2})
Setup = out(c, pk(skA)).out(c, pk(ekB)).in(c, z1).in(c, z2)
I;=Al| B;
A = out(c, aenc(sign(pair(pk(skA), pair(pk(ekB), k)), skA), pk(ekB)))
B; = in(c, z).[check(adec(z, ekB), pk(skA)) < ok].[fst(msg(adec(z, ekB))) < pk(skA)].
[fst(snd(msg(adec(z, ekB)))) < pk(ekB)].out(c, enc(z;, snd(snd(msg(adec(z, ekB))))))

Fig. 4: Formal description of the protocol by Blanchet [14]

of A and B). This protocol is determinate, and hence we used 2. to verify that P; az.; P5. The verification
succeeds as expected.

A variant of the protocol [14] consists in letting A also send out a secret y encrypted with &k changing
the first message to

A — B : pair(aenc(sign(pair(pk(ska), pair(pk(skb, k))), ska), pk(skb)), enc(y, k))

In this case the protocol does not respect strong secrecy of x,y as, by choosing x1 = y; and xo # yo, the
attacker can distinguish the two situations by testing the equality of the encryptions of z and y. The detailed
model is given in Figure 5. This attack is again found by AKISs.

Equational Theory:

fst(pair(z,y)) = adec(aenc(z, pk(y)),y) = = check(sign(z, y), pk(y)) — ok
snd(pair(z,y)) = y dec(enc(z,y),y) — = msg(sign(z,y)) — =

Processes:

P; = Setup; I; (1€ {1,2})
Setup = out(c, pk(skA)).out(c, pk(ekB)).in(c, z1).in(c, z2).in(c, y1).in(c, y2)
I = A || B
A; = out(c, pair(aenc(sign(pair(pk(skA), pair(pk(ekB), k)), skA), pk(ekB))), enc(y1, k))
B; = in(c, 2).[check(adec(z, ek B), pk(skA)) = ok].[fst(msg(adec(z, ekB))) = pk(skA)].
[fst(snd(msg(adec(z, ekB)))) < pk(ekB)].out(c, enc(z;, snd(snd(msg(adec(z, ekB))))))

Fig. 5: Formal description of the variant protocol by Blanchet [14]

AKIi1Ss also verifies strong secrecy of the nonce generated by the responder in the Needham-Schroeder-
Lowe (NSL) [44] protocol. The NSL protocol is a two-way handshake protocol relying only on public encryp-
tion of fresh nonces and can be informally described as follows.

A — B : aenc(pair(ng, A), pk(skb))

B — A : aenc(pair(nyp, pair(ng, B)), pk(ska))
A — B : aenc(pair(np), pk(skd))
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Once again, the modeling of NSL leads to determinate processes, and we used = for our verification. The
detailed model is given in Figure 7.

Equational Theory:

fst(pair(z,y)) — = snd(pair(z,y)) = y adec(aenc(z, pk(y), 2),y) — «
Processes:

P; = Setup; I; (i e{1,2})
Setup = out(c, pk(skA)).out(c, pk(ekB)).out(c, skD)in(c, z1).in(c, z2)
L=A| B
A = out(c, aenc(pair(ng, a), pk(skD),r1)).
in(c,y).[snd(snd(adec(y, skA))) = d].
out(c, aenc(fst(snd(adec(y, skA))), pk(skD),r2))
B; = in(c, z).[snd(adec(z, skB)) = a].
out(c, aenc(pair(fst(adec(z, skB)), pair(z1, b)), pk(skA),r3))

Fig. 6: Formal description of the NSL protocol [44]

This model includes a session of the initiator who is willing to engage with any participant (including the
attacker to allow man-in-the-middle attacks) and a session of B who is willing to engage a session with A.
Note that if B was willing to start a session with an arbitrary initiator the secrecy of n;, would be trivially
broken in a session with the attacker. (In a more complex model one could of course add additional sessions
for B with an arbitrary initiator.) We note that for the verification of NSL, one needs to explicitly model
randomness for asymmetric encryption since the protocol is insecure if deterministic asymmetric encryption
is used. Indeed, as the attacker may choose the value of n; he could simply recompute the last message and
compare it with the message sent by the initiator.

We also used AKISs to verify the above protocols for real-or-random secrecy. Let P be a protocol and
n € names(P). Then n is said to be real-or-random secret if

P;out(c,n) =~ P;out(c,n’)

where n’ is a fresh name, i.e. a name that does not appear in P. Real-or-random secrecy is particularly useful
to model resistance to offline guessing attacks in password protocols [10]. Intuitively, an offline guessing
attacks works in two phases. In the first, online phase the attacker interacts with the protocol P in an
arbitrary way. In a second, offline phase the attacker tries all possible passwords against the data recorded
in the first phase. Our property states that the attacker cannot distinguish the case where he tests the real
password (n) from the case where he tests a wrong password (n’). We show that the EKE protocol [12] is
resistant to offline guessing attacks. The protocol can be described informally as follows:

A = B : enc(pk(k), w)
B—A: c(aenc(r pk(k)), w)
A — B :enc(na,r)

B—A: enc( na,nb),r)

A — B :enc(nb,r)

In the first step A generates a new private session key k and sends the corresponding public key pk(k) to B,
encrypted (using symmetric encryption) with the shared password w. Then, B generates a fresh symmetric
session key r, which he encrypts (using asymmetric encryption) with the previously received public key pk(k).
Finally, he encrypts the resulting ciphertext with the password w and sends the result to A. The last three
steps perform a handshake to avoid replay attacks. Using AKISS we have shown that the protocol resists
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to offline guessing attacks on the password w. As EKE also leads to determinate processes, we used the =
relation. The detailed description of our model is given in Figure 7.

Equational Theory:
fst(pair(z,y)) = = adec(aenc(z, pk(y), 2),y) — =
snd(pair(z,y)) = y dec(enc(z,y),y) = =

Processes:

P, = (A || B);out(c,w)
P, = (A || B);out(c,w")
A= f)u(t(c, e)nc(pk(k),w)).
0ut(7c7 en.c(na7 adec(dec(z1,w), k))).
in(c, z2).[fst(dec(z2, adec(dec(z1, w), k))) = na).
out(c, snd(dec(z2, adec(dec(z1, w), k)))).
B =in(c,y1).
out(c, enc(aenc(r, dec(y1, w),s), w)).
in(c,y2).
out(c, enc(pair(dec(yz,r), np),7)).

Fig. 7: Formal description of the EKE protocol [12]

Anonymity for electronic voting protocol. A voting protocol must respect voter privacy: the adversary should
not be able to learn how each voter voted. AKISS can automatically verify voter privacy in the FOO electronic
voting protocol [39] and the Okamoto protocol [46]. Voter privacy is naturally modeled as an equivalence
property [33,9]: it is not possible to distinguish the situation where honest voter A votes ‘yes’ and honest B
votes ‘no’ from the situation that A votes ‘no’ and B votes ‘yes’. Note that our modeling of the protocols,
that we precise below, is exactly the same as in [33]. We assume that only voters A and B are honest while all
other entities are dishonest. An arbitrary number of dishonest voters are however subsumed by the attacker
and need not be modeled directly.

We now briefly describe the two protocols. The FOO protocol relies on blind signatures and a commitment
function. The equational theory is specified in Figure 8. The protocol consists in 3 phases informally described
as follows.

Phase 1 :
V — A : sign(blind(commit(v, 1),
A — V : sign(blind(commit(v, 1),
Phase 2 :
V — C: sign(commit(v,r), skA)
Phase 3 :
V-C:r

), skV)

b )
b), skA))

In the first phase the voter V commits to his vote v which he blindly signs and sends to the election
administrator A. A checks eligibility of V and then signs the blinded commitment. Blinding the commitment
ensures that A cannot trace the ballot. V unblinds the signature and obtains a ballot which is signed by A.
In the second phase A submits the signed ballot to a collector C who publishes all the submitted ballots
on a public bulletin board. Finally, in the 3rd phase, V submits the random r which allows to open the
commitment to C who again publishes this value on the bulletin board. The election can now be tallied by
any observer. The detailed model is given in Figure 8. Note that only two honest voters need to be modelled
for showing anonymity. All remaining voters and election authorities are subsumed by the adversary. The
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processes AyesBno and A, Byes model the situation where these two honest voters have swapped their vote.
The protocols do not lead to determinate processes. Therefore, we proved the relation AyesBpno ~f AnoByes-
As the processes are not

Equational Theory:

open(commit(z,y),y) = x check(sign(z,y), pk(y)) = = unblind(sign(blind(z, y), 2),y) — sign(z, 2)

Processes:

Py = Setup; Ayes Bno
P, = Setup; AnoByes
Setup = out(c, pk(ska)).out(c, pk(sks))
V-Phasel = out(V,sign(blind(commit(v, ), b), sk)).
in(A, x).[check(z, pk(skA)) < blind(commit(v, r), b)]
V-Phase2 = out(C, unblind(z, b))
V-Phase8 = out(C,r)

AB = (V_Phase] {va,/v’skA /Skvra /7‘7bny /bvza /Iv} H V-Phasel {Ub/vvskB /SkaTb /hbb /b7zb /277 })7
(V-Phase2{" /s,"* 2} || V-Phase2{" /»,"* /});
(V-Phase3{"*/-} || V-Phase3{™/+})

Ayeano = AB{yes/va,nO /’Ub}
AnoByes - AB{nO/Uavyes /Ub}

Fig. 8: Formal description of the FOO protocol [39]

We will not give a detailed description of the Okamoto protocol and refer the reader to [33]. The protocol
is a variant of the FOO protocol which aims at achieving receipt-freeness. To avoid vote selling a voter should
not be able to provide a receipt of how he voted to a potential coercer. In the FOO protocol this is possible
by sending all private names to a coercer. The main tool to avoid this problem in the Okamoto protocol
is the use of trapdoor commitment functions. These functions allow to change the value of committed vote
using a secret value called the trapdoor. Following [24] we model trapdoor commitment by the following
equational theory:

open(tdcommit(z,y, 2),y) — = tdcommit(x, f(x1,y, 2, x), z) = tdcommit(xy, y, 2)
open(tdcommit(z, y, ), f(z,y, z,21)) = 21 f(x1, f(z,y, z,21), 2, x2) — f(x,y, 2, 22)

Intuitively, a trapdoor commitment tdcommit(z,y,z) commits to x using the key y and trapdoor z. the
commitment can be opened using key y to . However, knowing the trapdoor z one may compute an altermate
key f(x1,y,z,2) which opens the commitment tdcommit(x, y, z) to x; rather than z. This equational theory
is out of the scope of most tools, even in the simpler case of a passive adversary. The only result we are
aware of that can verify this equational theory is [24]. As for the FOO protocol we used the relation ~p to
prove anonymity.

To our knowledge, no other tool can handle this automatically. We are aware of two other attempts for
verifying the FOO protocol. Using ProVerif [14], Delaune et al. [35], verify a transformation of the protocol.
However, the soundness of this transformation has never been proven. Chothia et al. [22] verify a different
notion of anonymity (also based on process equivalence) using the uCRL tool. However, the attacker they
consider is only an observer that cannot interact with the protocol participants, yielding a finite state system.

Efficiency. On a standard modern laptop, AKISs takes a few minutes (e.g. 3 mins for FOO) to carry out the
above verification. The use of a multi-core server already reduces these timings by about 40%. We expect that
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some optimizations of the saturation procedure and the use of more efficient data structures will diminish
these times significantly. Most of the computational effort goes into the saturation of the traces. Interleaving
individual roles of a protocol introduces an exponential blowup on the number of traces and saturations to
perform. However, it would be straightforward to scale to larger protocols and more sessions by parallelizing
the saturation of these traces (e.g. on clusters of machines).

7 Conclusion

In this paper we present a novel procedure for verifying equivalence properties for a bounded number of
sessions of cryptographic protocols. The procedure has been implemented in a tool which is able to handle
examples which are out of the scope of existing tools.

There are several directions for future work. The implementation of the tool should be optimized and we
plan to analyze more examples coming from electronic voting, RFID protocols and auction protocols which
all have requirements stated in terms of equivalences.

We would also like to extend the procedure to be able to take disequalities into account. On the one
hand, disequalities will allow to verify processes with else branches which are important in a number of
practical examples. On the other hand, characterizing disequalities in our decision procedure would allow to
directly decide trace equivalence based on static equivalence (rather than static inclusion). Another direction
would be to extend the procedure to allow AC operators in order to treat protocols based on exclusive or or
Diffie-Hellman exponentiations.
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A Proof of Theorem 2: Soundness and completeness of the set of seed
Statements

We prove soundness (see Lemma 3 and Proposition 3) and completeness (see Lemma 4) for the set of seed
statements.

Lemma 3 (Soundness of the set of seed statements). Let T be a ground trace. For any statement f
in the set of seed statements seed(T) we have that T |= f.

Proof. We suppose the same naming conventions for T" as in the definition of the set of seed statements (see
Section 4.1). We prove that for each statement f € seed(T") we have that T' |= f. There are four kinds of
seed statements (see Figure 2). We handle them one-by-one.

1. Let m be such that 0 < m < n, let ¢ and 7 be substitutions such that o € mgug({sx = t& }rer(m)) and
T € variants(ly0, ..., l,,0). We show that

f= ((rhUTl,.--,&naTi = {kélo'TJﬁwij—lo'Ti(Xj7xjo-T\L)}jGR(m)>)

is a statement that is true in 7.
Let w be an arbitrary substitution grounding for f. Assume furthermore that 7' = (ke ory,....¢;,_ o7y (X, 2j07]))w

for all j € R(m). We show that T {= (rp,ory,... 0,0, )w. In fact we will show a stronger statement. In
particular, we to show that

T ': (rflcm'i ..... @I)JT\L)UJ

for all 0 < p < m. We proceed by induction on p.
Base case: p = 0. We have (rg,or),....0,0r)w = r. and T |= (re,or),....0,0r) )w trivially.
Inductive case: p > 0. We assume that T' = (re,ory.....¢,_ 107y )w and we show that T' |= (re,ory.... 007 )W

by case analysis on a,. Before, we do the case analysis, let us first fix some notations.
Let Ty = T and @1 = ¢. As T'|= (r4,074,... 0,107} )w, We have that there exist Ly, ..., L, 1 such that

B

L;
(T3, 0i) = (Tit1, i+1)

and L;p; =g l;oTlw for all 1 < i < p, where T; = (a..... an){z; = zj07lw}cr@-1) and where p;

extends ;1 (for all 1 < < p). We can now do the case analysis.

(a) if ap = out(cp,t,), then £, = out(c,) by definition. Let T,11 = (apt1... .. an){zj = T;0TIw}jcr(p)
and let @, 11 = ©p U{Waom(p,)+1 + LpoTlw}. Let L, = out(c,). By the definition, we have that

LP
(Tpa Sap) — (Tp+1, @p—&-l),

which is was we wanted to prove.
. ?

(b) if ap = [sp = tp), then ¢, = test. Let T),11 = (apt1.. ... an){w; = 2j0T W} jerp) and let w11 = @,
As 0 € mgug({sk = tx}rer(m)), we have that s,0 =g t,0 and therefore s,o7/w =g t,o7w. Hence,

test
(T;m ‘P;n) T (Tp+1a Sop-&-l)a

as we wanted to prove.

(c) If ap = in(cp, zp), we know that p € R(p). Let Tpy1 = (apt1... .. an){zj = z;0Tlw}jcRr(p) and let
©Opr1 = @p. As p € R(p), we have that T' = (kgory,...., o) (Xp, zpoT!))w (this is an antecendent
of f). Therefore ¢, FX** z,07|w and, by letting L, = in(c,, 7,07w), we obtain by the definition
of — that .

Ty, 0p) = (Tp+1, Pp+1),

which is what we wanted to prove.



We have shown that T' = (reory,....0,0r))w-
. Let m € S(n) and let o € variants(t,,). We show that the statement

f= ((kelcw,...,ém,a¢(w|5(m)|, (tmo) }) = {kela¢,...,£j_1a¢(vafcjffi)}jeR(m)))

is true in T'.
Let w be a substitution grounding for f. We assume that

T = (keyoy,...t; 10L(Xj, z50]))w

for all j € R(m) and we show that T |= (ke,oy.....0,, 0L (Wis(m)[s (tm@) 1))w.

Let T; = (a;. .. .. an){rj = Tijowhjcr@-1) and ©; = Ui<j<|si-1)|1W; + to(jyow}, where o(j) = min{z |
|S(x)| = 7}, i.e. o(j) denotes the index of the jth send action.

We distinguish two cases:

(a) if there exist Ly, ..., Ly, such that (T1, 1) Lo, (Ty, p2) Loy Lm, (Trs1, Pm+1) such that L;p; =g

liolw for all 1 <1i < m, we have that

P (Wis(m)]) = to(s(m)) oW = tmow

and we have that ¢ F¥IistmI ¢, 0w and therefore ¢ F¥Istml (t,,0)lw which implies that T =

(keyod,..o tmol (WS M) tmTd) )w.
(b) otherwise, we trivially have that 1" |= ke, oy.....,, 00 (W|s(m)[> (tm0) {)w.

We have shown that T |= f.
. Let ¢ be a public name. We show that

f= (k(c, c) < )
is true in T because 0 F¢ c.

. Let g be a function symbol of arity k and let o € variants(g(z1,...,x)). We show that the statement

[= (k(g(Xh ey Xi)y g1, xp)ol) < {k(Xj7ijJ/)}j€{l,...,k})

is true in 7.
Let w be an arbitrary substitution grounding for f. We assume that 7' |= k(X;,z;0l)w forall 1 < j <k
and we show that

TE (k(g(X1,..., Xk),g(x1, ..., 25)0)))w.

We have that
05 250w

for all 1 < j < k by our hypothesis. But this implies
) F9(Xaw, o Xpw) g(rrolw, ... zpolw) =g g(T1,. .., TK)0lw

which immediately implies that 7' |= (k(g(X1,..., Xk),g(x1,...,25)0l))w.
We have shown that T |= f.

We have shown for every statement f € seed(T") that T |= f. O

Proposition 3 (Soundness of H()). Let T be a ground trace and K be a set of statements such that for
all f € K we have that T = f. Then for all f € H(K) we also have that T = f.

Proof. The proof of this proposition is a straightforward induction on the size of the smallest proof of

f e H(K).
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Base case. The proof of f € H(K) is obtained by applying the rule SIMPLE CONSEQUENCE when n = 0.
We have that f' = (H < ) € K and f = f’o where o is a substitution grounding for f'. As f’ € K, by
hypothesis, T' |= f’. Hence, as all variables in f’ are universally quantified, T' = f’o.

Inductive case. We proceed by case distinction on the last rule which has been applied.

— SIMPLE CONSEQUENCE: We have that f' = (H < B;...B,) € K, o is a substitution grounding for
f! such that f = Ho and B;o € H(K) for 1 <i <n. As H < B;...B, € K we have by hypothesis
that T = H < By ... B, and hence T |= (H < Bj ... By,)o. By induction hypothesis we also have that
T E B;o. Hence, we conclude that T = Ho.

— EXTENDK: We have that k,(R,t) € H(K). By induction hypothesis T' |= k,(R,t). It follows from the
semantics of k that T' = kyy (R, t).

— EXTENDI: Similar to the EXTENDK.

Lemma 4. Let T and S be traces and let ¢ be a frame. If (T,0) E2EIEN (S, ) then:

(A) iy, Lol € H(seed(T))
(B) Zf(p I—R t then kL1<p\L,..‘,Ln<pJ,(Rv t\l,) € ’H(seed(T))

Proof. We prove the two statements by induction on n. We assume that the two statements hold for any

index less than n and we prove them for n.
Li,...Ln

As (T,0) ——=5 (5, ), we have that:

— there exists w such that (Lipl, ..., Lypl) = (b1, ..., 4n)w.
— spw =R trw for all k € T(n).

We prove each of statements in turn:

(A) As spw =g tgw for all k € T'(n), it follows by the definition of mgug that there exists o € mgug({sx <
tk Y keT(n)) such that:
(a) dom(o) C X,
(b) sgo =g tro for all k € T(n) and
(¢) w[X] =r (o7)[X] for some substitution =

where X = vars({sk, tx }rer(n))-

It follows that (¢1,...,0,)wl = (¢1,...,¢,)on] for some substitution .
By the definition of variants((¢1,...,#¢,)0), we have that there exists 7 € variants((¢1,...,%,)o) such
that (¢1,...,¢n)on) = (41,...,4,)o7)7" for some substitution 7’.

By the definition of the seed knowledge base seed(T"), we have that the statement

f= (relaw,...,énarl = kzlari,i..,zj,lmi(Xj,ijTi)jeR(n)) € seed(T')

is in the seed knowledge base seed(T).

Let 7" be the substitution that extends 7 by sending X; to R; for all j € R(n) (where R, are recipes
for z;w).

We have by the induction hypothesis that each component of the right hand side of f7” is in H(seed(T)).
Therefore the head of f7 is in H(seed(T)):

Moyorir!,...bporlt"” = Viorlr!,... LnoTlT! S H(Seed(T))

(B) By induction on R, we show that:

KLigl,....Lnpt (R, Rpl) € H(seed(T'))
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(a) If R = ¢ is a public name, and as the statement f = (k(c, c) = ) is in the set of seed state-

ments by definition, we have that k(R, Rpl) = k(c,c) € H(seed(T)) by definition and therefore
kLlsﬂi,m,Lntpi(Rv RQD\L) € H(Seed(T)) by the EXTENDK rule.

(b) If R = f(R1,...,Ry), let v be the substitution of domain dom(y) C {y1,...,ys} that maps y; to
Rjpl forall 1 <j<k.
Let 7 € variants(f (y1,...,yx)) and 7" be such that Rpl = (f(y1,...,yx)7)d7".
By the definition of the seed knowledge base, we have that the statement

g= (kéh...,fn(f(yh oY) fyns k) Td) = ke, (E,yﬂi)}jeu,m,k}) € seed (7).

Let 7" = wl UT" U{Y; = Rj};cq1,...k}- We have that all antecedents of g7” are in H(seed(T')) by
the induction hypothesis. Therefore, the head of g7” is also in H(seed(T)).

(c) If R = wj, let m be the smallest index such that |S(m)| = j (i.e. m is the index of the action a,,
that output the content of w,) and let ¢, be the term such that a,, = out(c,t,,) for some channel c.
Let 7 € variants(¢1, . . ., €, ) and 7/ be substitutions such that (¢1, ..., ¢y, tm)wl = (U1, ..o by tn) 7T
We have by the definition of the seed knowledge base that the statement

h = (kem,...,emw(wa‘»tmTU < {keyrtr 1 r L (X wkTi)}kER(m)) € seed(T).

Let Ry be recipes of xpm|7’ =g z)w in the smallest possible prefix of ¢. Let 7/ = 7/ U {X —
Ri}rer(m)- We have that the antecedents of h7"" are in H(seed(T')) by the induction hypothesis.
Therefore the head of h7'':

Keyrirbomrir (Wit TIT") = Ky ey i (W, i TIT) = Koyl wt (W), Emw]) € H(seed(T)).

But fywd, ..., y,wl is a prefix of w and therefore by the EXTENDK rule ky, (wj, twl) = ky (Rj, Rj@l) €
H(seed(T")), which is what we had to prove.

B Soundness and completeness of saturation: Proof of Theorem 3

We start by showing soundness.

B.1 Soundness of saturation

Soundness is an immediate consequence of Lemma 5, Lemma 6, Lemma 8, Lemma 9 and Lemma 10 proved
below.

Lemma 5 (Soundness of canonicalization). If T |= f then T = f.
Proof. We will show that each canonicalization rule is sound:

1. For the RENAME rule, consider a statement

f: (H<:kt1 tk(X?m)7ktly---ytl<Y7x)?Bl?'"?BTL>

where k <[ and we show that if T = f then T |= g where
9= (( <k (X,2), Br, o BOY = X})

Let 7 be a grounding substitution for g such that T = k¢, ¢ (X, 2){Y = X}7, Bi{Y — X}7,..., B {Y —

X}7. We show that if T | f then T = H{Y — X}r.

.....
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Let 7/ be a substitution identical to 7, except for 7/(Y) = 7(X). We will show that all the antecedents
in fr’ are true in T.
Indeed, ke, .. 1, (X, 2)7" = ke, 40 (X, 2){Y — X }7 holds by hypothesis. Ask < land T = ke, .. ¢ (X, 2)7,

we also have that T' =k, ¢, (X, 2)7" = ke, (Y, 2)7'. Furthermore T = B17' = B1{Y — X}r,...,B, 7' =

B,{Y — X}7 by hypothesis. As T |= f, and all antecedents of f7' are true in T', we obtain that T = H7'.
But Hr' = H{Y — X }7 and therefore we have that T' = H{Y — X }7. As we have chosen 7 arbitrarily,
it follows that T |= g.

2. For the REMOVE rule, consider a solved statement

f - <H<: ktl,...,tk(va)aBlr"aBn)

such that the rule RENAME does not apply to f and such that « & vars(H). We show that if T |= f then
T = g where

g= (H<=Bl,...,Bn)

Let 7 be an arbitrary substitution such that T' = By7,..., B,7. We will show that T = H7 and hence
TEg.
Let (T1,¢1) = (T,0). We distinguish between two cases:
(a) If
(Tl,(pl) L—1> (TQ,(pQ) i e —L—k—> (Tk+1a<;0k+1) such that L;p; =t;7 forall 1 <i¢ <k

, we consider the substitution 7’ to be identical to 7 except for 7/(z) = (X7)@kt1.
As z & vars(H) and because f is solved and the rule RENAME does not apply, we have that x ¢
vars(By, ..., By) and therefore T = By’ = By7,...,B,7 = B,7.
Furthermore, we have that T = ki, ... ¢, (X, )7 by the definition of k.
As all antecedents of f7/ are true in T and T = f, it follows that T = H7'. But Hr = H7’ since
x & vars(H) and therefore T = HT.

(b) Otherwise, we trivially have that T |= ke, ..+, (X, z)7. We have that all antecedents of fr are true
in T and therefore, as T |= f, it follows that T = Hr.

We have shown that T |= g, therefore the rule REMOVE is sound.

We have shown that both rules for computing the canonical form are sound and therefore T' = f|
whenever T |= f. |

Lemma 6 (Soundness of the consequence). If for all f € K we have that T |= f, then for oll f €
conseq(K) we have that T |= f.

Proof. We show that both inference rules are sound.
For the AXIOM rule, soundness follows immediately from the semantics of k.
For the RES rule, let

f:(H¢Bl,...,Bn)

and
gi = (Bia . cl,...,cm)

for 1 <4 < n be statements such that T = f and T = ¢; (1 <i < n).
We will show that
TE (Ha<:Cl,...,C’m)

by letting 7 be a substitution such that T | Ci7,...,C,,7 and proving that T | Hot. Indeed, as T =
Cy7y...,Cpmand as T = ¢; (1 < i < n), we have that T |= B;or (1 <i < n). But T = f and therefore
T |= Hot as well, which is what we had to show.

Lemma 7 (Monotonicity of k). If T | ky(R,t) then T |= kyyp(R,1).
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Proof. Immediate by the semantics of k.

Lemma 8 (Soundness of the Resolution saturation rule). Let f, g and h be defined as in the RESO-
LUTION rule. If T |= f and T = g then T |= h.

Proof. We consider the following statements:

f =|H <= kelw--yéi(X?t)?Bl?"'7B7’L)
9= key,..ey(R,t") <= By, .. .,Bm)
h= (H<:Bl,...,Bm)a)

with 7 < i and where o = mgu(kgllw_vg/j (R,t'), ke,
T E h.

Indeed, let 7 be an arbitrary substitution grounding for h and assume that T = BjoT,...,By,or. We
will show that T' = Ho.

AsT = By1107, ..., Bpot and because T' = g, we have that T' = mgu(ky,
¢,(X,t)oT by choice of o = mgu(mgu(ky; ... ¢ (R, '), key,.0, (X, 1)

As j <, it follows by Lemma 7 that T' = kg, .. s, (X, t)o7 as well. As all antecedents of for are true in
T and because T |= f, we have that T = Ho.

As 7 was chosen arbitrarily, it follows that T' = h. a

_____ ¢,(X,t)). We will show that if T = f and T |= g then

,,,,,

,,,,,

Lemma 9 (Soundness of the Equation saturation rule). Let f, g and h be defined as in the EQUATION
rule. If T = f and T |= g then T = h.

Proof. We consider the following statements:

f= ku(R,t)<=Bl,...,Bn)
9= Ko (Rlvt/) = Bn+17 s ;Bm)
h = (iu’v/(Rv R/) < By,... aBm)U)

where 0 = mgu(k, (R, 1), ky (R, t)).

We will show that if T |= f and T' | g then T |= h. Let 7 be an arbitrary substitution grounding for h.
We assume that T |= BioT,...,By,or and we show that T |= iy (R, R )oT.

AsT = Byor,...,Byor and because T |= f we have that T |= k, (R, t)o7. But ky(R,t)oT = ky (R, t)oT
by choice of 0 = mgu(ky(R,t), ky (R,%)) and therefore T' |= ky/(R,t)or. By monotonicity of k (Lemma 7)
we also have that T = ky/yr (R, t)0T.

As T & Bpt107 ...,B,,07 and because T = g we also obtain that T | ky (R, t)or. As T |
kyo' (R, t)or and T |= ky (R, )07, we have by definition that T |= i,/ (R, R )oT.

We have shown that the head of hr is true in T. As 7 was chosen arbitrarily, it follows that & holds in
T. g

Lemma 10 (Soundness of the Test saturation rule). Let f, g, h be statements as in the TEST saturation
rule. If T l= f and T |= g then T = h.

Proof. We consider the following statements:

f= iu(R,R’)«:Bl,...,B,J
9= ru"u’<:Bn+17~'~uBm)
h = ((tiwe (R, R') < By, ... ,Bm)a>
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where o = mgu(u, u’)).
Let 7 be an arbitrary substitution grounding for h. We assume that T = Bior,..., B,oT and we show
that T |= ri, (R, R')7. Indeed, as T = Byor,...,B,o7 and as T |= f, we have that

T Eiu(R,R)oT. (1)
As T & Bpt107,...,Bpor and as T = g, we have that
T ): rW/ v’ 0T. (2)

But ¢ = mgu(u,u’) and therefore uor = w'or. Therefore, by Equations (1) and (2), we immediately
obtain T' = riy (R, R')oT, which is what we wanted. As 7 was chosen arbitrarily, it follows that T |= h.

Lemma 11 (Soundness of the update). If for all f € K we have that T |= f and if T |= g, then for any
fe (K ®g) we have that T |= f.

Proof. It K ® g = K U {gl}}, we immediately conclude by Lemma 6. Otherwise, it must be that

g‘U’ = (kél,...,ék (R7 t) @ kél,...,zil (X17 ‘7/'1)7 MR kfl,“.,iin (XTL7 -Tn))

for some R t, 01,... Lr, i1, .. in, X1,y XnyZ1,...,2, and K @ g = K U {h}, where

h = (izl,i..,zk(R, R) <=k e (Xi,21),00 s key e, (Xn,l’n))
and where

g = (kel,...,zk (R t) <= key oy (X1, 21),00 kg, ,(Xn@n)) € conseq(Kolved)-

Tt is sufficient to show that T = h. As Koed C K, it immediately follows that ¢’ € conseq(K) and, by
Lemma 6, T |= ¢’

We now show that T = h. Let 7 be an arbitrary substitution grounding for h such that the antecedents
of h7 are true in T. As the antecedents of hT are the same as the antecedents of gll7 and those of ¢'7, and
asT =g and T |= ¢ we have that T = ke, . ¢ (R, )7 and T = ke, .. o, (R, E)T.

But this immediately implies that T = is, . ¢, (R, R')7 (the head of h7). As 7 was chosen arbitrarily, it
follows that T' = h. O

Proof. Immediate by Lemma 3 to Lemma 11.

B.2 Completeness of saturation

The first two items of the completeness are immediate consequences of Lemma 4 and of Lemma 21 proved
below.

The third item follows immediately from the second item, Proposition 5 and Lemma 16, also proved
below.
Proposition 4. Let K be a knowledge base, let f = (H’ = C’l,...,Cm) be a statement such that f €
conseq(K) and let 7 be a substitution grounding for f such that C;7 € H(K) for all 1 < i < n. Then
H't € H(K).
Proof. Induction on the proof tree of f € conseq(K).

If the AX1I0M rule was used, then we have Ho € H(K) by the EXTENDK rule.

If the RES rule was used, we have that there exists ( H < By, ..., Bn) € K and a substitution o such
that H' = Ho and B;o < C4,...,Cy, € conseq(K) (1 <i<n).

By the induction hypothesis, we have that B;or € H(K). As (H < By,... ,B,,L) € K, it follows that
Hor = H't € H(K), which is what we had to show.
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Definition 17. Let S(H, K) be the size of the smallest proof tree of H € H(K) (defined only when H €
H(K)).

Proposition 5. Let K be a knowledge base. If ky, (R, t) € He(K) and iw(R, R') € He(K), then
ky(R',t) € He(K).
Proof. As ky(R,t) € He(K), it follows that there exist R” such that
ke (R",t) € H(K) (3)

and such that i, (R, R"”) € He(K). But i,,(R, R') € He(K) and therefore, by the symmetry and transitivity
of iy (., ), we have that

iw(R',R') € He(K). (4)
Using Equations 3 and 4 we immediately obtain by the definition of H, that k, (R',T) € He(K).
Definition 18. We write w C w’ whenever w is a prefiz of w': i.e. there exists {1,...,¢, such that w' =
ly,.... 0y and w="_1,... Ly for some 0 < m < n.

Proposition 6. Ifk,(R,t) € H(K) (resp. i,(R,S) € H(K)) then there exist a statement f = (kw/ (R, t) <

Bl,...,Bm) € K (resp. f = (iw/(R’,S’) = Bl,...,Bm) € K) and a substitution o such that R'c = R,
t'o =t (resp. S'c = 5), w'o Cw, Bio € H(K) for all1 <i<m and ), ;c,, S(Bio, K) < S(kuw(R, 1), K).

Proof. We prove the proposition by induction on the smallest proof tree of H = ky(R,t) € H(K) (resp.
H=i,(R,S) € H(K)). We proceed by case distinction on the last proof rule that has been applied.

— SIMPLE CONSEQUENCE: In this case we have that there exist a statement f = (H' < By,..., Bm> eK

and a substitution ¢ such that H'c = H, Bijo € H(K) forall 1 <i<mand ) ,.,.,,S(Bio,K)+1 =
S(kyr (R, )0, K). Hence we directly conclude. o

— EXTENDK: In this case H = k,(R,t) and we have that w = uv for some u,v and k,(R,t) € H(K).
By induction hypothesis, we have that there exists f = k. (R',t') < By,..., By, € K and o such that
Ro=R,tc =t,u'oc Cu, Bjo € H(K) forall 1 <i <mand ) ,_,.,, S(Bio, K) < S(kw(R,1), K).
As u C w, we also have that /o T w. Moreover, S(ky(R,t) € H(K)) = S(ky(R,t) € H(K)) + 1
> ciem S(Bio, K) which allows us to conclude.

— EXTENDI: In this case H = i,(R,S) and we have that w = wv for some u,v and i,,(R,S) € H(K).
By induction hypothesis, we have that there exists f =i, (R',S’) < Bj,..., By € K and o such that
Ro=R,S0=8uoCu BioceHK)foralll1 <i<mand) ., S(Bio,K) < S(ky(R,t),K).
As v C w, we also have that v'c C w. Moreover, S(i,(R,S) € H(K)) = S(iu(R,S) € H(K)) + 1
> ciem S(Bio, K) which allows us to conclude.

Lemma 12. Let K be a saturated knowledge base, let f € K be a statement
/= (iw(RR) <= By,....B,)
and let o be a substitution grounding for f such that B;o € H(Ksowned) for all 1 < i < n. Then we have that
(iw(R, R'))o € H(Ksolved)-

Proof. Let G = Zie{l o} S(B;o, Keolved)- We prove the lemma by induction on G. If f is a solved statement,
the conclusion is immediate by the definition of H.

Otherwise, if f is not a solved statement, there exists some B; (1 < j < n) such that B; = ky, (X}, 1)
and t; € X.
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As Bjo € H(Ksoved), it follows by Proposition 6 that w; = u;v; for some u;,v; and that there exists
g = (ku; (R;, t;) = Bn-i—la SRR Bm) € Ksolved

and a substitution ¢’ grounding for ¢ such that B,1107,..., Bno' € H(Ksolved), R;»O'/ = Xjo, t;O’l = t;o,

wjo' = ujo and S(Bjo) =143 icii1, . my S(Bio’).

Asw = oUo’ is a unifier of H = ku/ (R},t}) and ky,; (Xj,t;), it follows that the two terms are unifiable. Let

7 = mgu(H, ky, (Xj,t;)) denote their most general unifier. As K is saturated, it follows that the RESOLUTION
saturation rule was applied to f and g and therefore the resulting equational statement

h= (iw(R,R’) « Bl,...,Bj_l,BjH,...,Bm)T cK

must be in K (by the update function, equational statements are added to the knowledge base).
As w is a unifier of H and B; and as 7 = mgu(H, ky, (X},t;)), it follows that there exists w’ such that
w = 7w’. We have that w’ is a substitution grounding for h, that

BiTW/ cH (Ksolved)

forie{l,...,j—1,74+1,...,m} and that Zie{17.__&_17],_*_17_“77”} S(Birw') =G — 1.
Therefore we can apply the induction hypothesis to & and w’ and conclude.

Lemma 13. Let K be a saturated knowledge base, let f € K be a statement
f= (riw(R,R’) . Bl,...,Bn)

and let o be a substitution grounding for f such that B;o € H(Ksowed) for all 1 < i < n.
Then we have that
(ri’w(Ra R/))U € H(Ksolved)~

Proof. Identical to Lemma 12.

Lemma 14. Let K be a saturated knowledge base, let f € K be a statement
f=(ro<Bi....B.)

and let o be a substitution grounding for f such that B;o € H(Ksowed) for all 1 < i < n.
Then we have that
ryo € H(Ksolved)~

Proof. Identical to Lemma 12 and Lemma 13.

Lemma 15. Let K be a saturated knowledge base. If r, € H(Ksoned) and iy (R, R') € H(Ksolved), then
riu(R, R/) S H(Ksolved)-

Proof. As r, € H(Ksolved), there exists a solved statement f = (rv <= By,... ,Bn> € Ksolved and a substitu-
tion ¢ grounding for f such that B;o € H(Ksolved) for all 1 < i < n and such that u = vo.
Asiy (R, R") € H(Ksoved), there exists by Proposition 6 a solved statement g = (iw(T, 7)< Bpt1,---, Bm>

and a substitution 7 grounding for g such that B;7 € H(Ksolved) for all n+1 < i < m and such that v J wr,
R=Trand R =T'r.

As vo = u J wr, it follows that v = vovy such that vy and w are unifiable (¢ U 7 is such a unifier). Let
w = mgu(vg, w) and let m be such that c UT =w o .
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As the knowledge base is saturated, the TEST saturation rule must have fired for f and g and therefore
K must have been updated by h where

h= ((riU(T, T') < By, .. .,Bm)w).

But as h is not a deduction fact, the update must have simply added h to K and therefore h € K.

We have that Bwnr = B;jo € H(Ksolved) for all 1 < i < n and that Bwr = B;7 € H(Keoed) for
all n +1 < ¢ < m. By applying Lemma 13 to the statement h and the substitution 7, we obtain that
riy (T, T )wm = riy, (R, R') € H(Ksolved)- O

Lemma 16. Let K be a saturated knowledge base such that ky, (R,t) € H(Ksoed) and kyy(R',t) € H(Ksolved)-
Then we have that iy, (R, R') € H(Ksolved)-

Proof. Let w = £1,..., 0 and v = lyq1,...,0. As ky(R,t) € H(Ksolved), it follows by Proposition 6 that
there exist
f = (kw(S7 3) <~ Blv ceey Bn) S Ksolved

and a substitution o grounding for f such that B;oc € H(Ksoned) (1 < i < n) and ky (S, s)o = ky (R, ) for
some 1’ C u a prefix of u.
Similarly, as ky, (R, t) € H(Ksolved), it follows that there exist

f’ — (kw’ (5/7 3/) = Bi, .. ,B;n) € Ksolved

and a substitution ¢’ grounding for f’ such that Bio € H(Ksoned) (1 < i < m) and kg (S, 8" )0’ = ky (R, 1)
for v’ C uv a prefix of uv.
We have that wo C u, which trivially implies wo £ uv. We also have w'o’ C uv. Let w = {}, ..., £, and
w' = ¢,...,¢; and let r = max{p, q}. We have that (¢1,...,¢ )0 = (¢{,...,¢])o.
We have that cUc” is a unifier of kg, ¢ (-, ) and kg, e (-, 8"), it follows that 7 = mgu(ke; .. o (-, 8), key . e (- 8"))
exists. As K is saturated, it follows that the equational fact

h= (izll,_“,g,r(s,s’) = Bl,...,Bn,Bi,...,B;n)T €K

resulting from applying the EQUATION saturation rule to f and f’ is in K.

As o U o' is a unifier of kg ¢ (-, 5) and key . g0 (-,8") and as 7 = mgu(ke, e (- 8), ker o (587)), it
follows that there exists w such that o Uo’ = Tw.

We have that w is grounding for h and that BiTw, ..., By7w, BiTw, ..., Bl 7w € H(Ksolved). Therefore,
we have by Lemma 12 that

igr e (S, Srw = it,...000(R, R') € H(Ksolved)-
But (¢),...,¢.)o is a prefix of uv and therefore
iuo (R, R') € H(Ksolvea)
by the EXTENDI rule, which is what we wanted to prove.

Lemma 17. Let K be a saturated knowledge base, let
f = (kw(R7 t) < By,..., Bn)

be a statement such that fl € Keowed and let o be a substitution grounding for f such that B;o € H(Ksolved)
for all1 < i <n. Then we have that

(kw (Rv t))O’ € He(Ksolved)-
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Proof. We prove this by induction on the number of canonicalization steps.

If f is already in canonical form, then the conclusion is immediately true by definition of #.

Otherwise, there must be a canonicalization rule which can be applied to f. We distinguish between two
cases:

1. If the RENAME canonicalization rule can be applied, then f must be of the form:
f= (kw(R,t) = ko (X, z), kuo (Y, ), Bs, .. .,Bn).
Let us consider the statement f’ obtained by applying RENAME to f:
f= (kw(R, t) < ku(X, ), Bs, ... Bn){Y - XD,
By the definition of a statement, Y has at most one occurence in By, ..., B, and therefore we have that
(B1,Bs,...By){Y — X} = (B4, Bs,...,B,). Therefore (B, Bs, ... By){Y — X}o = (B1, B3, ..., Bn)o.
We can therefore apply the induction hypothesis on f’ and o to obtain that
kuw (R, ){Y — X}o € He(Ksoived)- (5)
But ki (X, z)0 € H(Ksolved) and ky, (Y, 2)0 € H(Ksolved). By Lemma 16, we have that
o (X, Y )0 € H(Ksoned)- (6)

From Equation 5 and Equation 6 and as uv is a prefix of w by the definition of a statement, we conclude
by Proposition 5 that
Ko (R, t)O’ € He(Ksolved)'

2. If the REMOVE canonicalization rule can be applied, then f must be of the form:

J = (ku(R.t) < Ku(X,2), Ba,..., By ).
Let f’ be the statement obtained from f by applying REMOVE . We have that
= (kw(R,t) = BQ,...,Bn).
By applying the induction hypothesis on f’ and o, we immediately obtain our conclusion:
ky (R, )0 € He(Ksolved)-

Lemma 18. Let K be a saturated knowledge base, let
f= (kw(R,t) . Bl,...,Bn)

be a statement such that f| = (kw(R’,t) <= (4,.. .,Cm> for some R',C4,...,Cy, and let R" be a recipe
such that
9= (kw(R",t) = C,..., Cm) € conseq(Kolved)

and such that
h = (iw(RN7 R/) <=Cy,. .., Cm) € Koolved-

Let o be a substitution grounding for f such that B;o € H(Ksolved) for all 1 < i < n. Then we have that

(kw (Rv t))O’ € He(Ksolved)-
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Proof. We prove the lemma by induction on the number of steps to reach the canonical form.
If f is already in canonical form we have that By,...,B, = C1,...,C,, and, by applying Proposition 4

to g and o, we have that
kw(R/, t)O’ S H(Ksolved)-

Furthermore, as h € Kgoed and as all antecedents Byo, ..., B,o0 = Ci0,...,Cpo of ho are in H(Keolved), We
have that
iw(R", R)o € H(Ksonved)-

It immediately follows that
Kew (RN, t)U S He(Ksolved)a

which is what we had the prove.
Otherwise, there must be a canonicalization rule which can be applied to f. We distinguish between two
cases:

1. If the RENAME canonicalization rule can be applied, then f must be of the form:
f= (kw(R, t) < ku(X, z), kuo (Y, 2), Bs, .. .,Bn>.
Let us consider the statement f’ obtained by applying RENAME to f:
f= (kw(R, t) < ku(X, ), Bs, ... Bn>{Y o XD,
By the definition of a statement, Y has at most one occurence in By, ..., B, and therefore we have that
(B1,Bs,...By){Y = X} =(B1,Bs, ..., By). Therefore (B1, Bs, ... By){Y — X}o = (By, B3, ..., By)o.
We can therefore apply the induction hypothesis on f’ and o to obtain that
kw (R, ){Y — X}o € He(Koolved)- (7)
But k. (X, z)o € H(Ksolved) and ky, (Y, z)o € H(Ksolved). By Lemma 16, we have that
uo (X, Y )0 € H(Ksolved)- (8)

From Equation 7 and Equation 8 and as uv is a prefix of w by the definition of a statement, we conclude

by Proposition 5 that
kw(R7 t>U € He(Ksolved>-

2. If the REMOVE canonicalization rule can be applied, then f must be of the form:
f= (kw(R,t) = ku(X,x),Bz,...,Bn>.
Let f’ be the statement obtained from f by applying REMOVE . We have that
= (kw(R,t) = BQ,...,Bn).
By applying the induction hypothesis on f’ and o, we immediately obtain our conclusion:
ky (R, )0 € He(Ksolved)-
Lemma 19. Let K be a saturated knowledge base, let f € K be a statement
I = (ku(R,t) < Bi,.... B,)
and let o be a substitution grounding for f such that B;o € H(Ksowed) for all 1 < i < n. Then we have that

(kw (Rv t))O’ € He(Ksolved)-
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Proof. Let G = Zie{l """" ) S(Bio, Ksolved)- We prove the lemma by induction on G.
If f is a solved statement, the conclusion is trivial by the definitions of H, He.
Otherwise, there exists some Bj; = ky, (Xj,1;) (with 1 < j <n) such that t; ¢ X.
As Bjo € H(Ksolved), we have by Proposition 6 that there exist

9= (ku' (R/> t/) = Bi, B B;n) € Ksolveda
a substitution ¢’ grounding for g such that Bio’,..., B}, 0’ € H(Ksoed), ku (R, t' )0’ = ky (X, ;)0 for some
prefix u C w; of w; and S(B;o, Kolved) > Zie{l,...,m} S(Blo’, Ksolved)-
As o0 U o’ is a unifier of k,(Xj,t;) and k,/ (R',t"), it follows that 7 = mgu(k,(X;,t;), ku (R, t’)) exists.

Let o U ¢’ must be an instance of the most general unifier, let w be a substitution such that ¢ U ¢’ = Tw.

As K is saturated, it follows that the RESOLUTION saturation rule was applied to f and g. Let h be the
resulting statement:

h= (kw(R,t) v Bl,...,Bj_l,BjH,...,Bn,Bg,...,B;n)T.

We distinguish two cases:

1. if h is not solved we have that h € K by the update function (as K is saturated).

We can therefore apply the induction hypothesis on kA and on the substitution w to immediately conclude.
2. if h is solved, we distinguish two cases:

(a) either hl € K, in which case we conclude by applying Lemma 17 to h and w.
(b) or h{ = (kw(R”,t) =0, .,ck) and

W = (ku(R".1) <= C1,...,Cy) € conseq(Ksoned)

and

W' = (iw(R",R") < C1,...,Ch) € Kuonea
for some R, in which case we conclude by applying Lemma 18.
Proposition 7. If k,(R,t) € He(K), then kyy € He(K).

Proof. As ky(R,t) € He(K), it follows that k,(R',t) € H(K) and i,(R', R) € He(K) for some R'. By the
EXTENDK rule, we have that k,,(R’,t) € H(K) and by the EXTEND rule, we have that iy, (R, R) € He(K).
We conclude by rule EQUATIONAL CONSEQUENCE that ky, (R, t) € He(K), which is what we had to show.

Lemma 20. Let K be a saturated knowledge base such that ki, (R,t) € H(K). Then
kw (R, t) € He(KsoIved>-

Proof. By induction on S(ky (R, 1), K).
We distinguish two cases:

1. either k,(R,t) € H(K) for some u prefix of w, in which case we obtain by the induction hypothesis that
ky(R,t) € He(Ksoived). We conclude by Proposition 7.
2. or there exist

= (ku(S,) = By, Ba) € K

(with B; = kg, (X5, t;)) and a substitution o grounding for f such that B;o € H(K) for all 1 < i < k,
so =t,So =R, uc = w and

Skw(R,1),K) =14+ > S(Bio,K).
ie{l,...,n}
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We apply the induction hypothesis on B;o for all 1 < i < n and we have that B;0 € He(Ksoved). By the
definition of H, it follows that there exist {R}}1<;<, such that

kwig(RQ, tiO') S H(Ksolved)

and such that
iw;o (R, Xi0) € He(Ksolved) for all 1 < i < n.

As wjo is a prefix of uc = w, we have by rule EXTEND that
iw(R;, XiO') S He(KsoIved) forall 1 <i¢<n. (9)

Let ¢’ be a substitution defined to be o except on { X7, ..., X, }, where ¢/ maps X; to R} forall 1 <4 < n.
We apply Lemma 19 on f and ¢’. We obtain that

ko (S, 8)0" = ko (S0”,1) = ke (S{X; s Ri}o,t) € He(Keowed)- (10)

Therefore, combining Equation 10 with Equation 9 (i.e. replacing R; by X,o), we immediately obtain
our conclusion:
kw(S{Xl = XiO'}O', t) = kw(Sav t) = kw(R7 t) S He(KsoIved)~

Lemma 21. Let K be a set of statements and let K' be the saturation of the knowledge base obtained by
updating the empty knowledge base by each statement in K.

Then H(K) C He(Keq)

Proof. Let H € H(K). We will prove by induction on the proof tree of H € H(K) that each node of the tree
is in He(K . | eq)- We distinguish two cases:

1.

2.

if H=ky(R,t) and k,(R,t) € H(K) for some prefix u of w, in which case by the induction hypothesis
we have that ky(R,t) € He(K. \eq) and we conclude by Proposition 7.
it H=1i,(R,R) and i, (R, R’) € H(K) for some prefix u of w, we have that i,(R, R') € He(K.eq) by
the induction hypothesis and therefore iy, (R, R') € He(K.,eq) by rule EXTEND.
otherwise there is a statement

f= (H’<:B§,...,B;> cK

and a substitution o grounding for f such that H = H'o and Bjo € H(K).
By the induction hypothesis, we have that Bjo € He(K eq)- W.l.0.g. assume that B] = k, (X, t]). As
Blo € He(K . \eq): We have by definition of He that there exist R such that

kw;a(Révtio) € H(Ks/olved)v (]‘1)

o (R Xio) € He(Kgoiea) (12)

forall 1 <i<n.
But w}o is a prefix of w, where w is such that H = predicate,,(...) with predicate € {r,i,ri, k}. Therefore,
by applying the EXTEND rule to Equation (12), we obtain

iw(Rég XZU) € He(Ksolved)' (13)

Let o’ be the substitution defined to be o except that it maps X; to R} for all 1 <i < n.
We will show that H'o’ € He(K. ,.q)- As K’ was updated by f, there are three cases:

solved
(a) if f € K', we conclude by Lemma 19, Lemma 12, Lemma 13 or Lemma 14.
(b) or f} € K/ and f ¢ K’, in which case f must be a solved deduction statement. In this case, by
Lemma 17, we obtain that H'o" € He(KL jeq)-
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(c) or fi = (kw(R, )< Cq,..., Cm) and there exists R’ such that

(kw(R/, t)y<=C,..., C’m) € conseq(K. .4

and such that
(iw(Ra R,) ~ Cla ey Cm) S Ks,olved'

In this case, we have that H'o’' € He(K.,oq) by Lemma 18.
We have shown that H'o' € He(Kl o) But H'o' = H'{X; — R;}o and therefore H'{X; — R;}o €
He(K! | eq)- By Equation (13), we obtain that H'{X; — X;0}0 = H'0 € He(K.,,eq), Which is what we

had to show.

C Proof of Lemma 1

We let = denote the saturation relation. We let =~ denote the reflexive closure of =.
Let My C M be public names and let

K'names == {{k(m, m) <:}m€/\/lo ) {I(m7m) <:}m€./\/lo U {ri(ma m) <:}WL€M0}
be a set of statements involving names in M.

Lemma 22. Let K be a knowledge base such that names(K)NMgo = 0. Let K1 C Kpames- If h is a statement
such that names(h) N Mo = 0, then

(KWK))®h=(Ka&h)WKj.

Proof. If h is not solved or if it is not a deduction statement, we have that (KW K;)®h = (KW K;)U{h} =
(KU{h}) WKy = (K ®h)wWK;. If his a solved deduction statement, let
£; (Xnaxn)

ki

Rl = ke, 0 (Rot) <= key o (X, 21)5000 ke
We distinguish two cases:

L. either ky, ¢ (R',t) <= key, 0 (X1,21), - key 0, (Xny Tn) € conseq((K W K1)solved) for any R/, in
which case
(KUyK)oh=(KWK)U{h}=(KU{hl}) W K.

It follows that ke, . ¢ (R',t) < Key,...0, (X1,21), . key e, (X, @) & conseq(Ksoned) for any R
either (since K C K W K7). Therefore K @ h = K U {hl}} and we immediately conclude by replacing
K U{h{} by K & h in the equation above.

2. or ke, .0 (R, 1) < ke, t:, (X1,21),..., key,.oo0y, (X, %p) € conseq((K W K7 )solved) for some R'. In this
case, (K WKy)®h=(KWK;)U{f} where

F = (it (B R) = {kes oy, (X2 bieqn,m ) )

To conclude we show the following claim.
If names(t) N My = () and

kél,...,ék (Rla t) ~ k€1,4..,éi1 (Xh 171), ceey kél,...,ém (Xna xn) S COIISGQ((K W Kl)solved)
then
ke (R1) <= key ey (X1, @1), ke ey, (X, @) € conseq(Koived)

To proof this claim we proceed by induction on the size of the proof tree of

0, (X, x,) € conseq((K W K1 )solved)-

“in

Koy, o (RE) < key ooy (Xay21)50 00 ke,

iy gouay
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Base case: we need to consider two cases according to which rule has been applied.
— AxioM: the rule does not depend on the knowledge base and we trivially conclude.
— RESs: we have that n = 0, i.e., H < € (KUK} )solved and Ho = kg, ¢, (R',t). As names(t)N Mgy =0
we have that H < € Kgoed- Hence, ke, . 4, (R, 1) € conseq(Ksolved)-

Inductive case: We suppose that the proof ends with an application of the RES rule. We have that
H < By,...,Bn € (K U Kj)solved, Bioc <= Key,... 0, (X1,21), .., key,oe;, (X, wp) € conseq((K W
Kl)solved) and Ho = kghm,gk(R/,t). Let H = ku(S,t/) and B; = kulo/zyyz) As Ho = kel)m’ek(R/,t)
and names(t) N Mo = (), by inspection of the statements in K7, it must be that H < By,..., B, €
Koolved. Moreover, as t'c = t we have by hypothesis that o N\ My = () and hence t' N My = 0. As
y; € vars(t') we have that y;0 N My = () and we can apply our induction hypothesis to conclude that

Bio <=k, 0, (X1,21), ., key,oes, (X, @) € conseq(Konved) for 1 <@ < n. Hence, as
H < Bla---aBm S Ksolved

and
Bio <= ke, 0 (X1,71), .. key

2, (R',t) € conseq(K).

A (Xna Zn) S cOnseq(]:(solved)

for 1 <14 < n we conclude that ky,

yens

Lemma 23. If K is a knowledge base such that names(K) N Mgy =0, K1 C Kpames and
KWK, = K"

then K" = K' W Ky with K =~ K', Ko C Kpames and names(K') N Mg = 0.

Proof. We perform a case distinction depending on which saturation rule triggered:

1. if rule RESOLUTION trifgered7 we will show that f,g € K.

Indeed, no statement (k(m,m) < ) € K; can play the role of ¢ in the RESOLUTION saturation rule

since ' = m must unify with ¢t ¢ X. Therefore ¢t must be m, but m & names(K) by hypothesis and
therefore ¢t cannot be m.
No statement in K7 can play the role of f in the RESOLUTION saturation rule since they have no
antecedents.
Therefore f,g € K and names(h) € My. We choose K' = K @ h, K = K; and we conclude by
Lemma 22.

2. if rule EQUATION triggered, we distinguish three cases:

(a) if a statement (k(m,m) <= ) € K plays the role of f in the EQUATION saturation rule, we have
that ¢ = m. As t' unifies with m, we have that either ¢ = m or that ¢’ is a variable. The second
case is not possible since g must be well-formed. Therefore t' = m. As m & names(K) by hypothesis
it follows that g € K3 and therefore g = k(m, m). Therefore the resulting statement is i(m,m). We
choose Ky = K7 U{i(m,m)}, K’ = K to conclude.

(b) if a statement (k(m,m) < ) € K plays the role of g, the reasoning is analogous to the case above

(c) otherwise f, g € K. Therefore names(h)NMg = 0. We choose K’ = K @ h and Ko = K to conclude.
3. if rule TEST triggered, we distinguish two cases:

(a) if (i(m,m) = ) € K, plays the role of f, we choose K’ = K and Ky = K7 U {ri(m,m)} to conclude.
(b) otherwise f € K. The statement g must also be in K since g is a reachability statement and K7 does
not contain reachability statements. We choose K’ = K @ h and Ky = K7 to conclude.

From the above lemma we can immediately conclude that if
KU {k(m7m)}mEM\names(K) =* K’
and K’ is saturated, then
K :>* K//
with K" saturated and K’ = K" U K, 4mes- This means that there is no need to keep track of all (an infinite
number of) names during the saturation process.
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D Proof of Lemma 2

The definition of conseq(K) yields a direct recursive algorithm which moreover computes R:

— (Axiom) Check whether ¢ = x; for 1 < j < n. If this is the case return (yes, Xj;).
— (Res) Otherwise, guess a (solved) statement k,(R',t") < ky, (Y1,91),- - ku, (Y, yx) € K and compute
substitution o such that ke, . ¢ (R’,t) = k,(R',t")o. Check recursively whether

AR; ky, (Ri, yi)o < Key,ooti, (X1,21),...,key,....0;, (X, %) € conseq(K)
for 1 <4 < k. In that case return (yes, R'[Y; — R;]i<i<n). Otherwise return no.
Termination is ensured because the size of ¢ when checking whether
IRk, 0. (R, t) < Key...t:, (X1,21),. ., key. e, (X, ) € conseq(K)

strictly decreases in each recursive call. Indeed, when ky(R',t") < ky, (Y1,91), - - ku, (Yi,yx) € K we have
that ¢ ¢ X because it is well-formed and y; € vars(t’) by definition of a statement. Hence, |y;0| < |t'o| = |¢].
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E Proof of the algorithm

In order to prove Theorem 4 we need the following technical lemmas.

Lemma 24. LetT be a trace and let K be a saturated knowledge base associated to T. Then for any statement
f € K, we have that:

1. if f= (rll,,___’ln < {ku, (Xi,ti)}ie{l,__ﬂn}) and x € vars(ly) then there exists w; =1ly,..., iy with k' <k
such that x € vars(t;).
2.4f f = (kll,...,ln (R,t) < {kuy, (Xi,ti)}ie{lv_qm}) and x € vars(t) then x € vars(ty,...,tm).

Proof. The seed knowledge base satisfies the above properties and they are preserved by canonicalization,
update and saturation.

Lemma 25. If dom(yp) C dom(y’) and o F" t, then ¢’ F" t.
Proof. The same rewrite steps to obtain ¢ from r¢ are used to obtain ¢ from r¢’.

Lemma 26. Let Ty be a trace, o = () the empty frame, and {cy,...,cx} names such that ¢; & names(Tp)
foralll <i<k.

If
L Ly
(TONPO) :1> (Tl,gﬁl) :2> ceo = (TnaQOn)

and V1 <i<k

— either ¢; & names(Lq,...,Ly)
— 0T Vida(c;)—1 Fit; for some t; where idx(c;) = min{j | ¢; € names(L;)}

then
(T07 QOO) leﬂ- (T17T, ‘Plﬂ') % s LT’:7T> (Tnﬂ-a @nﬂ'):

where ™ = {c; = Ri}ieq1,.. .k} and @ = {c; = ti}icq1,.. b}

Proof. By induction on n, the same operational steps will take place with the new labels.

Lemma 27. Let T be a trace, let {c1,...,cx} be public names not appearing in T and let 7 : {c1,...,cp} —
Messages and 7' : {c1,...,ck} — Recipes be mappings from names to terms. If T = ki, 1, (Rit1,ti+1) and
T ki, in(cim’ s cim) then T = kiyr,n (Riga ' tigam).

Proof. By induction on R.

Lemma 28. Let T be a trace and ¢ a frame such that (T, @) Lo (T",¢") and such that

1. either M = L,
2. or L =1in(d,R) and M = in(d, R’) such that (R = R')¢p.

Then we have that (T, ¢) ELN (T, ).

Proof. If M = L then the result is obvious. Otherwise, R and R’ are recipes for the same term in ¢ and
therefore the transition still holds. a
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Theorem 4. Let T be a trace and let P be a determinate process. Let K be the set of solved statements
from a saturated knowledge base associated to T. Then T T, P iff the following tests hold:

(rll,“.,ln <= {kuy, (Xiaxi)}ie{l,.“,m}) eK

C1,...,Ck fresh constants o:wvars(ly,..., 1) = {c1,...,ck} is a bijection
Ko, ;10 (Ri tio) € H(K) for all i such that l; = in(t;)
REACHABILITY

(P,0) 2o (77 )

(Fit ot (B B) = {b (Xis 2 i1,y ) € K
c1,...,c fresh constants o:vars(ly, ..., ln) = {c1,...,ck} is a bijection
Kiyo,. ;10 (Ri tio) € H(K) for all i such that ; = in(t;)
IDENTITY

(P,0) Ao Mn, (T', ) such that (Rw = R'w)p where w = {X; — z;0}

Proof. We first prove that if any of the tests fail, T' Z P. Indeed, if the REACHABILITY test fails, we have

that P Azt (5, -), but, by the soundness of K, we have that (7', 0) My, M, (-, ) and therefore T Z P.
If the IDENTITY test fails, we have that:

1. either (P,0) M (5, -), in which case, by the soundness of K, we have that (7T, 0) RSN (5))
and therefore T I£ P.

2. or for any ¢’ such that (P, 0) My Mny

(-, ¢") we have (Rm # R'm)¢’. By the soundness of K, we have
however that (T, () Mo Mn

(-, ) and (Rm = R'm)¢. Therefore T Z P.

Next, we prove that if T'[Z P, then at least one test fails. We assume by contradiction that T' [Z P, that
all tests pass and we derive a contradiction.

As T [Z P, it follows that there exist Lq,..., L,, @ such that either:

(T,@)M)(T’,cp) and
VS € P (S,0) £ztn (g7 )

or:

(T,0) ELISHLTN (T, ) and (R = R')p and
Lu,...,

VS € P,(S,0) 2222 (S',4) implies (R # R
Let n be the smallest index such that one of the above holds. We then have that:

(T,0) 25 (T1,00) 22 . 25 (To10n1) 22 (T 0n)
and there exists S € P such that:
(S,Q) Lﬁl (5171/}1) % e g (Snflvz/}nfl)a
such that for all R, R’ we have (R=R')p; = (R=R')¢; (1 <i<n-—1)and:

1. either for all U € P we have (U, () Lok (o)

2. or there exist recipes R, R’ such that for any U’ € P such that (U’, 0) ELN (-, ¢") we have (R # R')Y.
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We consider each of the cases separately:

. If we are in the case of Item 1, as (T',0) EEEN (Th, ¢n), we have by Theorem 3 that rr, .|, .. .L.p.l €
He(K). By the definition of He, we have that it contains no reachability statements in addition to those
in H: therefore rr .|, 1.onl € H(K).

grounding for f such that I;7 = L;p, (for all 1 <i < n) and such that ky, (X;7,2;7) € H(K).

Let ¢,...,c; be fresh public names and let o : wvars(ly,...,l,) — {c1,...,cx} be a bijection. As
(kghm,g‘w” (¢j,¢j) < ) € K(T)forall1 <i<mandall 1 <j<Fkandw;o is an instance of £1,..., £},
it follows by Theorem 3 that there exists a substitution ¢’ such that ke, (X;0',z;0) € He(K) for
all 1 < i < m, which implies by the definition of #. that there exists a substitution ¢” such that
kw0 (Xi0",2;0) € H(K) for all 1 <i <m.

By instantianting f with o U (0”[{X1,..., X:n}]), we obtain that r,,,. 1,0 € H(K). By the soundness of
K and of H, it follows that T = ri,4, .1, 0. Therefore, there exist recipes R} (for all 1 <4 < n such that
l; =in(,t;)) such that T |= ki,0,.. 1, 1U(R t;o). By the completeness of K, it follows that there exist
recipes R; such that kllU,“,’liilU(Rl,t o) € H(K).

Let M; =1; if l; € {test,out(_)} and let M; = in(d;, R;) if [; = in(d;, t;) for all 1 <4 < n. Because the
REACHABILITY test worked, it follows that there exists S € P such that, if we let ¢ = (), we have

My,
(5071%) (Siﬂ%) d (S;m’(/};,)
We already have that ky,(X;7,2;7) € H(K) by choice of f and of 7. By the soundness of # and K, we
obtain T' |= ke, (X;7,2;7). By Lemma 24, we have that |w;| < i, and as w; is a prefix of I1,...,l;_1,

we have that T = ki, 7.1, +(X;7, ;7).

Let m: {c1,...,ck} = T(F,N, M) and 7’ : {c1,...,c,} = T(F, M, W) be defined such that w(¢;) = z;7
and 7'(¢;) = X;7 when o(x;) = ¢. As X;7 = gqn’, ;7 = gm and LiT,...,l;_17 = Liom,... l;_io7
therefore we have that T = ki or,.. 1, ox(cm’, o).

We also have that ki,s,.. 1, 0 (Ri,tio) € H(K). By the soundness of H and K, we have that T =
Kiyo,...1; 10 (Ris ti0). We apply Lemma 27 to obtain that T = kjyor,... 1;_1on (Ri7, tiom). But tiom = ;7
and lyom, ..., li_iom =Ui7,...,l;_17 and therefore we have that T = ki, . 1, (R’ ;7).

Let R/ be such that L; = in(d;, R}) for some channel d; for all ¢ such that the ith action of T is a
receive. By the definition of =, we have therefore that T |= ki r.... 1, .+ (R}, ;7).

We conclude that T' |= iy, 1, ,-(Ri7’, R}), or, equivalently, (RﬂT = R!)¢i_1. By the hypothesis, we
have that (R;n" = R})y;—1 as well.

From Lemma 26, we obtain that

(Sh, ) = (Shm, om) 225 (S, i) 2255 . MnT (61 ol ).

We will show by induction on n that

Ly

(Shm, o) E4N (S, i) £ NN (S 0,4l 7).
We assume by the induction hypothesis that

Lo

(Sgm, o) 2 (S5, i) 2 . s (Sim,vim)
and we show that
(S/W 1/) ) (S;HW T/%HW)

We will show that L; 1 and M; 17" satisfy the conditions of Lemma 28 and then we can easily conclude
by it. Indeed, either L;y; = M;y 17’ (in the case of a test or out action), or Liy1 = in(diy1, R, ;)
and M; 17" = in(d;j41, Rip17') (in the case of a in action). In the second case, as we have shown
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(Riy1m" = RY,1)v;, by determinacy of P it follows that 1);m =, ;m and therefore (R; 17" = R}, )¢ as

well. As the hypothesis of Lemma 28 are satisfied, we can conclude.

Let U = S}. We have shown that (U, ) ESEIE N (,-), therefore obtaining a contradiction. Therefore

Item 1 cannot hold.

. In the case of Item 2, we assume that for all U € P such that (U, 0) ESEIN (-, %) we have (R # R')¢
to obtain a contradiction.

As (R = R')yy, it follows by Theorem 3 that ir, e 1. .. .10, (R, R) € He(K).

As (R # R')y it follows that there exist recipes Q,Q’ such that ip,,. | . 1.0, (Q,Q") € H(K) but
(Q# Q).

Asrpiont, Lnont € H(K), we have by Lemma 15 that rig, |
exists a statement

,,,,,

f = (Fityo, (P P') = ke (X 2) ity ) € K

and a substitution 7 grounding for f such that ky,(X;7,2z;7) € H(K) (for all 1 <i<m), ly7,...,l,7 =
Liondy ..., Lypnl, Pr=Q and P'r =Q'.

Let ¢1,...,¢; be fresh public names and let o : wvars(ly,...,l,) — {c1,...,ck} be a bijection. As
(kghm,g‘wi‘ (¢j,¢j) < ) € K(T)forall1 <i<mandall 1 <j<Fkandw;o is an instance of £1,..., £},
it follows by Theorem 3 that there exists a substitution ¢’ such that ke, (X;0',z;0) € He(K) for
all 1 < i < m, which implies by the definition of #. that there exists a substitution ¢” such that
kw0 (Xi0",2;0) € H(K) for all 1 <4 <m.

By instantianting f with o U (0”[{X1,...,X,,}]), we obtain that r;,5, 1,0 € H(K). By the soundness of
K and of H, it follows that T = r;,5, .1, o. Therefore, there exist recipes R} (for all 1 <4 < n such that
l; =in(_,t;)) such that T |= kj,0,... 1, 10 (R}, t;0). By the completeness of K, it follows that there exist
recipes R; such that ki s, 1, ,0(Ri, tio) € H(K).

Let M; =1; if l; € {test,out(_)} and let M; = in(d;, R;) if I; = in(d;, t;) for all 1 <4 < n. Because the
REACHABILITY test worked, it follows that there exists S € P such that, if we let ¢ = (), we have

Sh ) 22 (S, 0h) 2 L E (5 9.
0> %0 1 1 n» ¥n

Similarly to Item 1, we can show that there exists S € P such that

(Sh,h) = (Shr, o) 2 (S, m) 22 ... L2 (S 7, 7)

where m and 7’ are defined as in Item 1.

Furthermore, as the IDENTITY test worked, it follows that (Pw = P'w)y!,, where w = {X; — x,0}. As
the equational theory is stable by substitution of terms for names, we have that (Pwn’ = P'wr’)y! 7.
But Pwr’ = Pt = @ and P'wn’ = P't = ), which means that (Q = Q")¢) x.

We have shown that there exists Sj € P such that (S§,0) Lwubn, (L,,m) and (Q = Q). 7. By

determinacy of P, it follows that (Q = Q')v for any v and any U € P such that (U, ) EATEEIN (5, 9),

therefore we obtain a contradiction.

As both cases yield a contradiction, it follows that if T' [Z P, there exists at least one test that fails.
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