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Photometric visual servoing

Christophe Collewet, Eric Marchand

Abstract—This paper proposes a new way to achieve robotic goal we use as visual measurement and as visual feature the
tasks by 2D visual servoing. Indeed, instead of using classical simplest that can be considered: the image intensity itgédf
geometric features such as points, straight lines, pose or ainarefore call this new approagihotometric visual servoing

homography, as is usually done, the luminance of all pixels in . . - .
the image is here considered. The main advantage of this newIn that case, the visual feature vecsds nothing but the image

approach is that it does not require any tracking or matching While s* is the desired image.
process. The key point of our approach relies on the analytic ~ Considering the image intensity as a feature has been

computation of the interaction matrix. This computation is based considered previously [9], [10]. However, those works efiff
either on a temporal luminance constancy hypothesis or on a from our approach in two important points. First, they do

reflection model so that complex illumination changes can be t directl the i intensity si .
considered. Experimental results on positioning and tracking MOt diréclly use the image intensity sinceé an eigenspace

tasks validate the proposed approach and show its robustness decomposition is performed to reduce the dimensionality of
to approximated depths, low textured objects, partial occlusios image data. The control is then performed in the eigenspace
and specular scenes. They also showed that luminance leads taand not directly based on the image intensity. Second, the
lower positioning errors than a classical visual servoing based on interaction matrix related to the eigenspace is not contpute
2D geometric visual features. - - . .
analytically but learned during an off-line step. This ldag
process has two drawbacks: it has to be done for each new
. INTRODUCTION object and requires the acquisition of many images of the

. . . . . scene at various camera positions. Considering an argllytic
Visual servoing consists aims at controlling the motions }

bot b ing dat ided b . 11 M teraction matrix, as we propose avoids these issues. An
a robot by using data provided Dy a vision sensor [4]. il eresting approach, which also directly considers thelpi
precisely, to achieve a visual servoing task, a set of vis

. . ensity, has been recently proposed in [11]. Howevery onl
features has to be selected from the image allowing to Cbm{ﬂe translations and the rotation around the optical axi® ha
the desired degrees of freedom (d.o.f). A control law is th

desianed hat th isual f h desired val Yren considered (that is the 4 most simple d.o.f.) wheraas, i
esigned so that these visual featuseseach desired va U€S our work, the 6 degrees of freedom are controlled. However,

s*. The control pr|nC|pI<_a is thus to regulate the error vect n image processing step is still required. Our approach doe

e=s—s" to zero. To build the control law, the knowledge of, . require this step

th(iflntezafctlon matrid. I'S usu?jlly .requ(;refd [1]'. | In this paper, we summarize several previous works. In
Isual features are aW‘f"yS esignea from visua _measutﬁz], the analytic computation of the interaction matrilated

ments m(py) (where p; is the camera pose at timg)

. k ) . to the luminance for a Lambertian scene is provided, only
which re‘j”'res a rOBU.St extraction, matching (betwae(po) ositioning tasks have been considered. In [13], this matri
e_md m(p .)’ wherep® is th_e desired camera pose) and rear?as been computed considering a lighting source mounted
time spatio-temporal tracking (between(py.—1) andm(p)). o the camera and the use of the Blinn-Phong illumination
However, this process is a complex task, as testified by the,ye| (5 simplified model of the Phong model detailed in
abun.dant Iltgrature on the subject (see [2] for a recenesiyv the next section), only tracking tasks have been considered
and is considered as one of the bottleneck of the expans ﬂn[14]’ the Phong model has been used, only positioning
of visual servging. Thus several works focus to qlleviaie thtasks have been considered. In addition, these works refer
problem. An mterestmg way to avoid any trackmg. proce [15] where details concerning analytic computations are
IS to use non geo”?et“c visual measurerr!er?ts as in [3], J/en. Note that in [16], although this is also a direct visua
instead of g'eometrlc'measurements as _'t is usually do %‘rvoing approach, the considered features used in theotont
Of course, directly using non geometric visual feature® al?aw are very different. In this paper, we specifically focus o
aVOi.dS any tracking process. In fchat case, parameters of a way the visual servoing problem has been turned into an
motion model haye been used.ln [51-{8]. Nev_ertheless, SU§Btimization problem. More precisely, we analytically bsa
approaphes require a complex Image processing task. the cost function to minimize in order to derive an efficient

In this paper we show that this trackmg_ process can l3‘(:)ntrol law. Moreover, additional experimental resultgrth
totally removed and show that no other information thafy,se described in our previous works are presented, as for

the |%aged|nten5|ty I(ﬂ;]e putr)e Ium|panced3|ggal) ne(ra]qh‘s_ to Q?ample a comparison between classical 2D geometric visual
considered to control the robot motion. Indeed, to achi & tfeatures and the use of the luminance. We will show that

C. Collewet and E. Marchand are with INRIA Rennes DY USIng luminance much lower positioning errors can be
Bretagne Atlantique, IRISA, Lagadic team, Rennes, Francema: oObtained.
firstname. name@risa.fr. _ The remainder of this paper os organized as follows, we first
Part of this paper has been published in the IEEE Int. ConRRobotics and he | . ix of the | . in Section |
Automation, ICRA08, ICRA09 and in IEEE Int. Conf. on Computéision COMPUte the interaction matrix of the luminance In Section

and Pattern Recognition, CVPR'08. Then, we reformulate the visual servoing problem into an
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optimization problem in Section I, and propose a new caintr
law dedicated to our cost function to minimize. Section IV
shows experimental results on various scenes for seveid.ta

II. LUMINANCE AS A VISUAL FEATURE

The visual features considered in this paper are the lumi-
nance of each point of the image. More precisely, we consider
as visual features the luminangg at a constant pixel location rig. 1. Quantities involved in the Phong illumination moded]Zexpressed
x = (z,y) for all x belonging to the image domain and for dwere in the scene frame).
given posep. Thus, we have

s(p) = L(p) = (T1e, Ine, -+, Ive) 1) direction_. Bes_ides, (5) is only valid when the Iigh_ting SRITS
not moving with respect to the scene. In fact, it is well known
wherel, is thei-th line of the imagel (p) is then a vector that the temporal luminance constancy hypothesis can be
of sizek = N x M whereN x M is the size of the image. easily violated [18]. Therefore, to derive the interactioatrix,

As mentioned in the introduction, an estimation of theve have to consider a more realistic reflection model than the
interaction matrix is required to control the robot motién. Lambert's oné. In this paper, we derive the interaction matrix
our case, we are looking for the interaction matkix related from the Phong illumination model [20]. This model is not
to the luminancel,(t) at timet, that is based on physical laws, but comes from the computer graphics

fo—L,v ) cpmnjqnity. Although empiricgl,_ itis widel_y used thanksm i

* * simplicity, and also because it is appropriate for varigymes
with v = (v,w) wherew is the linear camera velocity and of materials, whether they are rough or smooth.
its angular velocity. According to the Phong model (see Fig. 1), the intensity

Let us consider a particular poirfe(¢) belonging to the I(p(t),t) at pointp and at timet writes as follows
scene which projects into the camera plane at the pgint
P(t) is time varying either because the camera is mo%fi(rﬁz; with I(p(t),t) = K, cos” a + Kqcos + K. ™
respect to the scene or because the scene is moving itself wikis relation is composed of a diffuse, a specular and an
respect to the camera. Let us note that, unless explicabedt ampient component and assumes a point light source. The
otherwise, all the quantities are expressed in the camanaefr scalar K, describes the specular component of the lighting;
The computation of the interaction matrix (2) requires tatevr K, describes the weight of the diffuse term which depends on
the total derivative of the luminancKp(t),t) in p at timet  the albedoin P(t); K, is the intensity of ambient lighting in

. T(o(t). ¢ P(t). Note thatK ,, K; and K, depend onP(t).  is the angle
I(p(t),t) = VI(p(t), 1) p(t) + %- @) be(t\Bveen the normal to the surfaxp:e'n P(t) (ar)1d the direct?on
However, considering that, at time the normalized coordi-

of the light sourcel; « is the angle between (which is1
nates ofp(t) coincide withx, (3) becomes mirrored aboutn) and the viewing directionl; r can be seen

. . as the direction due to a pure specular object. The parameter
I(p(t),t) = VIx(t)T)'( + I (¢) (4) allows to model the width of the specular lobe aroundhis

. . . ) . scalar varies as the inverse of the roughness of the material
with V' 1(t) the spatial gradient of, (1) andx the 2D velocity Considering that, d andl are normalized, we can rewrite

o retore, o explct te the interaction matix, <) >

erefore, to explicitly compute the interaction matFix_,

an illumination mo?jel isyrequieed to estimakép(t),t). " Hp(t),t) = Ko + Kauz + Ko (®)
The simplest one is, of course, the one that lied on theéherew; = r'd while we haveu, = n'l. Note that these

temporal luminance constancy hypothesis [17], as it is thectors are easy to compute, since we hdve- _H§II and

case in most of computer vision applications. In that case— 2y,n — 1 with x = (z, 7, 1).

we simply havel(p(t),¢) = 0 and it becomes straightforward ~ Consequently, from (8), it becomes easy to compute

to derive the interaction matrix from (4) and (2) (see [12] foj(p(¢), t) involved in (4) (we assume here that the scene is
further detailS). In that case, we obtain 0n|y constituted by one materiaD

Ly, = —VI 'Ly (5) [(p(t), 1) = NI iy + K (9)

where the interaction matrit., related tox (i.e. such that

' X that leads to a general formulation dhe optical flow
x = Lyv) has been introduced

constraint equatiof17] considering the Phong illumination
-1/zZ 0 z/Z7 xy —(1+2%) y model
-1/Z y/Z 1+y? - —z |’ . _
0 /2 y/Z 1+y i v ©) VI Lov + I = nK ™ iy + Kuis. (10)
Of course, because of the temporal luminance constancy

. . . . . Indeed, the Lambert's model can only explain the behavior of no
hypothesis, (5) is only valid for Lambertian scenes, thd0is 1,,mogeneous opaque dielectric material [19]. It only dessri diffuse

surfaces reflecting the light with the same intensity in eacéflection component and does not take into account the vipdirection.

Ly =
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Thereafter, by explicitly computing the total time derivatof ~A. Analysis of the cost function

e . . T . . T ) .. .

uy andwus and writingi; asu; = Ly v anduy asu; = Lyv At the desired position, thanks to a first order Taylor
where L, and L, are 6-dimensional vectors, we obtain thgeries expansion of the visual featudggp) aroundp*, an
interaction matrix related to the intensity at pixelin the approximation of the cost function in a neighborhoodpsf
general casé can be obtained (see [12], [15] for more details):

_ T n—17 T T — 1
Ly, =-VI Ly +nK.u" 'L + K;L) . (11) o) = §(vAt)TH*(vAt). (14)
To compute the vectork; andL; involved in (11) we have
. . . where
to explicitly expressi; andus. However, to do that, we have to H - LL (15)
assume some hypothesis about howndl move with respect e

to the camera. Various cases have been studied in [15]. Dugstehe Hessian matrix gb*.

lack of place, we report here only the case of an eye-in-handSinceLy. is analytically knownH* is also known and (14)
robot system where the light source is mounted on the cameem be easily evaluated. However, we will consider here only
and where the interaction matrix is computed at the desiréte case where the temporal luminance constancy hypothesis
position. It is a very classical way to proceed [1]. Indeeds valid and, first, when the camera and the object planes are
it avoids to compute on-line 3D information like the depthparallel. In this case, we will denotdd* by H’ﬁ We will

for example. We consider here this case. More precisely, wensider the more complex case when these planes are not
consider that, at the desired position the depth of all thietpo parallel afterwards.

where the luminance is measured are equal to a constanBy considering the relation between the normalized coordi-
value Z*. That means that we consider that the object isatesx and their pixel valuex = (u,v), a line of Ly: writes
planar and that the camera and the object planes are paraligiply at first order inh

at this position. Moreover, we consider a directional light . » »

source. In these conditions, all computations done (seg, [15 Ly, = (VI:r/Z , VI1,/Z*, —h(mN I, +nV1,)/Z",

the interaction matrix related to the luminance writes $ymp -VI,, VI, —(nVI, +mV1I,)h) (16)

as wherex = m h andy = n h have been substituted in (5) with

fl] nKu "t Ty _:c2 + 72 s o0l-VITL m=u—up, n = v — vy Where(ug, vy) is the principal point

* Ed 77 z Yy ** of the camera andl = 1/F with F = f/u, f being the focal
B (12) length andyu the size of a pixel (supposed to be square).
whereZ = Z*|| x . Note that since” is a high value, the first order Taylor series

Note that this matrix requires the computation\af, let us expansion (16) is valid. From (16Hﬁ is easily obtained
point out that it is theonly image processing step necessary

to implement our method. [ hu hie s hp b has ]
On the other hand, even if the analytical computation of the VA A A AR zx
vectorsL; andLs, is not straightforward in the general case, hia  ha has  hoy  hiz hh26
their final expression is very simple and easy to compute in VACEEAL 72 VAR A Z*
this particular case. his hos 0 hh23 h1s 0
. Z*2 Z*2 VA 7*
[1l. VISUAL SERVOING CONTROL LAW =0 hyy R hos
. . . . . . - - —h h22 _h12 —h h26
The interaction matrix associated to the luminance being zZ* zZ* zZ*
known, the control law can now be derived. For that, we h11 h12 hh13 h b W
have turned the visual servoing problem into an optimizatio A 7% 12 1 16
problem where the goal was to minimize the following cost hig . hog
function [12] L h 7 h 7 0 —hhas hhig 0 i
cp) = e (13) an
P 2 where theh;; are functions of the image gradients computed
wheree = I(p) — I (p*). at each pixel that is not useful to detail.

However, it is well known that in visual servoing, some From (17), itis easy to show that the rankldf is 4 since
image motions due to particular camera motions are nie first line is obtained from the fifth line divided by* and
observable. Of course, to derive an efficient control lawhsuéh® second line from the fourth divided byZ*. Therefore,
camera motions must be avoided. whatever the image content i§, is a double eigenvalue,

In the next section we will first prove that such motion@nd its associated eigenvectors denatedinde, are simply
exist, compute them, and then propose a control law that wiignerated by the kernel &
ensure a high decrease of the cost function. Ker HTI _ {( 7 00010 )7 (0 70100 )}

2Note that we recover the interaction matrixV1' Ly associated to That means that along any directidr] = v, e1 472 e (With
the intensity under temporal constancy (see (5)), i.e. inLém@bertian case d I | h ! . d f .
(Ks = 0) and whenis = 0 (the lighting direction is motionless with respect/1 and~; non null scalars), the approximated cost function

to the pointP). (14) does not vary and therefore that the true cost functi@ (
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will slowly vary. Note that these motions coincide with wiitat constant and may even vary very slowly in practice. To cope
is observed in practice, it is always possible to compersate with this problem we propose to use the following control law
(respectivelyy) axis translational motion with @ (respectively

x) axis rotational motion to keep an image almost constant v =—u, VC(Pinit) . 1)
from a different point of view. In addition, note thét; does | VC(Pinit) |l

not depend at all on the image content, moreoderis a . . . . N
P g i That is, a constant velocity with norm, is applied in the

constant value. td i ted at the initial c
The problem is now to find a direction that highly decreasSLeePest descent computed at the initial camera pose. Lonse

the cost function. Sincel| is a constant value, we search agl:entlyl, th'sdf'IrSt step :aehavesf.ast::\jn tODfn'looﬁl s%/stem..rffo tu
direction orthogonal tad;. Such a direction can be simplyIn 0 a closed-loop system, we first detect roughly the mimmu

: : ; long the direction o¥C from a 39 order polynomial filtering
th h a
given by VC (p) since near the desired pope we have of C(p) and then apply a control law formally equal to the one

ve (p)T d; = (vAt)THﬁTdH =0 (18) used in the Levenberg-Marquardt approach. We denote MLM
. this method in the remainder of the paper. The resultingrobnt
(we recall thatd < Ker Hj). _ “law is then given by (see [15])
Note that, in practice, this direction is also valid eventgui
far from p* as will be proved by the experimental results. ; 17T *
p g y oo = —A(H+ pdiagH)) "' L, (I(p) — L(p")) (22)

Now we investigate the more complex case where the
camera desired position is no more parallel to the objectepla

! where A and i, are positive scalardl is the Hessian matrix
In that case, the depths are given b§Z = az + by + ¢ and

H * H * * * at p
the matrixEL* writes now asH* = HH +H where More precisely, first, a high value for is used in (22)
[—9bych —2bigch 0 bigh —biih 07 (_typicallyu = 1) to turn the controlllalw into a steepest Qesqent
like approach and to reach the minimum along the direction
—2bioch  —2bssch 0 booh —bigsh 0 of VC. Once this minimum has been reached, a lower value is
used (typicallys, = 10~2) to switch continuously to a Gauss-
0 0 0 0 0 0 Newton (GN) control law (commonly used in visual servoing,

s
’\%
|

(19)  see [1]) in order to explore the remainder 2-dimensional

b1z h bpph 0 0 00 subspace generated Hyand to reach the minimum of the cost

—bi h  —bish 0 0 0 0 function. This way to proceed ensure both a high convergence
rate and a correct robot path.
L 0 0 0 0 0 0] Remarks about the stability: since redundant visual fea-

with b, — aay; + b, whereay; and §,; are functions of tures (tha_lt_lsk: > 6 con5|de_r|ng a 6 d.o_.f. robot) have been
. ! : . sed, as it is also the case in classical visual servoing,toel
all the image gradients computed at each pixels. As in tﬁe

previous case where the camera desired position was paraﬁgal stability can be obtained (see [1] for a proof). Howeve

to the object plane, the rank @i* is still 4 and the same as pomt_ed oqt in [1], this domain can b.e quite large |n.p(.mact|
. i . . In addition, since we use redundant visual features, itéarcl
conclusions can be led: whatever the image content is, that the potential dimension of the null space can be high
a double eigenvalue the associated eigenvectors of wheh ar P b . gn.
. N owever, that does not mean at all that all the motions that
still generated by the kernel & : .
belongs to this null space are feasible, see for example [21]
KerH* = {(~=1/c 0 p1 0 1 pg),(ps3 1/c pa 1 ps 0)} They use redundant visual features but prove that therecare n

) local minima.
where thep;, (k € {1,---,5}) are functions of theh;; and

the b;;. Those are not useful to detail.
Here again, that means that there are some directibns IV. EXPERIMENTAL RESULTS
generated by KeH* where the cost function (13) slowly
varies. Moreover, as previous,C (p) is an optimal direction  In all the experiments reported here, the camera is mounted

since neap*, VC (p) andd are orthogonal on a 6 degrees of freedom gantry robot. Control law is
- T computed in real-time on a Core 2 Duo 3Gz PC running Linux.
VC(p) d=(vAt) H* d=0. (20) |mages are acquired at 66Hz using an IEEE 1394 camera with
a resolution 0f320 x 240%. The size of the vectol is then
B. Design of the control law 76800. Despite this size, the maty, can be computed at

. . . ch iteration if needed.
We propose the following algorithm to reach the m|n|mun§a atio ee

of the cost function. The camera is first moved in the direxctio , . —_ .

. . . °More precisely, each component of the gradient is scaledrdiogp to
of VC to highly decrease the cost function and next, t0 a die diagonal of the Hessian, which leads to larger displanesn@long the
rection according tel to explore the remainder 2-dimensionatiirection where the gradient is low.

1 o - o . ) L ) )
subspace to reach its minimum. The first step can be eaS”yNote that |fah_|gher re_solut|on_|s u_sed, th_e computations bifrtke error
ctor and of the interaction matrix will be highly increaséds thus better

dP“e .by using a St_eepeSt descent app_roach. I-_|0wev§r, if X(f]@ecrease their size by decreasing the image resoluticereTis no real
direction of VC (p) is almost constant, its amplitude is notdvantage to use high resolution images for control issues.
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A. Positioning tasks using the basic temporal luminance con
stancy model 40408 it —

We assume in this section that the temporal luminange,
constancy hypothesis is valid, i.e. we use the interactiatrir
given in (5). In order to make this assumption as valid 45"
possible, a diffuse lighting has been used so that the lum@a e
can be considered as constant wrt to the viewing direction.
Moreover, the lighting is also motionless wrt the scene dpein 0 s 101 20 3 0 w0 0
observed. In this section, we will first compare the GN and @ (0)
MLM methods, then compare the photometric visual servoing
with respect to a classical approach based on a matching ang,
tracking process and, finally, we will show that the photaioet
visual servoing is robust.

Comparison between the GN and the MLM methode m\fﬂ
goal of the first experiment is to compare the control laws*
based on GN (the usual visual servoing control law) and MLM ° ° 0 ° 20 2 30 3 4045 805 10 15 20 28 30 35 40 45 0
approaches when a planar object (a photo) is considered. The (©) (@
initial error pose wasAp,,,;; = (5 cm, -23 cm, 5¢cm, -12%
-8.4, -15.5) 5. The desired pose was so that the object ar” -
CCD planes are parallel & = Z* = 80 cm. The interaction |
matrix has been computed at each iteration but assuming tl
all the depths are constant and equalZto (i.e. Eq. (5) with
Z = Z*), which is of course a coarse approximation.

Fig. 2a depicts the behavior of the cost functions usink
the GN method or the MLM method while Fig. 2b depicts © ®
the trajectories (expressed in the desired frame) Whergusﬁ'\gﬁféris:ri]fséfegg;”fmuﬁgtti-or'\]/';'\/('b;fsé onN aﬂgghnoivf(igsm é?;f@;i)-(g)
either the GN or the MLM method. Fig. 2¢ and Fig. 2d depkgamgra velocities (m/s or rad}s) for the pGN method, (d) Canr?gnacitkeis
respectively the camera velocity. The initial and final ie8ig (m/s or rad/s) for the MLM method, (e) Initial image, (f) Final igea
are shown respectively, in Fig. 2e and Fig. 2f. First, as can
be seen in Fig. 2a, both control laws converge since the céstobust one [22]. The later allows to reject wrong matched
functions vanish However, the time-to-convergence with thdeatures directly at the control level. 200 points have been
GN method is much higher than that of the MLM method. Thextracted in the desired image and between 50 and 100 points
trajectory when using the GN method is also shaky compardtf matched at each iteration and considered in the coatwol |
to the one of the MLM method (Fig. 2b). The velocity of thelhe goal is here to compare the precision of the positioning
camera when using the MLM method is smoother than whé&gtween these two classical approaches and the new proposed
using the GN method (Fig. 2d and Fig. 2c). This experimeffi€. Table | shows the obtained results. As expected the
clearly shows that the MLM method outperforms the GN on&0sitioning error is far lower using the new proposed apgitoa
Note that in both cases the positioning errors is very low, fdranslation error (that ig/t||) is only 0.07 mm (our robot
the MLM method we obtained\p = (0.26 mm, 0.30 mm, Precision is 0.1 mm) which has to be compared to the 0.87 mm
0.03 mm, 0.02, -0.02, 0.03). It is very difficult to reach so and 1.28 mm using the two other methods. Indeed, in a
low positioning errors when using geometric visual feagias classical approach, an extraction process obviouslydntres

it is usually done. Indeed, this nice result is obtained bsea €rrors in the features coordinates which implies impreaisi
e is very sensitive to the pose. in the positioning task. Similar results have been obtafned

other initial positions and other scenes.

0

Comparison with a feature matching proce§€onsidering
such images, it is also possible to extract geometric featur Behavior with respect to partial occlusionBhis experiment
like SIFT or SURF and match them between current arfigals with partial occlusions. The desired object pose dis we
desired images. In this experiment we use SURF featurels (Wi the initial pose are unchanged. After having moved the
the OpenCV implementation) and use these points coordina§@Mera to its initial position, an object has been added to

within a classical 2D visual servoing control law and withif€ scene, so that the initial image is now the one shown in
Fig. 3a and the desired image is still the one shown in Fig. 2f.
5The following notation has been usedp = (t,uf) wheret describes Moreover, as seen in Fig. 3b and Fig. 3c, the object introdiuce

the translation part of the ho_mogeneous matrix relateql tort_hesibrmatlon in the scene is also moved by hand during the camera motion
from the current to the desired frame, while its rotation parexpressed

under the formud whereu represents the unit rotation axis vector ghthe Which highly increases the occluded surface. Despite thet,
rotation angle around this axis. control law still converges (see Fig. 3f). Of course, sinoe t

8In fact, the cost functions do not exactly vanish, the meanresf the desired image is not the true one, the error cannot vanish at
intensity levels is 2.2 (with a standard deviation of 0.4)tle¢ end of the . . .
motion for the MLM method, this error is due to the acquisitiosise and the end of the motion (See Fig. 3f)' Nevertheless, the final
not due to the positioning error which, as we shall see, iy l@w. positioning error is not affected by the occlusions since we
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TABLE |
FINAL POSITIONING ERROR WE COMPARED THE PROPOSED APPROACH WITH APPROACHES BASED ORGMETRIC FEATURE EXTRACTION
t (in mm) uf (in degrees)
Initial error 143.042 -177.517 12.496 -16.083 -10.139 -1.517
Photometric VS -0.027 0.042 -0.049| 0.001 -0.001  -0.006
SURF (2D VS) 0.486 0.558 -0.467| 0.041 -0.046  -0.018
SURF (2D robust VS)| 1.072 -0.560 -0.418| -0.056 -0.027  -0.074
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Fig. 5. Third experiment. Robustness wrt depths. (a) Initredge, (b) Final
image, (c)Ix — I at the initial position, (d)Yx — I at the end of the motion.

Influence of the image conterithe goal of these last set of
experiments is to show that, even if the luminance is used as a
) visual feature, our approach does not depend too much on the
Fig. 3. Second experiment. Partial occlusionsakis in second). (a) Initial texture of th.e scene pelng observed. Elg. 6 depI(.:tS. .the twhay
image, (b) Image at & 11 s, (c) Image at t 13 s (d) Final image, () ©f our algorithm for different planar objects (the initiad well
Camera velocities (m/s or rad/s), (f) Cost function, Ig)— I}; at the initial as the desired pose is unchanged). As can be seen, the control
position, ()L — I3 at the end of the motion. law converges in each case, and even in the case of a low
textured scene. Let us point out that similar positioninger
than for the first experiment have been obtained.

haveAp = (-0.1 mm, 2 mm, 0.3 mm, 0.230.04, 0.07). It
is very similar with the previous experiments. This veryenic

behavior is due to the high redundancy of the visual features
we use. B. Tracking tasks

Robustness with respect to non planar scefiém goal of ~ Our goal is now to perform a tracking task with respect
this third experiment is to show the robustness of the contt@ @ Moving object. That is, we have to maintain a rigid link
law wrt non planar scenes (see Fig. 4). This figure shoW§tween the target to track and the camera. Considering that
that large errors in the depth are introduced (the heighhef tthe Scene is moving, a specific illumination model has to be
castle tower is around 30 cm). The initial and desired posgansidered as explained in section II. A directional lighg
are still unchanged. Fig. 5 depicts this experiment. Heegrag 'S located around the camera Iénghe scene is then no more
the control law still converges (despite the fact that has illuminated by a diffuse lighting. The object is unchanged b
been computed with a constant depfh = 80 cm) and the it is attached to a motorized rail that allows to control its

positioning error is still low since we havAp = (0.2 MM, 71he nature of the light is directional because LEDs with a semalssion
-0.0 mm, 0.1 mm, -0.0%, 0.0C°, 0.06). angle have been used.
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Fig. 6. Fourth experiment. Same positioning task wrt to variobjects.
Objects considered (left column); Cost functions (rightuooh) (x axis in
second).

(e)

motion (see [15] for an object moved by hand). Although only
one d.o.f of the object is controlled (with a motion that is

completely unknown from the tracking process), the 6 d.o.f
of the robot are controlled (the object velocity is 1 cm/s).
Since we have a constant target velocity, a simple integrato
as in [23], has been introduced in the control law to elimeénat

the steady state tracking error.

. . . — Fig. 7. Target tracking considering the complete interactioatrix that
In this experiment, we use equation (12) to comdiiig. In  integrates specularity, diffuse and ambient termsagis in frame number).

this relation, two parameters depending on the object sairfda) Error|| I — I ||, (b) Camera velocity (m/s and radian/s), (c) Images at
are required’X, and. However, in practice, a large domain™erent time (left) and corresponding erraks — L (right).

of values for these parameters has led to good results. The
same valuesK, = 200 andn = 200) have been used for all

our experiments and never been changed despite the fact that
various material has been considered (glass, variousigdast We have shown in this paper that it is possible to use
metal, glossy and matt paper), see [13] and [14] for othdirectly the luminance of all the pixels in an image as visual
experiments using a complex illumination model. When thfeatures in visual servoing. To the best of our knowledgs thi
velocity is constant, the object is perfectly tracked, am cas the first time that visual servoing has been handled wtthou
be seen on Figure 7a whefee || is depicted, despite theany complex image processing task (except the image spatial
occurrence of a large specularity which shows the impogangradient required for the computation of the interactiornr ma
of using a complex illumination model. Let us note thatrix), nor learning step. Indeed, unlike classical visiaksing
without using this new model, experiments fail [15]. Errowhere geometrical features are used, using photometu@alis

in the image remains small except when the object stopsrvoing does not need any matching between the initial and
or accelerates (corresponding to the peaks in Figure 7dgsired features, nor between the current and the previous
For each pixel, except during accelerations and decedeigti features. It is a very important issue when complex scenas ha
|Ix — I;| < 5. The camera velocity (see Fig. 7b) shows a putte be considered. Our approach has been validated on various
motion along thexr (+ lcm/s) axis that corresponds to thescenes and various lightings for positioning or trackirgkéa
ground truth. Concerning positioning tasks, the positioning error isaglsv

V. CONCLUSION
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very low and much lower than classical visual servoing basg@] K. Deguchi, “A direct interpretation of dynamic imagesthvcamera and

on 2D geometric visual features. Supplementary advantage

are that our approach is not sensitive to partial occlusans
to coarse approximations of the depths required to compute
the interaction matrix.
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