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Colorimetry-based visual servoing

Christophe Collewet and Eric Marchand

Abstract— The goal of this paper is to present a way to per- was to exhibit the analytical form of the interaction matrix
form visual servoing tasks from color attributes. This approach  related to the luminance. This was therefore a very differen

can be seen as an extension of our previous papers based on ; ; .
the luminance [1], [2]. Indeed, as we did for the luminance, ?Spepero[if?o:h;grzrz\gt(;“z)Works based on luminance [4}-[7]

color attributes are directly used in the control law avoiding - ) / ) )
therefore any complex images processing as features extraction [N this paper we investigate the use of color images instead
or matching. We propose in this paper several potential color of using the luminance as we did before. Indeed, using

features and then a way to select a priori the best choice among color attributes are more discriminant than using simply th
them with respect to the scene being observed. Experimental |minance since two image points with a same luminance
results validate as well the interest of using color attributes as - . . .
visual features as our selection process. value can _be o_Ilfferentlate_d from their color_ attributesafris
why color is widely used in image processing as for example
I. INTRODUCTION in image segmentation. In contrast, to our knowledge, color
Visual servoing is a widely used technique in robot controrl]aS npt been used in visual servoing. Of.course., it has been
[3]. It is based on visual features extracted from a visio sed in robot control to segment the object of interest and
sensor. More precisely, the control law is designed so th ento apply the control law (see f(_)r exa_mple [8.])' However,
the visual features extracted from the current image at et us point out that our approach is radically differentrOu
the current pose, reach a desired valu€ acquired at the goal |s_to use fgatureg based on feG: and 3 components
desired pose* leading to a correct realization of the task.Of the image directly in the control Iayv. As we did for. the
The control principle relies on the regulation to zero of th minance, we also here want tp avoid any complex image
following error vectore = s — s*. To design this control processing -as fe_atures e_zxtractlon and ma_tch_lng. Another
law, the knowledge of the interaction matrlx is usually contribution of .th's work is to propose a criterion a_ble 0
required. For eye-in-hand systems, it links the time vt selgct good attributes from a seF of interesting potentarc
of s to the camera instantaneous velooity attnbute;. As we shall see, this way to proceed aIIovv_s to
greatly improves the behavior of the control law, espegiall
s=Lsv (1) the 3D trajectory of the camera.

This paper is organized as follows. First, we recall in
with v = (v, w) wherew is the linear velocity and- is the  section Il the way we used the luminance in our previous
angular velocity. works [1]. Then, we present in Section Il potential color

In this approach, the choice of the visual features as well @gtributes and compute their related interaction matnix. |
its related interaction matrix play an essential role [3p¥l  section IV, a way to select them is discussed. Experimental

often, geometric visual features as points, straight Jipese  results on positioning tasks are shown in Section V.
or homography are chosen to control the robot. However, we

recently introduced non geometric visual features [1], [2] Il. LUMINANCE AS A VISUAL FEATURE

Indeed, this new approach is very interesting since it gifon  To make the paper more readable, before investigated color
limits the image processing. More precisely, it avoids theisual features, we first recall how the luminance has been
robust extraction, matching (betweg(r;) andx(r*), where used in [1].

x denotes the visual measurements required to design andn this work, we have considered the luminaricef each
computes) and real-time spatio-temporal tracking (betweermoint of the image. Thus, we have

x(rp_1) and x(rx)) which are well known to be difficult

tasks. Supplementary advantages are that this approaoh is n s(r) =1(r) = (Lie, Ioe, -+, In) @

sensitive to partial occlusions and to coarse approximatio herel,, is the k-th line of the imagel(r) is then a vector
of the depths required to compute the interaction matrix. Igf size N x M where N x M is the size of the image.
these papers, instead of using geometric visual features werhe main problem with such visual features is, of course,
directly used the luminance. In that case, the visual featufo derive the analytical form of the interaction matrix tefh
vectors is nothing but the image itself whike is the desired tg the luminance. It has been performed in [1] for Lambertian
image. The erroe is then simply the difference between thescenes while the general case has been performed in [2].
current and desired images. The main issue of these worlgwever, for the sake of clarity, we only present here the
, former case.
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images. Therefore, assuming that the image painhas For specular materials, the following invariants, known as
a displacemenidx in the time intervaldt, the previous Il5l3, are used [10]:

hypothesis leads to L = (R-G)?/Ns
I(x +dx, t + dt) = I(x,1). ©) Il = (R—B)?/Ns (10)
Iy = (G—B)?/Ns

Written with a differential form, a first order Taylor series

expansion of this equation arousdgives whereN; = (R—G)*+(R—B)*+ (G~ B)?. Note that this

_ invariant is also normalized. However, this latter invatia

VITx+1=0. (4) may be very noisy or even undefined at any point where the
color is not saturatetl That is for the set of points belonging
Qo the achromatic axis (the grey points). In contrast, this
problem occurs with thd.; invariants only forR ~ G ~

B =~ 0. That is for black points only.

I =—-VITLyv. (5) In addition, let us point out that the components of all

) . ) ) ) . of these invariants (7) or (10) are not independent, given
Finally, if we introduce the interaction matricés, andL, o of them the third one can be computed: therefore two

with I = 9I/0t. It becomes then straightforward to comput
the interaction matrixL; related to/ by plugging the
interaction matrixL related tox into (4). We obtain

related to the coordinates andy of x, we obtain components are sufficient to describe completely the calor a
L= —-(VL,L,+ VLL,) 6) 2@ pointx. That is why we never combine all the components

of a normalized invariant.
where VI, and VI, are the components alongandy of To derive a control law directly based on one of a

the image gradienV /. Let us point out that it is actually component of (7) or (10), or on different combinations of
the only image processing step necessary to implement thigo of their components, the related interaction matrix has
approach. to be determined. This computation is, however, simple.
Considering a componeit,,,, of an invariant given by (7) or

(10), the temporal luminance constancy hypothesis (3)dhold
Instead of considering the luminance, we consider he'l@ading similarly as (6) to

color attributes. Similarly to the previous section, thalier T
visual features could be one of the thigeG, B components Ly, = —Viipy Lyx. (11)

of the color vectorC = (R,G,B). Note that another Npote that the spatial gradient &f,,, can be easily computed
choices could be any combinations of 2 of these colotom (7) or (10) from the spatial gradients & G and B.

planes or even all the three components. In these cases, thg example, considering (7), we simply have
interaction matrix is simply the one obtained by stackirig al

the interaction matrices related to the color planes tha¢ ha L;e = —i(vgp — LY VNi)TLX. (12)

been chosen. Note also that the interaction matrix related ' Ni

to one color plane is obtained from (6) whénhas to be Recall that to remove the temporal luminance constancy

substituted byR, G, or B. However, more complex visual hypothesis the approach described in [2] has to be used

features can be used as non-linear function€ ofnteresting leading, of course, to a different and more complicated

non-linear functions are color invariants [9]. Indeed, fsuc€xpression than (11).

functions are invariant to any changes in the scene geometryA more complicated problem is rather to choose the best

(that is the relative positions observer / lighting source ¢olor attributes to use from a given color image of the scene

surface being observed). They are also invariant to inensib€ing observed. For example, let us consider the simple case

changes of the lighting. where an image only contains the blue and green colors, it
Assuming a white lighting, two classes of color invariantds obvious that using thé? color plane as the only visual

exist: invariants dedicated to Lambertian materials amarin ~ features will lead to a bad behavior of the control law. This

ants dedicated to specular materials (see for example. [10pfoblem is the subject of the next section.

1I:ordetgr?bertian materials, the following invariants are de- IV. SELECTION OF VISUAL FEATURES

ined [9]:

[11. POTENTIAL COLOR VISUAL FEATURES

The answer to that question must be seen from the visual
servoing problem, that is which color attributes will lead
to a better behavior of the control law ? that essentially
means a convergence from a larger domain and a better 3D

Ni=R+G+B (8) camera trajectory. Usually, the condition number (CN) of

. . ) the interaction matrix is used as a criterion able to compare

while N, is defined as visual features [11], [12]. Using th&, norm, it writes as
Ny = R? + G2 + B2. 9) CN, — Ao (13)

min o;

j g @)

wherep € {R,G, B} andi =1 or 2. N; is defined as

This invariants are known ak; or Lo invariants since they
performed al; or L, normalization of the (color) image. 1The color at a given image point is not saturatedtitc G ~ B.



withi =1,---,6 for a 6 ddl robot. The vectar is obtained optimization problem. Therefore, dedicated control laageh
from the singular value decomposition of the interactiorio be designed as the one we have proposed in [1].
matrix related tos. A low value of this criterion leads to  The problem is now to compare the criterion given by (13)
a better behavior of the closed-loop system with respect tind the one given by (20). First, let us write the interaction
the noise. It means that for small changes in the pose or imatrix from its singular value decomposition:

the interaction matrix, changes in the visual features nema L. —USVT 21
small too. s (1)

Let us introduce another criterion. To do that, contrary tuhere = is a diagonal matrix which diagonal is. By

the seminal paper [13] where the control law was designagultiplying each side of (21) b, this relation becomes
so that a desired behavior was requireddpwe propose to

see the design of the control law as an optimization problem Lo Lge = VE2VT, (22)
as proposed in [1], [14], [15]. In this case, the goal is tQ qwever sincd.

> P . ) . s Lg- is @ symmetric matrix, it is diago-
minimize the following cost function (see Section 1).

nalizable as

L. — T
C(r) = %IIe(r) 12 (14) Ly Ly = WAW . (23)

of h | d be to find isual feat whereW is an orthonormal matrix. Consequently, we have
course, the graal wou € 1o find Some visual 1ealurég _ 5o leading finally from the definitions of’ Ny and ¢

so thatC(r) would be an hypersphere. Indeed, only a glob b
minimum would exist and a simple steepest descent method CN, = \/éa (24)
would ensure to reach this minimum. Therefore, we are s s

interested in studying the Hessian of (14). It is given by This last relation means that the condition number is
not only an interesting criterion related to robustness and

T i=dim s
V3C(r) = (85) <8S> + Z V25, (si(r) — si(r*)). sensitivity to noise but also related to the shape of the cost
or or P function at the desired position.
(15)
However, this expression is far too complex to derive some V. EXPERIMENTAL RESULTS

useful results. Thus, we study it around the desired positio In all the experiments reported here, the camera is
r*, leading to mounted on a 6 degrees of freedom gantry robot. Control

T law is computed on a Core 2 Duo 3Gz PC running Linux.
VQC(r*) _ <8S> (65) . (16) Image are acquired at 66Hz using an IEEE 1394 camera

or or with a resolution 08320 x 240. Moreover, we used specular

M . hae — Os, L ) q and planar objects (some posters) as shown on Fig. 1. The
Moreover, since we have= - ' = Lsv, We are interested oy heriments consist in achieving positioning tasks by alisu
in practice in the following matrix servoing using the following control law

* T
H* = L, L-. 17) v =—\(H + pdiag H)) "' L' (s(r) —s(r*))  (25)
This matrix allows us to estimate the cost function aroungiin, | — LJ L, and where) and 1 are positive scalars

r*. Indeed, a first ord*er Taylor series expansion of the Vis“?éee [1] where the way to set these parameters is described).
featuress(r) aroundr* gives For all the experiments the desired positions was so that
s(r) = s(r*) + Lg- Ar (18) objects and CCD planes are parallel. We compared the use

of the following different sets of visual features from the
whereAr denotes the relative pose betwaeandr*. There-  yalues of the criterion (24):

fore, by plugging (18) into (14), we obtain an approximation

AC X set 1 the color planesk, G, B or the luminance;
of the cost function in a neighborhood of

set 2 all the combinations of the color planés G or B;

set 3 one component of each invariants;

set 4 the combinations of two components of a given
Consequently, another criterion to select visual features invariant.

is to choose them so that the eigenvaluestHbf are the For the first experiment, the initial pose was,; =

most similar as possible, therefore we introduce the fatigw (14 cm, -18 cm, 2.5 cm, -6 -10°, -1.3°). The initial

C(r) = %ArTH*Ar. (19)

criterion N and desired images are reported respectively on Fig. 2a and
Ce = max Ai (20) Fig. 1a. The worse results have been obtained when using
min A; thel,lsl3 invariant as well for the set of visual features 3 as

where the);’s are the eigenvalues dfi*. Of course, the for the set of visual features 4. In those cases, the conditio
optimal choice fors occurs whercg = 1 since in that case numbers were very bad, between 195 and 274. Therefore,
the cost function is an hypersphere. In contrastgsifis either the control law diverged or converged very slowly.
a high value, then the shape of the cost function present®ie control law also diverged when using the luminance
a narrow valley, which is well known to be a complex(the condition number was 148). Better results were obthine



(b) (b)

Fig. 1. Desired image for the objects used in the experimeajsFist Fig. 2. Initial images. (a) For the first experiment. (b) For gecond
and second experiment. (b) Third and fourth experiment. experiment.

using the sets of visual features 1 or 2 (the condition nusber
were around 140). However, the best results were obtained
for the sets of visual features 3 or 4 when using either/the

or the L, invariants as can be seen on Fig. 3. More precisely,
Fig. 3a depicts the behavior of the different normalized cos
functions (a cost function evaluated at tinkedivided by

the cost function evaluated at the first frame) while Fig. 3b
depicts the trajectories of the camera in a fixed frame. As can
be seen using &, or L, invariant leads to a better trajectory
than when using visual features from the set 1, it also leads t
better decreases of cost functions. Fig. 3 also shows tkat th
differences between th&, and L, invariants are very low
(for both the condition numbers were very similar, around
105). These results validate that a bad condition numbdslea
to a bad behavior of the convergence of the control law (a
slow convergence or even a divergence) and to a bad 3D
trajectory of the camera. This also validates that the candi
number is also related to the form of the cost function.

The second experiment still concerns the same object, only (0)
the initial pose has been changed. Thus, the desired image 3. First experiment : comparison of potential color videatures. (a)
is still the one reported on Fig. 1a. The initial image ig¥ormalized cost function ey, 1%/l er=0 II? vs frame iteration (denoted
represented on Fig. 2b. For this experiment we hag, — by k). (b) Trajectories of the camera in a fixed frame.

(4.3 cm, -18 cm, 0 cm, -6 2.5, -12.5). As during the
first experiment, using visual features from first and second 1
sets of visual features leads to either a divergence, a slow
convergence or a bad camera trajectory. For example, using
the R or B color plane in the first experiment yields a 06t
very slow convergence (not described in Fig. 3) while in the 0l
second experiment their use leads to a divergence. It is also
the case for thé& color plane where as well during the first
as during the second experiment a bad behavior have been 0
obtained. Besides, here again using the luminance failed.
Moreover, as during the first experiment, the best results ha
been obtained using either the invariatts or L, (those
based orl, /513 failed); in addition, since the values of their
criterion are similar, a similar behavior with respect te th
convergence of the control law or with respect to the camera
trajectory is observed.

Fig. 5 reports thel,; and L, invariants at the desired
position for the experiments 1 and 2. As can be seen, the
differences between df and L§ are small. Moreover,
except consideringg = B, these images are quite similar.
Indeed, forp = B, the images are dark which means that ®)
these invariants are not discriminant at all. That explaihg  Fig. 4. Second experiment : comparison of potential coloraligeatures.
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Fig. 6. Initial images. (a) For the third experiment. (b) Foe tourth
experiment.
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Fig. 5. Images of the? invariants for the first object. (a).{*. (b) LE.
©Lf. @ LY. () LY. () LY.

we obtained among the! invariants the worse value for the 05 615 (b)

criterion (120). Fory = B, the control law has converged Fig. 7. Third experiment : comparison of potential color visigatures.
very slowly during the first experiment and has diverged
during the second one.

_ The third experiment concermned a different object. The, a4 criterion values (around 107), thus these invariants
initial and desired images are reported respectively on6&g 1 2.a led to a divergence. In contrast, usibg has led to a

and Fig. 1b. The initial pose was the same as for th@onvergence (the criterion value was 103).

first experiment. As for the previous experiments, gl The fourth experiment concerned the same object as for
invariants have very bad values for their criterion (aroun

114) and v have failed. Th ¢ visual fi e third experiment but the initial pose was the one of the
) and consequently have failed. The sets of visua ealllsecong experiment. This experiment validates the resilts o

1 and 2, and the luminance, have also some bad values, Wé third experiment, the visual features with a bad coteri

slight better (around 109). Thus, as can be seen on I:ig‘\7alue have also led to a divergence or to a bad camera
using the R color plane or the luminance have led to atrajectory during this experiment (see Fig. 9).
slow convergence and to a bad camera trajectory, but they

have converged. As previously, Fig. 8 reports theand L, Remark 1: The reader may wonder why we do not present
invariants at the desired position for the experiments 3 arahy experiment concerning robustness against changes in
4. As can be seen, these images are much more differéahe scene geometry as mentioned in section Ill. In fact,
than for the first and second experiments, especiallylfor the L; and L, invariants only perform on true Lambertian
and L%, the LY image is reacher than thef® one. It is also materials (such as cloths for example) and are not robust
confirmed by the value of the criterion, respectively 105 andt all (concerning changes in the geometry) if the object is
96. Therefore, as expected, using leads to a divergence not Lambertian as the objects we used in our experiments.
while LI leads to a convergence. On the other hand, ds addition, we have tried to use invariants to specular
can be observed on Fig. 8c and d, these images are quilgjects (thel;lzl3 ones), but these invariants have a very
homogeneous and thus these invariants are not interestingd criterion value and, consequently, have always led to a
(recall that the interaction matrix requires non null valuebad behavior of the control law.

for the spatial image gradients, see (11)). This is valdlateRemark 2: Even if none result are given here, as in [1], using



(3]
(e) ®

Fig. 8. Images of theL? invariants for the second object. (al)ff. (b) [4]
Ly () LY. (d) L. () LT. () L5

(5]

color attributes with a low criterion value also leads to ayve [6]
low positioning error (typically 0.1 mm for the translat®on
and 0.0 for the rotations). It is because— s* is very
sensitive to the pose. Such visual features also lead to an
approach that is not sensitive to partial occlusions (tige n
behavior is due to the high redundancy of the visual feature$!
we use) and also not sensitive to coarse approximations of
the depths required to compute the interaction matrix. [9]

(7]

VI. CONCLUSION [10]

It has been shown it this paper that using color attributes
greatly improved simply the use of the luminance. As in th?ll]
luminance case, the complex problems of features extractio
and matching are avoided. However, this paper have also
shown that a selection of these color attributes is requirggh,
since their values highly influence the convergence of the
control law and the 3D camera trajectory. Especially, thﬁs]
visual features obtained from thg and L. invariants have
led to the best behaviors.

[14]
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