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Abstract. Interoperability is a fundamental problem in dmmited systems, and
an increasingly difficult problem given the levelf deterogeneity and
dynamism exhibited by contemporary systems. Whitgress has been made,
we argue that complexity is now at a level such thasting approaches are
inadequate and that a major re-think is requireddentify principles and
associated techniques to achieve this central pyopédistributed systems. In
this paper, we postulate that emergent middlewsrtheé right way forward;
emergent middleware is a dynamically generated riiged system
infrastructure for the current operating environtnand context. In particular,
we focus on the key role of ontologies in suppartihis process and in
providing underlying meaning and associated reagpoapabilities to allow
the right run-time choices to be made. The papesgms the GNNECT
middleware architecture as an example of emergéidleware and highlights
the role of ontologies as a cross-cutting conchroughout this architecture.
Two experiments are described as initial evidentdhe potential role of
ontologies in middleware. Important remaining ckiadjes are also documented.

Keywords: interoperability, ontologies, emergent middlewas;stem-of-
systems

1 Introduction

Interoperability is a fundamental property in distited systems, referring to the
ability for two or more systems, potentially deyedad by different manufacturers, to
work together, including the ability to exchangedanterpret action requests and
associated data sets. Indeed, interoperabilitybsolately foundational—without a
solution to interoperability, distributed systemscbme impossible to develop and
evolve. In the first generation of distributed gyss, interoperability was relatively
straightforward to achieve. Such systems were ssgale, fairly homogenous in
terms of languages, operating system platformshamdware architectures, and also
under the control of a single organisation and @aged administration team. This



was of course unsustainable and very quickly disted systems expanded in terms

of scale, level of heterogeneity and complexityadfministrative control, leading to

the Internet-scale distributed systems that wefamgliar with today. A number of
interoperability solutions emerged both in terms pfoposed standards for
interoperability and solutions to bridging betwestandards. Distributed systems
have, however, continued to evolve, and we pagityihote two important trends:

1. The level of heterogeneity has increased drambtical recent years with
developments such as ubiquitous computing poténteadupled with enhanced
modes of interaction (for example using ad hoc petimg), mobile computing
where an increasing range of mobile devices prowdeindow on to greater
distributed system services, and cloud computingereehcomplex distributed
system services are offered in the greater InteMv&t refer to this as extreme
heterogeneity, whereby the levels of heterogensignificantly exceed the
previous generation of distributed systems in teomthe size and capabilities of
end system devices, the operating systems usedffbyedt devices, the style of
communication protocols employed to provide netwleslel interoperability, the
languages and indeed programming paradigms utjleed so on. Some observers
refer to such systems as Systems of Systems [d]thas certainly captures rather
elegantly the complexity of the resultant systercitires.

2. The level of dynamism in such systems has als@®asad significantly, partly as a
result of the trends noted above, for example tieeeasing mobility involved in
distributed systems has led to the need to supgmohtaneous interoperation
whereby devices interoperate with services thatdaeovered in a given location,
coupled with solutions that need to be intrinsicalbntext-aware (including of
course location-aware access to services). The ¢fvdynamism is also affected
by the need for more adaptive and/ or autonomicagmies, again stemming from
the complexity of modern distributed systems.

The end result is that it is very difficult to aete interoperability in such complex

distributed systems. Indeed, we can say that bliged systems are in crisis with no

principled solutions to interoperability for suclongplex and dynamic distributed
systems structures. Note that we can go furthénighanalysis and not just consider
the ability to interoperate but also the qualitysefvice of interoperability solutions in
terms of a range of non-functional properties, émample related to security or
dependability. This is a very valid dimension tasider but is beyond the scope of
this paper (we return to this in the final sectiangd in particular our statements on
future work).

It is interesting to note the definition of intesrpbility from Tanenbaum [2]:

“The extent by which two implementations of systemmmponents from different

manufacturers can co-exist and work together byefyerelying on each other’s

services as specified by a common standard”

This definition emphasizes the role of a global,ableast common, standard and,

while this offers one solution to interoperabilify,is not a realistic option for the

complex distributed systems of today. For exampglenpetitive pressures have
inevitably led to competing standards emerginghim marketplace. Where standards
have reached a level of acceptance, for exampleweb services, it is recognized by
the community that they may be problematic foraierbperating environments, for
example, ubiquitous systems. In addition, any giwandard can very quickly



become a legacy system as time elapses and reguiteevolve.

We argue that with the above pressures we needndafeental re-think of
distributed systems. In particular, we advocateokti®n whereby the necessary
middleware to achieve interoperability is not atist&ntity but rather is generated
dynamically as required by the current context. Vééer to this asemergent
middleware Furthermore, we investigate the key role of amj@s in supporting this
process and, in particular, in providing the apiti interpret meaning and associated
reasoning capabilities in generating emergent raigdte. Ontologies have already
been studied in the context of distributed systamsst prominently in the semantic
web community, offering a means of interpreting theaning of data or associated
services as they are dynamically encountered inrtbdd-Wide Web. This however
limits the scope of ontologies to support the teyel access to data and services. We
are interested in a more comprehensive role faslogies in supporting meaning and
reasoning in the distributed systems substrate hwhigpports and enables access to
such services, i.e., in the middleware itself, ffg a cross-cutting approach where
ontologies provide support to fundamental disteliutystems engineering elements.

This paper focuses exclusively on the role of mygws in supporting the concept
of emergent middleware (further discussion of theader area of emergent
middleware can be found in [3]). More specificatlye aims of the paper are:

1. To investigate previous work on interoperabilitytire middleware community and
in the semantic web community with a view to seglarunification between these
(to date) largely distinct areas of research;

2. To understand both the role and scope of ontolagissipporting key middleware
functions, particularly related to emergent middiesvsolutions;

3. To investigate more generally the role of ontolsgigthin a general architecture
for emergent middleware.

The paper is structured as follows. Section 2 eramithe interoperability-related

challenges associated with complex distributedesystand the associated responses

both from the middleware and the semantic web conitywSection 3 moves into the
solution space, presenting the key components @naergent middleware approach,
before charting the role of ontologies within tlisproach. Section 4 presents two
experiments, which together provide evidence ofkie role ontologies can play in
different levels of a middleware architecture. HinaSection 5 contains an overall
analysis and reflections over the experience ofkimgrwith ontologies in emergent
middleware, including the identification of key aseof future work related to this
area.

2 The Interoperability Problem Space. Challenges and
Responses

The problem space for interoperability must considee differences of: i)

applications and ii) middleware protocolsin both cases, there will typically be

differences irdataandbehaviour

* Applicationdatadiffers in terms of format and meaning, e.g., dag value of a
pri ce parameter can be defined in an object or XML dosnimlIt can also



mean different things, e.g., the price is in Powetsus Euros.

» Depending upon application interfaces, thehaviour may be significantly
different, e.g., multiple operations of one intedaperforming the same
functionality of a single operation of another.

e Middleware protocols providing the same communaatibstraction may differ
in thedataformat and type model, e.g., different RPC pro®oapture data and
types using different methods and formats.

» There now exists a broad range of communicationratifons (e.g., publish-
subscribe, tuple spaces, message-orientation, groopnunication) offered by
middleware protocols; these exhibit significhehaviouraldifferences.

We now examine the responses to these challenges tivo distinct communities

(the middleware and the semantic web communities)) iavestigate the extent to

which comprehensive application and middlewareragerability has been achieved.

2.1 Response from the Middlewar e Community

The first responses by the middleware community attdress interoperability
problems proposestandardsbased approaches, i.e., common protocols anddnger
description languages. CORBA, DCOM, and web sesvare effective examples of
this approach. However, as previously describedh ssolutions are not suited to
today’s highly complex distributed systems thatibihextreme heterogeneity and
dynamic behaviour. The second set of responses ltduked at the challenges of
heterogeneous middleware protocols interoperatiily @ne another. One example of
this, software bridge acts as a one-to-one mapping between domaingngtak
messages from a client in one format and then raflirsp this to the format of the
server middleware. As examples, the OMG created DIOM/CORBA Inter-
working Specification [6]. OrbixCOMet is an implentation of the DCOM-CORBA
bridge, while SOAP2CORBAbridges SOAP and CORBA middleware. Further,
Model Driven Architecture advocates the generatdnsuch bridges to underpin
deployed interoperable solutions. However, develgpibridges is a resource
intensive, time-consuming task, which for universateroperability would be
required for every protocol pair.

Alternatively, intermediary-basedsolutions take the ideas of software bridges
further; rather than a one-to-one mapping, theqmator data is translated to an
intermediary representation at the source and ttsaslated to the legacy format at
the destination. Enterprise Service Buses (ESB)I8$ [8], uMiddle [9] and SeDIM
[10] are examples that follow this philosophy, ahdse allow differences of both
behaviour and data to be overcome. However, thisageh suffers from the greatest
common divisor problem, i.e., between two protodbts intermediary is where their
behaviour matches, they cannot interoperate beybisd defined subset. As the
number of protocols grows, this common divisor tbensomes smaller, such that only
limited interoperability is possible.

A radically different response involvesibstitution solutionge.g., ReMMoC [11]
and WSIF [12]); rather than bridging, these embrfieephilosophy of speaking the

1 http://soap2corba.sourceforge.net/




peer's language. That is, they substitute the comication middleware to be the
same as the peer or server they wish to use. A &xsiraction maps the behaviour
onto the substituted middleware. This approachnallmteroperation among different
abstractions and protocols. However, as with softwaridges this is particularly
resource consuming; every potential (and futurejdheiware must be developed such
that it can be substituted. Further, it is gengrithited to client-side interoperability
with heterogeneous servers.

The limitation of all the above responses is thattignore the heterogeneity of the
application, assuming that there are no differendas to the adoption of a common
interface. In complex systems, this is clearlythetcase.

2.2 Response from the Semantic Web Community

The semantic web community’s responses to theap&mability problem are based
upon the principles of reasoning about and undedgtg how different systems can
work together. Their key contribution @mtologies An ontology is defined as a logic
theory, and more precisely as a tuple <A, L, P>enghA is a set of axioms, L is a
language in which to express these axioms, andaPpi®of theory, that supports the
automatic derivation of consequences from the agioim turn, the proof theory P
allows us to derive consequences, which extraatiogis that have never been stated
explicitly, but that are implicit in the descriptiof the systems. Ultimately, the proof
theory allows recognition of the deeper “semantichilarity between structures that
are syntactically very different.

The work insemantic web servicetemonstrates how ontologies can be used to
address interoperability problems at the applicatievel. Specifically, ontologies
have been used during discovery to express thebitiea of services, as well as the
requests for capabilities; in this case, the prbeory recognizes whether a given
capability fits a given request. A number of setitamiddleware technologies
provide this ability, e.g., the Task Computing peuij[13], and the Integrated Global
Pervasive Computing Framework [14]. One importaoiution, EASY [15],
implements efficient, semantic discovery and maighio foster interoperability in
pervasive networking environments. Further, ont@sghave been used during
composition to address the problem of applicatiatadnteroperability, as well as the
problem of recognizing whether the conditions feeauting the service indeed hold.
The limitation of these responses lies in the agdiom of a specific middleware,
namely web services. There is a need to represterdyeneous middleware and
networking environments, which is almost completabsent in the semantic web
services work.

Ontologies introduce a new meta-level, which cardpce its own interoperability
problems. Heterogeneous ontologies push the ipéeation problem one level up.
The computational complexity of the proof theoriaghich is often beyond
exponential, makes ontologies resource expensially, there is a problem of
generating the ontologies. The problems listed laeeefundamental problems with
which the semantic web at large is grappling, amduhately a number of partial
solutions exist that mitigate these problems. B@mple, ontology matching can be
used to address the problem of different ontologiesl smart and efficient inference



engines are now available. As a result, ontologiesy be used effectively to
automatically address many interoperability protdem

2.3 Summary

It is clear that semantic technologies and interaipiity middleware have mostly
been developed in isolation by distinct communiti€ee middleware community
made assumptions of common application interfaces facused on middleware
behaviour and data heterogeneity. The semantic cgetmunity made the opposite
assumption, that there was a common middleware, taadsolutions focused on
differences in application behaviour and data.

In our view, semantic technologies and interopditgbimiddleware must be
comprehensively combined to enable emergent middigwthat is, on-the-fly
generation of the middleware that allows networkgstems to coordinate to achieve
a given goal. Semantic technologies bring the rsszgsmeans to rigorously and
systematically formalize, analyze and reason abmtoehaviour of digital systems.
Semantic web service technologies have furtherligigted the key role of process
mediation in an Internet-scale open network envirent where business processes
get composed out of services developed by a mdétitef independent stakeholders.
Then, in a complementary way, interoperability niédeare solutions hint towards an
architecture of emergent middleware that mediatgsraction among networked
systems that semantically match while possibly kiehaally mismatching, from the
application down to the network layer.

3 The Solution Space

The realisation of emergent middleware faces sicanit challenges, which we are in
particular investigating as part of thedi@ECT project [3]: i) discovering what is
there in terms of application and middleware betvaviand data, ii) enhancing this
information using learning techniques, and iii)s@aing upon the required mediation
and synthesizing the resulting software to enabiteroperability between
heterogeneous networked systems. In this sectierfjrat introduce the architecture
of the generated emergent middleware, and then rgsept the ontology-based
models of the networked systems usecEgblers i.e., active software entities that
collaborate to realise the emergent middlewarealinwe describe the architecture
of Enablers that need to be deployed in the netwowkard allowing networked
systems to interact seamlessly.

3.1 Architectur e of Emergent Middleware
Building upon previous interoperability middlewasolutions [8, 10, 16], the

architecture of the emergent middleware (as shawRig. 1) decomposes into: (i)
message interoperabilitythat is dedicated to the interpretation of message



from/toward networked systems (listeners parse agess and actuators compose
messages) and (ijehavioural interoperabilitgthat mediates the interaction protocols
run by the communicating networked systems by tading messages from one

protocol to the other, from the application dowrthe middleware and further to the

network layer.

However, interoperability can only be achieved basm: the unambiguous
specification of networked systems’ behaviour, whilot assuming any a priori
design-time knowledge about the given systems. Thisvhere the key role of
semantic technologies, i.e., ontologies, comes pi&y. As discussed in the next
section, ontological concepts are employed to dtarise the semantics of exchanged
messages, from the application down to the netwaydr, and thus allow the analysis
of and reasoning about the external actions peddrhy systems. This is a major step
in the realization of interoperability, since itlaals the mediation of interaction
protocols at all layers, provided their respecfivectionalities semantically match.

| Ontology \ | Ontology |
Networked “Networked |

Mediator

System2 |
“ J

System System
Model | - \ Model
R [ ; Message ", ¢ Behavioral ™, "  Message "y |- T

| i Interoperability i Interoperability Interoperability § I

Networked T : T Networked

| System 1

T

Emergent Middleware

Fig. 1. The emergent middleware architecture

3.2 Ontology-based Networked System M odel

The networked system moddélilds upon semantic technologies and especially
semantic web services ontologies [17]. Fig. 2 dspkey elements of the system
model with ontologies cross-cutting these elemértts. model decomposes into:

» The Affordances(aka capabilitiesin OWL-S) provide a macroscopic view of
networked system features. An affordance is sptifising ontology concepts
defining the semantics of itRinctionality and of the associatemhputs and
outputs Essentially, the affordance describes the highileoles a networked
system plays, e.g., 'prints a document’. This aflosemantically equivalent
action-relationships/interactions with another reteed system to be matched; in
short, they are doing the same thing. Then, pravitie matching of affordances
that are respectively required and provided by mwtworked systems, it should
be possible to synthesize an emergent middlewaat dtows the networked
systems to coordinate toward the realization ofdfferdance despite possible
mismatches in the messages they exchange andleieté¢haviour. In practice,
networked systems do not advertise affordances rhather interfaces, as
discussed below. Nevertheless, recent advances eamnihg techniques,

2 http://www.w3.0org/Submission/OWL-S/




combining solutions to the cohesion of system fatars [18] and semantic
knowledge inference [19], provide base ground tzet be exploited to support
the automated inference of affordances from inteda although this remains
area for future work.

» The Interfaceprovides a refined or microscopic view of the eystby specifying
finer actions or methods that can be performedrbiie networked system, and
used to implement its affordances. Each networkestem is associated with a
unique interface. However, there exist many int&fdefinition languages and
actually as many languages as middleware solutiblescertheless, existing
languages may easily be translated into a commdn 40 as to allow the
matchmaking of interfaces [20]. Still, a major regment and challenge are for
interfaces to be annotated with ontology concepisttat the semantics of
embedded actions can be reasoned upon. Whilesthilseady promoted by web
services standards (e.g., SA-WSDLit still remains an exception for
middleware solutions at large. Here too, research amlvanced learning
techniques can lead to automated solutions to #mastic annotation of
syntactic interfaces [22].

» The Behaviourdescribes how the actions of the interface arerdoated to
achieve a system's affordance, and in particulav tteese are related to the
underlying middleware functions. The language usesbecify the behaviour of
networked systems revolves around process algeftwiahed with ontology
knowledge, so as to allow reasoning about theiabieliral matching based on
the semantics of their actions, and subsequengpat the generation of the
emergent middleware. Such behaviour descriptionbiggs acknowledged as a
fundamental element of system composition in opetwaorks in the context of
the Wel. However, in the vast majority of cases, networkgdtems do not
advertise their behaviour. On the positive sidiedint techniques have emerged
to learn the interaction behaviour of systems,egitieactively or proactively [23,
24, 33]. Still, major research challenges remainttie area, as provided
techniques need to be made more efficient as welleaimproved, considering,
e.g., the handling of data and non-functional prige

System
IO..n
Affordance L Behaviour

1 0..n 0.n

Functionality H Input ‘ ‘ Output |

Fig. 2. The networked system model

3 http://www.w3.org/TR/sawsdl/
4 www.w3.0rg/TR/wscl10/




3.3 Enablersfor Emergent Middleware

The realization of emergent middleware is suppobgdooperating core Enablers as
depicted in Fig. 3.

Networked Networked
System 1 System 2

DISCOVER

Partial
Network
model

Learning
Enabler

Discovery

Enabler le—

Domain II
Ontologies

Networked
Systermn 2

Synthesis.
Enabler

DY  Emergent
B CuEl Middleware

GENERATE

Fig. 3. The architecture of the emergent middleware Earabl

The Discovery Enablerreceives both the advertisement messages and gooku
request messages that are sent within the netwovkomment by the networked
systems. The enabler obtains this input by lisgron known multicast addresses
(used by legacy discovery protocols), as commomteroperable service discovery
[25]. These messages are then processed; informitton the legacy messages is
extracted. At this stage, the networked system mimdtudes at least the interface
description, which can be used to infer the ontplagncepts associated to the
affordance in the case they are not specified.sEmeantic matching of affordances is
then performed to determine whether two networkeddesns are candidates to have
an emergent middleware generated between them. sEmeantic matching of
affordances is based on treibsumptionrelationship possibly holding between
concepts of the compared affordances [26]; bridfg functionality of a required
affordance matches a provided one if the formesuilssumed by the latter. Other
semantic relations such as sequence [29] or pastewican also be beneficial to
concept matching. On a match, the process of ememadleware generation is
started; the current networked system model is sethie Learning Enabler, which
adds more semantic knowledge to it. On completibthe model, the Discovery
Enabler sends this to the Synthesis Enabler.

More specifically, theLearning Enablerattaches semantic annotations to the
interface, and uses active learning algorithmsytmadchically determine the interaction
behaviour associated to an affordance. Interatt&raviour learning is built upon the
LearnLib tool [27], and employs methods based omitodng and model-based

5 http://www.w3.0rg/2001/sw/BestPractices/OEP/SimptéRaole/index.html




testing of the networked systems. It takes the simannotations of the interface as
input, and returns the system’s behaviour desoripti

The role of theSynthesis Enableis to take the completed networked system
models of two systems and then synthesize the emermiddleware that enables the
networked systems to coordinate on a given affadaihe emergent middleware
specifically implements the needed mediation betw#® protocols run by the
systems to realize the affordance, which are atthtracharacterized by the
behavioural description. The synthesis of the ntedigesults from the automated
behavioural matching of the two protocols basedhenontological semantics of their
actions. In few words, the mediator defines thesjids sequences of actions that
serve translating semantic actions of one prott@ademantic actions of the other.
Obviously, many approaches to behavioural matchimg) related protocol mediation
may be applied considering the state of the athéarea [30, 31]. Basically, the
solution to automated protocol mediation shallalfor efficient mediator synthesis,
while at the same time enabling interoperabilityydoel current interoperability
middleware solutions. In particular, protocol meidia shall span all the targeted
protocol layers, dealing with the semantics of bafbplication and middleware
actions [28], as illustrated in the next sectiom Approach that is particularly
promising and that we are investigating lies inotogy-based model checking [32];
this exploits the power of both ontologies to sywically reason about the
semantics of actions and model checking to sysiealigt reason about the
compatibility of protocols. Still, the more flexibis the compatibility check, the more
complex is the reasoning process. The challengthaa to find the appropriate
tradeoffs so as to foster interoperability in opeetworks in a computationally
tractable way.

Finally, the emergent middlewaraes deployed, with the resultant connector
following the architecture as depicted in Fig. lthvlisteners and actuators providing
message interoperability and the synthesized nwmdidéaling with behavioural
differences and translating the message contenwelet heterogeneous message
fields. Note the listeners and actuators are auioally generated using the Starlink
framework.

While this section has focused on the core Enalllansrd the generation of
emergent middleware, additional enablers are nacgs$s cope with the uncertainty
associated with emergent middleware. Indeed, thenileg phase is a continuous
process where the knowledge about networked systeimsing enriched over time,
which implies that emergent middleware possiblydseto adapt as the knowledge
evolves. Furthermore, it is important that emergaiddleware respects the quality
requirements of networked systems regarding theferactions, which requires
appropriate dependability and security enablers.

The development, from the supporting theory to oetec prototype
implementation, of such enablers is currently ongoas part of the @NNECT EU
project. Despite the tremendous challenges that are raisexifying and combining
the principles of semantic technologies and interapility middleware to enable
emergent middleware, we have been developing erpeatal enablers to validate this

6 http://starlink.sourceforge.net/
7 http://connect-forever.eu/




vision. Our initial experiences with the use ofalagies within this broad solution
space are sketched in the next section; theseefuttlghlight the important role
ontologies have to play in realising our visioreafergent middleware.

4 Experiments

To provide initial insight into the benefits of ngi ontologies to support
interoperability, we now present two experimentsatttshow how semantic
technologies can underpin the automatic generafi@mergent middleware. The first
experiment examines the use of ontologies to addmeta and behavioural
heterogeneity at both application and middlewangeris. The second experiment
demonstrates how ontologies are used to performnmaated matching of message
fields to support interoperability at the netwaoalyér.

4.1 Reasoning about Interoper ability at Application and Middleware Layers

This experiment illustrates the role of ontologieshandling heterogeneity both at
application and middleware layers. For this purpege consider two travel agency
systems that have heterogeneous application inesfand are implemented using
heterogeneous middleware protocols (one is implésdensing SOAP and the other
with HTTP REST). We use application-specific andldiéware ontologies to reason
about the matching of both application and middiewzehaviour.

The travel agencies example. The first networked system, call&UTravelAgency,

is developed as an RPC-SOAP web service. Thus,islatansmitted using SOAP

request and response envelopes transported usiii@ PDst messages. The service

allows users to perform the following operations@arently:

» Selecting a flightThe client must specify a destination, a departurd a return
date. The service returns a list of eligible flight

e Selecting a hotelThe client indicates the check-in and check-catesl The
service returns a list of rooms.

e Selecting a car to renfThe user indicates the period of rental and thesferred
model of car. The service then proposes a lisatd.c

* Making a reservationOnce the user has chosen a flight and/or a hotahr
and/or a car, they confirm their reservation. Thervise returns an
acknowledgment.

The interface signature fd&tUTravelAgency(abstracted from WSDL 2.0) is given

below, where we provide only the ontology concemdsociated with the syntactic

terms embedded in the interface:

Sel ect Hight({destination, departureDate, returnDate}, flightList)
Sel ect Hot el ({checkl ndate, checkQutdate, pref}, rooniist)

Sel ect Car ({dat eFrom dateTo, nodel }, carlist)
MakeReservation({flightID roomD carlD3}, Ack)

The second system is callddSTravelAgencyand allows users to perform the
following two operations:



e Finding a trip. The client specifies a destination, departure r@tdrn date. The
service finds a list of “packages” including a ftgand hotel room and car.

e Making a reservationThe user selects a trip package and confimshe T
service acknowledges the reception of the selection

The interface signature, although giving only entdmst ontology concepts, is

abstracted as follows:

F ndTri p({desti nati on, depart urelat e, ret urnDat e, needCar}, fl i ghtLi st)
Gonfirnirip(tripl D Ack)

The USTravelAgencgervice is implemented as a REST web service theeHTTP
protocol. ThefindTrip operation is performed as a HTTP Get and dbefirmTrip
operation is performed using a HTTP Post as shoalowb (the outputs of both
service operations are formatted using JSON

CET http://ustravel agency. conirest/tripervice/ findTrip/{destination}/
{depart urebDat e}/ {ret urnbat e}/ { needCar}
PCST http://ustravel agency. comirest/tripervice/confirmirip/{tripl D

A client of the EUTravelAgencycannot interact with théJSTravelAgencyand
similarly a client developed for thdSTravelAgencyannot communicate with the
EUTravelAgencylue to the aforementioned heterogeneity dimensions

e Application data The EUTravelAgencyrefers to theFlight, Hotel and Car
concepts, whereas tHgSTravelAgencymakes use only of th&rip concept.
Additionally, the EUTravelAgencyspecifies the departure and the return dates
using Greenwich Mean Time (GMT), while the USTrag#ncy uses Pacific
Standard Time (PST) to describe them.

e Application behaviour In the EUTravelAgencyimplementation, users can
independently select a flight, a room and a caere#s in th&JSTravelAgency
implementation all of them are selected througlekpge.

 Middleware data format The data exchanged in thEUTravelAgency
implementation are encapsulated in a SOAP messdtje, the input data of the
USTravelAgencyre passed through a URL and the output datacaneafted
using JSON.

* Middleware behaviourREST and RPC-SOAP are different architecturdesty
and induce heterogeneous control and communicatadels.

The travel agency ontology. The first step of the experiment of interoperapilit
betweenEUTravelAgencyand USTravelAgencywas to create the domain-specific
ontology associated with the travel agency scen@ig. 4 illustrates an excerpt of
this ontology). The ontology shows the relationklig among the various concepts
defined in the interfaces of the two travel agesiciote that the application-specific
ontology not only describes the semantics andioelsitiips related to data but also the
semantics of the operations performed on data, sisdf ndTrip, Sel ectFlight,
Sel ect Hot el , andSel ect Car .

In the general case, the application ontology it aefined by the application
developers but by domain experts, to reflect shdaeowledge about a specific

8 http://www.json.org/




domain. Many ontologies have been developed fociipedomains, e.g., Sinica
BOW? (Bilingual Ontological Wordnet) for English-Chirestegration. In addition,
work on ontology alignment enables dealing withgildle usage of distinct ontologies
in the modelling of different networked systemsnirthe same domain, as illustrated
by the W3C Linking Open Data projétt

<<owlClass=>

<<owlClass=> FireiTrip

Trip

= {hasPart some SelectFlight and hasPart some SelectHotel and hasPart some SelectCar )

hasTriplD: string

z=owlClass>> | | ==owlClags=> | | ==owlClass>>

+isPartof {some} /Spﬂg: {30”‘;\+isPaITOf {some}
+isPartOf {some%:a\‘tof {sc:Ye} \\sPal‘tOf {some}

SelectCar SelectHotel SelectFlight
==owlClass=> <=owlClass=> <<owlClasss>
Flight Car Hotel
= {isPartOf same Trip} = {isPartOf some Trip} =« {isPartf some Trip}
hasDepartureDate: dteTime | fromDate: dateTime hazHotellCr string
hasFlightiD: string toDate: dateTime hasCheckinDate: dateTime
hazReturnDate: dateTime hasCarlD: string hasCheck{utDate: dateTimg

Fig. 4. The travel agency ontology

Dealing with application-level heterogeneity. The travel agency ontology indicates
how theFlight, Hotel andCar concepts are related to thgp concept, including their
individual attributes. Moreover, we can also usendard ontologies for translation,
e.g., OWL-Timé! can be used to resolve the time difference betv@dm and PST.

Solving the application data mismatches is not igefit. We also need to
coordinate the actions of the networked systenmrder to make them interoperate.
Ontologies help establishing the correspondencerdsat actions. As illustrated in
Fig. 4, FindTrip is defined as equivalent to the composition of ttiree operations
SelectFlight, SelectHotegnd SelectCar A mediator that ensures the coordination
between the above operations can then be syntdediased on the semantic
(subsumption) relations between them and the behawwf the two networked
systems. Moreover, since th8electFlight SelectHotel and SelectCar can be
executed concurrently, we need to check all posskecutions. Therefore, we rely
on model checking further extended with ontologgsning capabilities, in order to
exhaustively explore all the state space and sydteafly guarantee the correctness
of the synthesized mapping rules. As illustratedrign 5, the mediator translates the
FindTrip action to the concurrent execution of tBelectFlight, SelectHotehnd
SelectCaractions, and thdlakeReservatioraction to theConfirmTrip action. This
translation is further refined according to the emiging middleware of each
networked system as illustrated next.

Dealing with middleware-level heterogeneity. To reason about the behavioural
matching of middleware, we have defined a middle@wvantology that identifies
where sequences of protocol messages executersiamtionality. For example, the

9 http://BOW.sinica.edu.tw/
10 hitp://www.w3.org/wiki/SweolG/TaskForces/CommunitgRicts/LinkingOpenData
11 htp://www.w3.0rg/TR/owl-time/




request-response message sequence of CORBA iy @deaivalent to that of SOAP.
Yet, there may be cases where the relationship eimastically deeper, e.g.,
subscription in a publish-subscribe protocol mayeheivalent to a RPC invocation
(but only when they are performing similar applicatbehaviour) [28].

In the travel agency scenario, the operations amgemented atop SOAP and
HTTP REST. The ontology specifies SOAP as a reqisdisived by a synchronous
response. Similarly, REST is specified as fourrative synchronous message sends
and responses (Get, Post, Put, Delete). The ontalefines that a SOAP operation in
the general case is semantically equivalent tioall REST behaviours. Therefore, to
reason about interoperability, the application miig must be considered in tandem.
For example, in th&indTrip operation case, the protocol mediation is from £Qa
Get, whereas in th€onfirmTrip case the protocol mediation is from SOAP to Post.

!
4@«@47 W
— 5 Whie
3

S FindTrip({destination,departureDate returnDate needCar} flightList
[ﬁ FindTi rip({destination,departureDate,retumDate,needCar),ﬂightLisq) é
'3 (s ConfirmTrip(tripID,Ack) )

3 _SelectFlight({destination, departureDate, returnDate}, flightList
B SelectHotel {checkindate, checkOutdate, pref}, roomList) ]
s SelectCar{{dateFrom, dateTo, model}, carList]

h4

% Sequence2 @ While
& ConfirmTrip(tripID,Ack) ) ¥
v
S SelectFlightl{destination, departureDate, returnDate}, flightlist) & SelectFlight({destination, departureDate, returnDate}, flightList)

& SelectHotel {checkindate, checkOutdate, pref}, roomlList]
[a SelectCar({dateFrom, dateTo, model}, carList]

b4

(Degedd

(7
[ 8 MakeReservation(flightID, roomiID, carlD}, Ack) ]
3

Fig. 5. Behavioural specification of the two travel agescand the mediator

Another fundamental difference at the middlewakelés in the heterogeneity of
messages, i.e., the complexity of the translatioS@AP data content to REST data
content while message formats are different. Westigate the use of ontologies to
reason about this important problem in the secopérment.

4.2 Reasoning about I nteroper ability at the Network Layer

Devising solutions at the application and middlesMavel to enable any two systems
to interoperate does not suffice if they cannopprty exchange network messages. It
is imperative to understand and reason about tterdgeneous message formats of
protocols in such a way that message-level inteadplity can be achieved on a
broader scale. We need systematic ways to dyndsnicapture the underlying
differences of network packets to then generate repping between them.



Ontologies provide the methodology to identify #hesemantic similarities and
differences in order to automatically identify tinenslation between messages.

This experiment focuses on using ontologies to rbapveen heterogeneous
Vehicular Ad Hoc Network (VANET) protocols; this ohain was chosen because the
protocol behaviour is common (i.e., routing of ne&gss to a destination), but there is
a high-level of heterogeneity at the packet lefehumber of VANET protocols exist
that fall into different routing strategies: broadt position-based forwarding,
trajectory-based forwarding, restricted directioih@ding, content-based forwarding,
cluster-based forwarding, and opportunistic foniragd Hence, these exhibit highly
heterogeneous message formats owing to the vast @frrouting strategies.

BER
ommonNeighbou
No

<String> <String> <int> <Struct:List> <int>

Destination Source Neighbourlist BroadcastMeter

BROADCOMM
ocation

Destination  Source ClusterHead TargetRoute Distance Speed Cobrdinates

<String> | <String> | <String> | <Struct:List> | <int> <int> <Struct>

Fig. 6. Packet formats of BBR and Broadcomm packets

Interoperability between BBR and Broadcom. The BBR protocol [34] is a
broadcast routing protocol that keeps track of medgiring nodes and broadcasts the
packet at a set rate. The node, lying on the boadehe transmission range, is
designated to forward the packet further away arietwork. This is determined by
the number of common neighbours this node has thi@éhsource node. This value is
represented as@mmonNeighbourNfield in the packet. Fig. 6 shows the format of
BBR and Broadcomm packets. Broadcomm [35] is atieosbased routing protocol,
which keeps track of nodes through their geographiocations. This protocol
divides the network into clusters and allocates node in each cluster to be the
cluster head. The latter is responsible to forwae$sages to the cluster members and
forward them to the nearest neighbour found outHidecluster. We can say that the
behaviour of Broadcomm matches with that of BBRatoertain degree in the sense
that both designate a node to disseminate mesfagjesr into the network. But both
differ in the way their messages are formulatedpeeimlly with the use of
geographical coordinates in one protocol and nttténother.

Applying Ontologies. Given the differences in their message formaty, sort of
interoperation does not seem to be valid if Broattmoand BBR try to interoperate.
However, if we can interpret both message formats deduce their meaning, it is
possible to find a basis for comparison. As a tesid create a vehicular ontology for
the various routing strategies used in VANETSs tbgetwith a definition of known
packet formats. The main idea is to use this ogtpto classify packet formats under
the appropriate routing scheme and deduce howablernhis packet to interoperate
with another packet, i.e., construct the mappirtgg are part of the synthesized
mediator in the emergent middleware architecture presence of a reasoner engine
enables us to infer the meaning of a packet (adisemver middleware knowledge of
the networked system). As a result, the packet géssified under the most



appropriate routing strategy. This classificatisnan important step as it helps to
establish a ground for comparison between packelisnging to different routing
categories. Part of the inferred ontology is digethin Fig. 7, where the BBR packet
(BBRPacket) is ranked unditentifiedPackeandMFRBroadcastPackatlasses. The
requirements forMFRBroadcastPacketire the fields:CommonNeighbourNand
NeighbourList Since these fields form part 8BRPacketthe reasoner is able to
classify the latter undeMFRBroadcastPacketThe IdentifiedPacketclass denotes
that the packet contains known fields. In this wagpming packets can be classified
by the ontology and be compared with existing paéienats. For example, assume
the incoming packet to H&roadcommand the existing packet to be BBR.

NamedPackets B

MFRBroadcastPacket b BBRPacket
i "IdentifiedPacket b} @
PositionBasedPacket b+ ClusterBasedPacket B

Fig. 7. Inferred Vehicular Ontology

owl:Thing B<}—— DomainConcept Pl Packets i

Field Matching. Once both packets are classified, they can bgaoed to each other
through an intuitive mechanism embedded in thelogyo which is the use of SWRL
rules and SQWRE query rules. These mechanisms add further reagdwointhe
classification process to enable field matchingaAsxample, the following SQWRL
rule retrieves the fields from BBR and Broadcomntkeds and tries to find the
differences between them. To do so, it createdlection of the fields of each packet
using the SQWRImakeBagunction and identifies the differences with th@\8RL
differencefunction. TheSQWRL clause is introduced within the SWRL rule dy
separator character °. The SQWRL clause handlestramtion and manipulation
operators required to execute SQWRL-based rulescahsbe seen in the example
below, the ° separator character enables a SWRltouhclude a SQWRL query.

BBRPacket(?b) A hasFields(?b, ?f) A Broadcomm(?p) A hasFields(?p, ?pf)
sqwrl:makeBag(?bag, ?f sqwrl:makeBag(?bagt, ?pf) ° sqwrl:difference(2dMbagt, ?bag)
sqwrl:element(?e, ?2diff) sqwrl:selectDistinct(?p, ?e)

The result of this query gives the fields requifedBBR to function as Broadcomm
and vice versa; the fields lacking in BBR would hecationCoordinates
TargetRouteand ClusterHead Moreover, further classification is also possible
through the use of SWRL rules to reason about #ta types of the fields. As an
example, suppose we have a field x in BBR packéymd <int> and a corresponding
field y in Broadcomm of type <String>. In this casee can make use of a SWRL
rule to suggest a mapping between these two fields:

12 hitp://protege.cim3.net/cgi-bin/wiki.pl?SWRLTalnd. .. /wiki.p|?SQWRL




hasFields(BBR, ?x) » hasType(?x, <int>) N hasFields§Bocomm, ?y) * hasType(?y,<Stringp
[ swrlb:MaplIntToString(?x, ?y)

~

The OWL language enhanced with the use of SWRL &@WRL enables
comparison of two packets. The ontology can hemterpret the packet formats
through matching and suggest a possible mappingeleet them. For example, the
ontology can suggest that BBR lacks geographicatdinates in order to operate as
Broadcomm. This information is fundamental in detieing how to enable mapping
between these two different types of pack&tss is in itself a step forward towards
interoperability between different network packetmywever, further research is
required into how ontologies can be used to gelyeidggntify mapping solutions that
resolve the differences between packets. Furtheilsl@bout the use of ontologies
within the domain of message-level heterogeneiypaesented in [7].

5 Overall Reflections

Interoperability remains a fundamental problem dastributed systems due to the
increasing level of heterogeneity and dynamismhef networking environment. In
this paper, we have argued for a new approach tevoperability, i.e.,emergent
middlewarethat is synthesized on the fly according to thiedyéur of the associated
networked systems. A central element of our apgrasathe use of ontologies in the
middleware design so that middleware may dynanyicatherge based on semantic
knowledge about the environment. Hence, while ogerability in the past has been
about making concessions, e.g., pre-defined stdadard design decisions, emergent
middleware builds on the ability of machines tortiselves reason about and tackle
the heterogeneity they encounter. Further, ackriyuhg that interoperability is, as
with many features of distributed systems, an endrd problem [5], emergent
middleware emphasizes that interoperability canyohk achieved through a
coordinated approach involving application, midddegvand network levels.

This paper has introduced the core elements otthergent middleware vision,
i.e., ontologies and related Enablers to reasontadood implement interoperability on
the fly. The architecture of Enablers outlined gcon 3 has provided a view of how
emergent middleware can be realised, where asedci@chnologies becoming
available through the @NECT project. This architecture illustrates the impotta
roles of discovery, learning and synthesis in aghge our goals. The most notable
feature of the architecture is that ontologies havecross-cutting role. The
experimental work reported in Section 4 has furtifiestrated the central role of
ontologies in supporting meaning and reasoningstriduted systems, not just at the
application level but also in the underlying distited systems substrate, for
achieving interoperability in the highly heterogens and dynamic style of today’s
distributed systems. However, despite the latesaracks in Enablers for emergent
middleware, significant challenges remain aheadis=issed below.

While emergent middleware relieves the burden déroperability from the
middleware designers and developers, and fostdétsefproof interoperability, its
general applicability is dependent upon the effectess of the supporting Enablers.



The latest results of GNNECT are encouraging in that they introduce base mgldi
blocks for the Enablers, spanning automated supfooridiscovery, learning and
synthesis. Small-scale experiments further dematesthat Enablers may adequately
be combined. Still, applicability to real-scale ekments is area for future work.

Realizing the central role of ontologies to allowaahines to tackle interoperability
across time raises the issue of how large, compede ontologies may be deployed
for interoperability in practice. At first sight,his basically depends on the
development of supporting ontologies by domain espeand hence on the
requirements of a given domain in terms of interap#ity. For instance, it is
expected that the Internet of Things will lead tajon ontology development. Another
consideration is the cost of processing large ogies and, more specifically, the
efficacy of semantic tools, which keep improvingotime given research in the area.
There is also considerable potential for core mebean ontologies concerning the
role of fuzziness in supporting richer forms of seaing [21], the possibility of
learning new ontological information and mergingvith existing information as it
becomes available, and also dealing with heteratyeimethe ontologies themselves.

We have so far concentrated on the synthesis ofateed from scratch, while the
construction of mediators by composing existingsom@uld enable more efficient
synthesis and support self-adaptive emergent migdi Ongoing ONNECT
research on an algebra for mediators will provisehe required foundations [4].

The inherent openness and probability of failurenmergent middleware solutions
raise important challenges. If the solution is e deployed at Internet scale, then it
must be reliably able to produce correct mediatnsl also be secure against
malicious threats. Hence, dependability is a cémaearch question; this has to
overcome the partial knowledge about systems alsasedecurity concerns arising. A
related concern is that of dealing with interopditglbetween fault tolerant systems
and in general with the heterogeneity of non-fuotwi properties across systems.
Dedicated solutions are being investigated withilnQeCT.

Furthermore, failing to generate emergent middlewnara specific context is not
only dependent on the reliability of our solutidwt also, most importantly in the
open target environments, on the degree of incabifigt between candidate
systems. For example, semantic matching may irelitfzt the semantic distance
between the application features of two systeniedsgreat to be bridged. Precisely
evaluating the limitations of our approach in proidg a result is an area of future
work; we are already studying aspects of this irgrdrissue within GNNECT.

Another interesting research direction for emergmicdidleware is that of involving
end-users in the synthesis process to inform thensated approach. For example,
end-users can assist semantic matching where ggtdie@terogeneity may lead
automated reasoning to ambiguous results. Thiggararious challenges, including
how to provide user-friendly interfaces to the egesit middleware internals.

In summary, this paper has argued that, given timeeasing complexity of
contemporary distributed systems, both in termsinofeasing heterogeneity and
dynamism, there is a need for a fundamental retbfrdpproaches to even the most
basic of problems, that is, interoperability. Wevachte a new approach to
middleware, that of emergent middleware. This pédyaerlooked at one key aspect of
emergent middleware, namely, the role of ontologesupporting core underlying
middleware functions related to achieving interapdity. This leads to a fascinating



set of research challenges both in terms of uraedsig a given deployment
environment and also dynamically creating appra@rizonnectivity solutions. We

hope this paper has given a flavour of the poteknfidghis approach and also some
real experimental evidence that the approach cark vim selected aspects of
distributed systems. As a final comment, whileNQECTis addressing a number of
the ongoing challenges, this is a vast and largajhartered territory and we invite
other researchers to join in the quest for suitablations for emergent middleware.
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