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Abstract—In the context of Distributed Source Coding, we pro-
pose the estimation of the cross-over probability p of the Binary
Symmetric Channel (BSC) modeling the correlation between two
binary sources. The coding is done with linear block codes. We
propose a novel method to estimate p prior to the decoding,
with increasing reliability for longer code sizes. We exploit the
probability of observing ones in the sum of the syndromes of
the correlated sources. We show that the method is a Maximum
Likelihood estimator of p with respect to the available data. The
method can be extended to the parameter estimation for channel
coding of binary sources over the BSC.

Index terms — Source coding, Channel coding, Binary Sym-
metric Channel, On-line parameter estimation.

I. INTRODUCTION

The Distributed Source Coding (DSC) problem was intro-
duced by Slepian and Wolf (SW) [1]; the aim is to achieve
lossless compression of correlated sources X and Y. They
state [1] that no additional rate is needed when encoding the
two sources separately, with respect to the joint encoding
solution, provided that the decoding is performed jointly and
that the compression rates are greater than H(X|Y) and
H(Y|X) respectively. Here, H(-) stands for the entropy.
We now consider the case of binary variables where the
correlation between the sources is modeled as a virtual Binary
Symmetric Channel (BSC) of cross-over probability p. [2]
shows that linear block codes can achieve the SW bound,
provided that they achieve the capacity of the underlying BSC.
Yet, practical DSC solutions are based on channel codes, like
Convolutional codes [3], Turbo codes [4] or Low-Density-
Parity-Check (LDPC) codes [5].

In the literature, [3], or [5], the BSC parameter is assumed
to be available at the decoder. Nevertheless, in practice, it is
necessary to estimate this parameter on-line. It is only lately
that some authors have proposed solutions to perform on-
line parameter estimation for DSC. [4] proposes to estimate
p with an expectation-maximization algorithm. However, no
initialization of the estimate is proposed. The authors in [6]
use the Log-Likelihood Ratio, propagated during the Message-
Passing of LDPC decoding, to observe a function of p; this
method is only efficient for high correlation between the
sources. The authors in [7] use particle filtering and LDPC
codes to iteratively update the estimate p; the method can be
used to pursue slow changes of p, but it needs a large number
of iterations to converge. The performance of all these methods
[4], [6], [7] closely depends on the initialization of p. For the
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channel coding problem, Simons et. al [8], [9] observe the
output of the BSC, and deduce p based on the assumption that
certain finite sequences appear rarely in the input; this method
is only efficient when the source distribution is known.

In the sequel, we propose to estimate p by exploiting the
information from the syndrome bits of X, from the side-
information Y, and from the matrix representation of the code.
The estimator uses the probability of occurrence of ones in the
sum of the syndromes of X and Y, noted s« and s,. We show
that this probability is a bijective function of p, and we derive
the Maximum Likelihood (ML) estimator for p. The estimation
is performed prior to decoding, which makes it independent
of the decoding, and it does not degrade the decoding. We
propose a second estimator of p with respect to sx and Y,
which requires an Expectation-Maximization (EM) algorithm.
This EM algorithm improves the ML estimator. The proposed
methods can be extended to the BSC parameter estimation for
the channel coding problem.

II. ASYMMETRIC DSC USING LINEAR BLOCK CODES
Let X, Y be two correlated binary sources, and x, y be

two vectors of their respective realizations, of length N. x
and y differ by some noise z, which is the realization of a
Bernoulli random variable Z of parameter p € [0, 0.5 (noted
Z~Bp)stY=XdZandP(X #Y)=P(Z=1)=
p. Let H be the (N — K) x N parity check matrix of an
(N, K) linear block code, where H,, is the m-th row of H.
In asymmetric DSC [1], x is compressed at a rate greater than
H(X|Y) by sending the syndrome s, = Hx of length (N —
K). y is compressed at a rate greater than H(Y'), allowing
the decoder to retrieve it error-free. The decoder finds the best
estimate X as the closest sequence to y with syndrome sy:
X = arg mings ¢ ax—s, 4(X,y)

from the knowledge of H, sy, and y. For example, this
search is efficiently done using the sum-product algorithm [11]
for LDPC codes.

ITI. ML ESTIMATOR OF p WITH RESPECT TO Sx AND sy,
A. ML estimator for regular block codes

Regular block codes have the same number of ones, noted
ds, in every row of H. dy is also called “syndrome degree”.
We first enunciate a lemma that characterizes the Bernoulli
nature of the syndrome of z.

Lemma 1. Let H be the matrix of a linear block code in
which all the rows are linearly independent and contain the
same number of ones (dgs). Let z be the realization of Z ~
B(p),p €10,0.5]. Let s, = Hz.

The syndrome s, can be seen as the realization of a
Bernoulli random variable Sz of parameter q, s.t.
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Proof: First, since the rows of H are linearly independent,
the syndrome symbols are independent of one another.
Let s, = (szm)giv:_lK). Ym € [1,(N — K)], let ¢ be the
probability of s,,, being a one. s,,, equals one if there is an
odd number of ones in the symbols of z the sum of which
yields s..,. Since Z ~ B(p), q(p) is given by Equation (1)
and is the same for all the symbols (szm),i\]:_lK). Then the
syndrome symbols are identically distributed.

Therefore, the syndrome symbols are independent and iden-
tically distributed realizations of an (iid) binary source, i.e. a
Bernoulli source, noted Sz, of parameter q. [ |

Now, we enunciate a corollary to this lemma that will help

estimate the Bernoulli parameter of S.

q(p) =

Corollary 1. The estimate G of the mean of the Bernoulli
variable Sy is the ML estimator of q with respect to s,.

1 N-K
(j:N_KZSzm (2)

m=1
Proof: Since s, is the realization of a Bernoulli variable
S ~ B(q) (from Lemma 1), Zz;{{ S»m 1s a sufficient statistic
for the estimation of ¢ with respect to s,, and the mean of Sy,
in (2), is the ML estimator of q. [ |
Now, we turn to the DSC problem, where s, is not observ-

able, but only sx and y; the following Theorem gives the ML
estimator of p with respect to the available data.

Theorem 1. Let H be the matrix of a linear block code
in which all the rows are linearly independent and contain
the same number of ones. Let x be the realization of the
binary source X, and let sx = Hx be its syndrome. Let
Y be another binary source which is correlated to X in
the following manner: 37 ~ B(p) s.t. p € [0,0.5] and
Y = X ® Z. Let y be a realization of Y, and let sy be
its syndrome. Let f : p — q(p), where q(p) is given in (1).

The Maximum Likelihood estimator for p with respect to
(Sx,Sy) is:

p=1" @)
where § is given in (2), and f~1 is the inverse of f.
Proof: Let sx = (szm)g,]l\;K) and sy = (Sym)gflv;lK).

The joint probability of sx and s, can be factored as:
P(sx,sy) = P(sx) - P(sx ® sy)

N-K

( Z szmﬂésym) <(NK)NZK sxmﬂ)sym>
= P(sx) g\ (1-q) k=
C))

N-K
From [12, Theorem 5.1], > Szm P Sym is a sufficient
m=1
statistic for the estimation of ¢. The ML estimator of ¢, with
N-K
respect to (sx,Sy), is thus § = NflK > Sam D Sym. We
m=1

denote f(p) = q(p) for clarity of notation.

f is a strictly increasing one-to-one function of p in [0,0.5 [,
and we denote f~! its inverse, s.t. p = f~1(q). It follows from
[12, Theorem 7.2], that the ML estimator of p, with respect

|

to (sx,sy), is p = f7(q).

This ML estimator p does not depend on the distribution
of X and Y since sx @ sy only depends on the BSC
modeling their correlation. There is no analytical expression
of the inverse function f —1. the inversion can be implemented
numerically (with a correspondence table for example). Note
that our estimator is biased since f is not a linear function.

B. ML estimator for irregular block codes

In the present Section, we derive the ML estimator of p
when the syndrome symbols have different degrees. For ex-
ample, LDPC codes are characterized by their variable degree
distribution A(x) which is the distribution of the number of
ones in the columns of H, and by their syndrome degree
distribution ®(x) which is the distribution of the number of
ones in the rows of H. Ym € [1,(N — K)], let dg,, be the
degree of s.,,. Let d™*" be the maximum syndrome degree.

dom _
Let fim(p) = Z:l pH(1 = p)dem =i (dem),

i odd
We want to find the best estimate p that yields sy and sy,
which is the solution of the maximization problem:

p = argmax P (sx,sy) (p)
J2

The joint probability of the syndromes symbols can be
expressed in function of p, as:

N—-K

P(sx.5y) (p) = [ fun@) 00 (1= fu (@) *m0m
m=1

&)

Since log(-) is a strictly increasing function, the value
of p that maximizes P (sx,sy) (p), in (5), also maximizes
log (P (sx,sy) (p)). In the expression (6), the sum on the
syndrome symbols has been re-organized in order to group
the syndrome symbols having the same degrees.

d N _dmaz YM, — 0, M
o (log (P(S1) (1)) = ; e T T )

(0)
1 N&E !
Wj Z Szms and fj(p) =
(am2s)
% fi(p), and N; is the number of symbols with degree j.
That re-organization is motivated by the fact that the
syndrome symbols having the same degree are realizations
of a common Bernoulli variable (from Lemma 1). The ML
estimator p is found by zeroing the derivative (6).

where, Vj € [1,d™"], 0; =

IV. IMPROVED ESTIMATION OF p USING AN EM
ALGORITHM

The ML estimator presented in Section III only uses the
information from sy and sy, which is not optimal since the
information from y is not fully exploited. In this Section,
an EM algorithm [13] is used to improve the estimator p.
The EM is an optimization procedure that updates p through
the decoding iterations, the convergence is acquired since it
improves the estimator likelihood at each iteration [14]. Let [
be the label of the current decoding iteration, and pl be the
current estimate. Then the next estimate is the solution to the
maximization problem:

pUt) = arg max (Exisx,v o [log (Bp(sx, ¥, %)) ]) - ()



Since the graph of the channel code contains cycles, the
probability (7) cannot be computed exactly. The EM procedure
consists into updating p' thanks to the current a posteriori
probabilities (APP) of x! produced by the decoder. More
precisely, Vn € [1,N] let P, represent the APP P, (X, =
1lsx,y). Then:

1 N
i+ — — E P 8
P Nn:1|yn nl (®)

This update rule is the same as presented in [4, Equation
3]. The EM algorithm is initialized with p° = f=1(4), see (3).
V. SIMULATION RESULTS

We implement a DSC system using an LDPC code of
rate %, which has the variable degree distribution A(x) =
0.483949z + 0.2944282% + 0.0851342° + 0.0740552° +
0.0624332'° and the syndrome degree distribution ®(x) =
0.74193527 4 0.258065x%. Each row of H is linearly inde-
pendent of one another. We consider two codes of respective
lengths N = 1000 and N = 10000. The sources are uniform
Bernoulli, and we test the estimation for p ranging from 0.05 to
0.11. We show the means of the estimated p in Fig. 1. For the
code of length 1000, we also show the estimated parameters
from the EM algorithm. The parameter is updated according to
(8) each 20 iterations of the decoding to observe convergence.

0127

a 0.1r

o

9]

©

_g 0.08r1

72}

w ' - + —Estimated p, N = 1000
0.06 . —%—EM Estimated p, N = 1000

: ‘ : —6— Estimated p, N = 10000
0.05 0.06 0.07 0.08 0.09 0.1 0.11
p
Fig. 1. Means of the estimated p for the two codes of lengths N = 1000

and N = 10000. Comparison with the true parameter p. The EM estimator
improves the initial estimator.

The means of the estimated parameters are very close to
the true values. The estimator performance improves with the
code length; the gap to the true parameter goes under 103
for N = 1000, and it is under 10~* for N = 10000. The EM
always improves the performance of the estimator.

The performance of the decoder using the estimated param-
eter from the EM is compared to the performance of the genie-
aided decoder using the true parameter. Both decoders iterate
at most 100 times. The results presented in Fig. 2 indicate that
no degradation at all is observable when using the estimated
parameter or the true parameter.
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Fig. 2. Comparison of the BER of X for the genie-aided decoder and the

proposed decoder, for N={1000,10000}. No rate loss is observable.
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VI. ON THE PARTICULAR CASE OF CHANNEL CODING

Let us consider the channel coding of binary sources. Let
x be a valid codeword that is sent over the BSC represented
by the signal Z ~ B(p), with noise realization z. The output
of the channel is y = x & z. The decoder uses the parity-
check matrix H, and y, to estimate the original sequence X,
exploiting the fact that Hx = 0. Note that Hy = H - (x @ z)
= Hx & Hz = Hz; this means that the received sequence y
and the error pattern have the same syndrome.

Using the same argument as for the SW problem (section
IIT), the estimator of the mean of the Bernoulli variable,
g, estimated from the syndrome of y can be found with
the ML estimator, as in Equation (2); and this leads to the
ML estimation of the parameter p, as in Equation (3). This
estimation is a particular case of that proposed in Section III,
when the code imposes sx = 0.

VII. CONCLUSION

We have proposed a novel and simple ML estimator of
the cross-over parameter of the BSC modeling the correla-
tion between two arbitrary binary sources. The estimation is
performed prior to decoding, and only depends on the degree
distribution of the matrix representing the DSC code. We also
presented an EM algorithm that improves the estimation, by
using the ML estimator as an initialization. The method can be
extended to channel coding of binary sources over the BSC.
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