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Abstract—In this work we show how to generate and rapidly
mix uniform random graphs in a model where incoming and
outgoing degrees of nodes are defined in advance. We show
how to use a previous result on Dating Service working on
top of any Distributed Hash Table so that a random graph is
generated in logarithmic number of rounds and mixed so that
two snapshots of the graph taken in logarithmic time distance
are independent with high probability. We consider two models
of graphs: directed graphs and undirected graphs where some
nodes are behind firewalls. We consider a synchronous model
of computation but show how to adapt it to a highly dynamic
and asynchronous environment such as peer-to-peer networks.

Keywords-peer-to-peer, distributed hash tables, heteroge-
neous P2P, random graph generation and mixing

I. INTRODUCTION

Peer-to-Peer networks have proven their efficiency for
storing and retrieving data at large scale. Networks based
on Distributed Hash Tables (DHT) such as Pastry [23],
Tapestry [14], Chord [24] or CAN [22] provide efficient
routing mechanisms in time logarithmic in the number of
nodes, but due to hashing, their use is limited to exact query
searches. Moreover, none of the known algorithms takes
heterogeneity of the network into account while large scale
platforms exhibit a high level of heterogeneity in terms of
processing and communication resources.

In this paper, we try to solve a few problems of communi-
cation in Peer-to-Peer networks. The first is how to optimally
connect nodes in the network using knowledge about their
incoming and outgoing degrees (taking heterogeneity of
the network into account). The second one is how to use
the solution to adapt it in both synchronous and non-
synchronous network environments.

We describe distributed dating service and mixing algo-
rithms that can be implemented over existing DHT systems.
They are used to organize communication in a heterogeneous
network, so that communication capabilities of nodes are
not exceeded. The abstract purpose of this scheme is to
randomly connect demands and supplies of some resource of

many nodes into couples. In a round it produces a matching
between demands and supplies which is of linear expected
size (compared to the optimal one) and is chosen uniformly
at random from all matchings of this size. The dating service
algorithm is the only one, to the best of our knowledge, that
can connect nodes taking into account their degree. It works
in logarithmic time (expected and with high probability)
and can also be run by many peers in a round yielding a
linear number of connections distributed like balls thrown
into n bins. The mixing algorithm is used here to improve
the specific properties of built connection graphs. It works
in logarithmic time as well so after logarithmic time we get
the graph with properties compared to randomly chosen one
(which is close to the optimal one) with high probability.

In the next sections, we describe both how the algorithms
work with proof of their efficiency and correctness and
the practical implementation with test run results. We have
implemented the algorithms in two different environments:
• synchronous environment - where we show that the

theoretical analysis of dating service and mixing algo-
rithms is confirmed in practice,

• non-synchronous environment - where we implement
suitably adapted dating service and mixing algorithms
in a non-synchronous environment over a Chord-like
DHT network layer, in order to verify how they perform
in real networks where each node can join or leave
the network and there is no centralized mechanism
controlling the execution of the algorithm.

A. Our Results

We prove the algorithms’ correctness and efficiency in a
synchronous environment in both theory and practice. We
show results of tests that have validated the logarithmic
time complexity of the dating service algorithm and the
efficiency of the mixing algorithm. They show that the
mixing algorithm copes with fairly badly connected graphs,
such as loops and cycles, very fast and makes their properties
similar to random graph properties. The second result is an



implementation of these algorithms in a non-synchronous
environment and a proof of their efficiency. We show that
dating service and mixing algorithms make properties of
connection graphs similar to expected values (random graph
properties) very fast even if the network is static only for
a short time. Thus, the simulations show short stabilization
time after a node joins or leaves the network.

II. RELATED WORK

The idea of using random processes to build overlay
networks for P2P systems can be found in such fundamental
designs as e.g. the Gnutella network [1] and JXTA of Sun
Microsystems [4]. Important topological properties for P2P
overlays include high connectivity, low degree, high expan-
sion, and small graph distances between nodes. Random
type topologies with small degree naturally arise in P2P
systems, which are generated and maintained according to
a Markov process as described in this paper (e.g. [20]).
Several research groups have recently designed a variety of
random like networks for P2P systems (e.g. WARP of [15]),
and there is a considerable amount of work devoted to
the generation and maintenance of random (regular) graphs
(e.g. [6], [7], [11], [18], [21]).

One of the simplest randomized protocols was introduced
in [9]. In this gossip-based process, each node exchanges
messages with a small set of partners, chosen randomly from
the set of all players. This process is highly scalable, robust
against edge or node failures [10], and only requires a small
amount of messsage transmissions [16].

Since modern P2P systems are built out of a huge number
of peers, we cannot assume that all nodes know all the other
players in the system. Therefore, plenty of recent papers
concentrated on the design and analysis of gossip protocols,
where each node is only aware of a small subset of peers in
the system (e.g. [5], [11], [12], [17]).

There is a huge amount of work dealing with random
processes for constructing and maintaining P2P overlays.
Here, we only describe some recent papers in this field,
which are closely related to our work. In [2], Allavena,
Demers, and Hopcroft present a scalable gossip-based al-
gorithm, in which each node has a (restricted) local view
that is recalculated continously during the execution of the
algorithm. The authors show that the expected time until
the graph becomes disconnected is at least exponential in
the square of the view size. Furthermore, they also develop
probabilistic bounds on the in-degree of the nodes, and argue
that the undirected connectivity is an expander.

In [7], Cooper, Klasing, and Radzik describe a randomized
algorithm for assigning neighbours to vertices joining a
dynamic distributed network. The aim of the algorithm is
to maintain connectivity, low diameter and constant vertex
degree. On joining each vertex donates a constant number
of tokens to the network. These tokens contain the address
of the donor vertex. The tokens make independent random

walks in the network. A token can be used by any vertex
it is visiting to establish a connection to the donor vertex.
This allows joining vertices to be allocated a random set of
neighbours although the overall vertex membership of the
network is unknown. The network obtained in this way is
robust under adversarial deletion of vertices and edges and
actively reconnects itself.

Feder, Guetz, Mihail, and Saberi analyze in [11] the
mixing time of a so called switch Markov chain on regular
graphs, where switches are only allowed between edges
being at distance 1. That is, two edges (i, j) and (k, l)
are allowed to be replaced by (i, k) and (j, l) if i and l
are adjacent to each other. This rule defines a move in
this Markov chain (cf. [19]). The main statement of [11]
is that this Markov chain is rapidly mixing, however, the
exponent in the corresponding polynomial is quite high
(≥ 45). This result has been improved in [5], where it is
shown that the corresponding Markov chain has a mixing
time of O(d20n14(dn log dn + log ε−1)) with d being the
degree of the network and ε shows basically how well-mixed
the Markov chain is.

Gurevich and Keidar consider gossip-based membership
protocols on graphs in which nodes and edges can fail [13].
First, they define some basic properties, which should be
fulfilled by membership protocols. Then, they propose a
process, which satisfies these properties, if the graph is fully
reliable. Finally, they analyze the protocol in the presence
of edge/node failures, and show that the algorithm provides
the desired properties of a membership service.

In [17] Kermarrec, Leroy, and Thraves analyze a generic
peer sampling service that ensures for any peer small views,
uniform sample, small in-degree, and independence. In fact,
they show that the proposed protocol eventually results in
a random simple connected graph with the same out-degree
for any starting graph. Then, they use empirical evaluation
to rigorously analyze their protocol.

III. DATING SERVICE

The purpose of the dating service [3] is to produce random
matchings between two types of requests which, for conve-
nience, we name supplies and demands. The routine works
in rounds and in each round all peers of the application send
information about their supplies and demands to the dating
service, their requests are joined into couples and the peers
can use these connections somehow and proceed to the next
round.

In our description of the dating service, nodes taking part
in providing the service are called servers, to distinguish
them from their role as users. Note that this difference
between servers and users only stands to ease the description
of the dating service. In practice, all the nodes will be used
as servers and none of them are more important than others.

The centralized dating service based on a single server
works as follows. All nodes of an application submit infor-



mation about all their supplies and demands to the server, the
server chooses uniformly at random a maximum matching
and sends information about connections to all nodes of
the application. Producing a matching chosen uniformly at
random is actually trivial in this setting: it is sufficient to
permute uniformly at random both sequences of supplies and
demands and match the i-th supply with the i-th demand for
all i between 1 and m = min{#supplies,#demands}.

In the distributed setting, where the whole set of nodes
is used to produce the random matching, the service works
as follows. Each node sends each request, either demand
or supply to a random server chosen according to a fixed
probability distribution P = (p1, p2, ...pn). Then, the server
is responsible to build a local random matching between the
demands and supplies it has received.

In the above description, it is not necessary that the
random choice of servers be uniform only that all requests
are sent using the same distribution P . This randomness
is a load-balancing factor; as an extreme case, sending all
requests to a single server would result in a centralized
scheme.

Theorem 1. [3] Let X1, X2, . . . , Xn be random variables
denoting the number of dates organized by servers 1, . . . , n.
Let X = X1 + . . . + Xn. Then X = Ω(m), with high
probability.

IV. DIRECTED RANDOM GRAPHS

In this section, we present and analyze an algorithm,
RANDOM-DIGRAPH, for the following problem. We are
given n nodes in a distributed network, each of them has a
demand for its incoming degree and outgoing degree. The
former for node i is denoted as bin(i) and the latter as
bout(i). We denote the total demand for incoming degrees
as Bin =

∑
i bin(i) and similarly for outgoing degrees

Bout =
∑

i bout(i). All nodes can communicate freely,
i.e. they can for example build a Distributed Hash Table.
Our goal is to construct quickly in a distributed way a set
of connections among nodes so that:

1) the in-degree of node i is at most bin(i),
2) the out-degree of node i is at most bout(i),
3) the total number of edges constructed in the graph is

maximal, that is equal to min{Bin,Bout},
4) the constructed graph is uniformly chosen from all

graphs fulfilling conditions 1–3.
Our algorithm works in rounds and in each round of

random graph construction one round of the dating service
algorithm is executed and some number of edges are con-
structed. We denote the current (in round t) degrees of node i
in such a partial graph as degin

t (i) and degout
t (i). Then, node

i in round t (still) participates in the dating service DHT if
degin

t (i) < bin(i) or degout
t (i) < bout(i), i.e. if it still needs

some incoming or outgoing edges. Each node i submits to
the dating service bin(i) − degin

t (i) requests for incoming

edges and bout(i)− degout
t (i) requests for outgoing edges.

The dating service produces a number of edges linear in the
total number of submissions, some nodes get new incoming
edges, some nodes get new outgoing edges, they update
their incoming and outgoing degrees and proceed to the next
round.

The scheme is meant to run continously in a dynamic
system but if it were meant to run once, one might also
want to include an explicit termination mechanism. In this
case we introduce two additional DHTs. In the first one, only
nodes with degin

t (i) < bin(i) participate, in the second one
only those with degout

t (i) < bout(i). Each node is able to
verify quickly if any of these DHTs is empty. If this is the
case, it means that the total number of already constructed
edges is min{Bin,Bout}, i.e. that the algorithm has finished
building a graph.

We first prove that the algorithm finishes in a logarithmic
number of rounds (in n, Bin, and Bout).

Lemma 2. After T rounds of the RANDOM-DIGRAPH al-
gorithm are executed, min{Bin,Bout} edges are constructed
with high probability if T = Ω(log n+log min{Bin,Bout}).

Proof: If min{Bin,Bout} = Bin then in each round
a request for an incoming edge is fulfilled with constant
probability. If min{Bin,Bout} = Bout then in each round a
request for an outgoing edge is fulfilled with constant prob-
ability. In both cases, after O(log min{Bin,Bout}) rounds
such a request is still not fulfilled with probability at
most 1

min{Bin,Bout} and after additional O(log n) rounds
with probability 1

nc·min{Bin,Bout} for a chosen constant c.
Summing over all min{Bin,Bout} requests of the rarer type,
we get the probability of existence of a non-fulfilled request
being at most 1

nc

The property that the graph is chosen uniformly at ran-
dom comes from the fact that the dating service produces
matchings chosen uniformly at random. It is formalized in
the following lemma.

Lemma 3. The graph of connections produced by the
RANDOM-DIGRAPH algorithm is chosen uniformly at ran-
dom from the set of all graphs fulfilling the defined proper-
ties.

Proof: It follows from symmetry of results produced by
the Dating Service. If we consider any two outgoing links
li and lj (they may be links outgoing from two different or
just one node; each of them may have a connection or not,
the latter may happen in case when Bout < Bin), and repeat
the whole process with the same random choices but with
exchanged roles of li and lj , then the resulting graph will
be the same except the other ends of li and lj exchanged.
This reasoning extended to any permutation on all outgoing
links proves that the resulting graph is symmetric.



V. UNDIRECTED RANDOM GRAPHS WITH FIREWALLS

In this section we consider the following scenario. Par-
ticipants of the network declare their generic (equal in
and out) bandwidth. However, some of them are hidden
behind firewalls, which means that they can only participate
in connections initiated by themselves. We are interested
in building a random graph in such a model such that
the number of edges is maximized. Notice that in two
extreme cases we may have to build a standard random
graph (when there are no firewall-constrained nodes) and
a bipartite random graph (when the number of firewall-
constrained nodes equals the number of all nodes).

We are given two sets of nodes: nu universal nodes
forming a set U and nb bounded nodes forming a set B; the
total number of nodes is denoted by n = nu+nb. Each of the
n nodes has a parameter b(i) denoting its bandwidth, i.e. the
degree it would like to have. We extend the bandwidth
notation to sets of nodes, i.e. b(U) =

∑
i∈U b(i) and

b(B) =
∑

i∈B b(i).
Our goal is to construct in a distributed way a set of

connections among nodes so that:
1) the degree of node i is at most b(i),
2) a node from B may be either disconnected or con-

nected to a node from U ,
3) the total number of edges constructed in the graph is

maximal,
4) the constructed graph is chosen uniformly at random

from all graphs fulfilling conditions 1–3.
Additionally, in the process of creating the graph no two
nodes from B can communicate to each other.

To solve this problem we propose two dating service
schemes working in parallel. One of them we denote with
DU and the other with DB. The former is responsible for
creating connections between nodes from U and the latter
for connections between nodes from U and B. They work
in parallel in rounds and in each round each node submits
some information to both of them. Naturally the DHTs being
the base of the Dating Service can only by run using nodes
from U .

The first Dating Service scheme is a degenerated one in
this sense, that only one type of information is submitted
to it and instead of working on two sets of submitted
requests, it works on just one and produces as many pairs as
possible, i.e. if it receives r requests, it produces a matching
of size br/2c chosen uniformly at random. This behavior
of Dating Service preserves the symmetry of the original
Dating Service and its efficiency (the size of the produced
matching) may only be higher.

The second Dating Service is a standard one, i.e. it
receives two types of requests: one type from universal
nodes and another type from bounded nodes. It connects
such requests into couples in a standard way. Bounded nodes
send requests for their yet unfulfilled outgoing connections

in a standard way but universal nodes send requests for two
types of their outgoing links: those which are still unfulfilled
and those which are connected to another universal node.

The symmetry property of the produced solution is the
same as in the previous model. We concentrate on the
running time, i.e., the number of rounds until the maximal
number of edges is generated. Even though both schemes run
in parallel, in the analysis we start considering the running
time of the first Dating Service only after the second one
has stabilized (all bounded nodes have fulfilled all their
requested connections).

Lemma 4. With high probability the two Dating Ser-
vice schemes produce the maximum number of edges in
O (log n+ b(U) + b(B)) rounds. The resulting graph is
chosen uniformly at random from all graphs fulfilling the
desired properties.

Proof: As the second dating service scheme is standard
and has priority over the first one, according to Lemma 2
O (log n+ b(U) + b(B)) rounds are sufficient to fulfill con-
nections of either all nodes behind firewalls or all free nodes.
In the latter case the procedure is finished as it is not possible
to create more connections. In the former, we can again use
Lemma 2, as the degenerated dating service is at least as fast
as the normal one. With high probability O (log n+ b(U))
additional rounds suffice to fulfill all unfulfilled edges of
free nodes.

VI. MIXING

Generating a random graph once has its drawbacks. First
of all, random graphs have some desired properties with
high probability but it still may happen that the graph we
generated is not optimal. If we use it for example for network
construction and we use the same graph for the whole
lifetime of our network, we want to have the possibility to
change the graph if it has any bad properties.

Also, in a dynamic system, if we do not specifically
incorporate into our algorithms mixing of old nodes with
new ones, we may end up in a situation where we create
many separate random graphs whose structure reflects which
nodes joined at which time.

The first solution that comes to mind is to generate a
random graph, use it for some time and in the background
of main computations generate a new version. As soon as
the new version is ready, we replace the old one with it. This
solution has a few drawbacks too: changes between versions
are rapid (practically no similarities) and may be costly, they
are also hard to synchronize.

What has been proposed in the literature is to mix the
graph, i.e. exchange connections among nodes so that in a
single round there are not too many of them (e.g. each edge
is replaced with a small constant probability) but on the other
hand after some number of rounds (usually logarithmic in
the number of nodes) the starting and resulting graphs are



independently chosen random graphs with high probability.
Here, Dating Service helps also together with a result by
Czumaj and Kutylowski [8].

Theorem 5 (Czumaj and Kutylowski). For an n-element
permutation S, if an algorithm A in each round i generates
a matching Mi such that |Mi| = Θ(n) and Mi is chosen
uniformly at random from all matchings of size |Mi|, ele-
ments joined by edges of Mi are exchanged with probability
1/2, then after O(log n) rounds S is a uniform random
permutation with high probability, i.e. the algorithm A is
rapidly mixing.

The above paper considers the problem of permutation
routing. The authors show that if for n elements in each
round we are able to generate a matching of size Ω(n) which
is chosen uniformly at random from all matchings of this
size, then by exchanging positions of elements connected
by edges of this matching in each round, we generate a
uniform random permutation within O(log n) rounds, with
high probability. Together with the Dating Service scheme
it allows for mixing graphs so that starting in an arbitrary
situation, it generates a uniformly chosen random graph
independent of this situation within O(log n) rounds.

A. Mixing Directed Random Graphs

For the case of directed random graphs, we proceed as
follows. To the whole scheme we add two additional Dating
Service structures, both of them degenerated (i.e. serving
just one type of items instead of two) in which all peers
participate all the time. To the first of these structures in
each round each node submits its incoming connections,
whether they are currently connected or loose. Similarly,
to the second structure, a peer submits all its outgoing
connections. It would be sufficient to use just one of these
structures — the one responsible for a higher number of
connections (incoming if Bin > Bout or outgoing otherwise)
but it is impossible to decide this reliably in a distributed
way and also the situation may change, since we assume the
system is dynamic.

Based on Theorem 5 we conclude that from the point
of view of the more abundant type of connections, the
other ends and missing connections are with high probability
permuted in a logarithmic number of rounds and we come
to the following theorem.

Theorem 6. The described algorithm for generating di-
rected graphs generates a maximal graph (i.e. such that
no more edges can be added) after logarithmic number of
rounds. The mixing algorithm generates an instance of a
directed graph independent of the instance from Θ(log n)
steps before, with high probability.

B. Mixing Undirected Random Graphs with Firewalls

In case of our second problem, i.e. undirected random
graphs where some nodes may be behind firewalls, we pro-

ceed similarly concerning mixing. We have two degenerated
dating service structures but as in the process of building the
graph, only nodes not behind firewalls take part in building
the service itself. One service is used to mix edges of
nodes behind firewalls and the other for nodes not behind
firewalls. Again, based on Theorem 5 we conclude that
within logarithmic number of rounds, the graphs is a new
random instance of a graph fulfilling the desired properties,
independent of the initial graph with high probability.

Theorem 7. The described algorithm for generating undi-
rected graphs with firewalls generates a maximal graph
(i.e. such that no more edges can be added) after logarith-
mic number of rounds. The mixing algorithm generates an
instance of an undirected graph with firewalls independent
of the instance from Θ(log n) steps before, with high prob-
ability.

VII. NON-SYNCHRONOUS MODEL AND EXPERIMENTAL
SETTING

A. Graph Properties

As in a large-scale dynamic environment such as Peer-
to-Peer networks it is virtually impossible to proceed in
synchronized rounds, we need to adapt our algorithms and
develop their not so synchronous versions. Unfortunately,
the proofs given for a synchronous execution are no longer
valid. Instead we simulate the execution of our algorithms
and check how they behave in a randomly modeled dynamic
system. Naturally, it is also impossible to validate that
a generated graph is actually randomly chosen. For this
purpose we use well-known techniques of checking specific
graph properties of generated graphs:

1) Connectivity coefficient
2) Average path length
3) Average clustering coefficient
The first of them, the connectivity coefficient, expresses

the number of pairs of nodes in the generated graph, which
are directly or indirectly connected. The second one, the
average path length, expressess the expected length of the
shortest path between any two connected nodes. Finally, the
last property, the average clustering coefficient, stands for
average over all nodes of the ratio of the direct neighborhood
of a node to its neighborhood of radius 2 (i.e. it shows
how well neighbors of a random node are connected among
themselves).

B. Non-synchronous Algorithm Concept

In this section we describe the concept of applying
synchronous dating service and mixing algorithms to non-
synchronous environment. We assume that there are no
global rounds, each node performs its own routine of send-
ing demands and supplies for dating service and mixing
algorithms and produces a random matching of incoming
resources simultaneously.



1) Underlying network layer: As a DHT based network
layer we use a construction similar to Chord [24] here. A
very important condition is that the network is faultless.
Thus, each node is obliged to inform its neighbors that it
is leaving the network, it cannot just disappear. The used
underlying network layer is based on a ring in which each
node is placed according to its unique 160-bits random
identifier id ∈ [ 0, 1). We use TCP protocol to let nodes
communicate with one another. We assume that there is at
least one stable (it cannot leave) known ”bootstrap” node
in the network so each node knows its IP address and can
use it to join the network. Each node keeps a connection to
its successor, predecessor and a few nodes 1

2 , 1
4 , 1

8 and 1
16

away from it in both forwards and backwards directions.
2) Dating service and mixing algorithm routines: As it is

not a synchronous implementation, each node runs algorithm
routines independently of other nodes and there are no
rounds. Furthermore, each node sends its own demands
and supplies for the dating service and mixing algorithms
independently of doing dating service and mixing algorithms
with incoming demands and supplies. Thus, each node
executes two algorithms simultaneously:
• sending demands and supplies for dating service and

mixing algorithms,
• doing dating service and mixing algorithms with in-

coming demands and supplies.
The first algorithm shown in Figure 1 is based on two states:
sending resources for dating service algorithm and sending
resources for mixing algorithm. It has two parameters: P
and T where the former is the probability distribution over
all participating peers resulting from the built DHT and the
latter is a time threshold parameter which should be larger
than the maximal routing time in the built DHT.

Each peer also works as a server and gathers supplies
and demands from other nodes in both dating service and
mixing routines. We consider two modes of operating in
this role: mode 1 means that within each period of time
of length T supplies and demands are gathered and then
coupled randomly in a standard way; mode 2 means that
each time a serving node receives a resource, it starts waiting
for a bounded time T and connects this resource to another
one if it arrives within this time or releases this resource
without a connection after this period.

3) Statistics monitoring: Apart from the algorithm rou-
tines, we have to collect statistics about the produced con-
nection graphs to determine their properties such as:
• Connectivity coefficient
• Average path length
• Average clustering coefficient

To realize this functionality, we run the monitoring process
which is responsible for collecting information about the
connections of each demand and supply of each node. Its
address is known to each node in the network and each

Figure 1. Sending demands and supplies by the single node algorithm in
non-synchronous environment (probability distribution P = (p1, ..., pn))

state = DATING SERV ICE ALGORITHM
while working do

if state = DATING SERV ICE ALGORITHM
then

for each unconnected demand and supply do
send a resource to a node chosen according to P

end for
wait for all sent resources to come back
state = MIXING ALGORITHM after time T

else if state = MIXING ALGORITHM then
for each supply do

send a supply to a node chosen according to P
end for
wait for all sent supplies to come back
state = DATING SERV ICE ALGORITHM
after time T

end if
end while

Figure 2. Monitoring process. Single statistics check.

for each connected node do
send STATS LOCK message

end for
wait for all nodes to take lock confirmation
for each locked node do

send GET STATS message
end for
wait for all nodes’ statistics
save demand and supply of each node connections infor-
mation
for each connected node do

send STATS UNLOCK message
end for

node has to keep connection to the monitoring process
(independently of the connections to other nodes and using
a separate protocol). The monitoring process performs a
certain number of checks at certain intervals. A single check
is shown in Figure 2. After some number of checks we
have information about the connections of each demand and
supply of each node after each statistic check so we can
use the algorithms described in Section VII-A in order to
determine the graph properties described above.

VIII. EXPERIMENTAL RESULTS

In this section, we show how the described algorithms
work in a non-synchronous environment. We show the way
they were implemented and the results of the performed tests
as well.



Figure 3. Average clustering coefficient, pareto distribution, mode 1, static
model

A. Environment Implementation

The testing environment consists of a few scripts used to
parse output data and draw charts (written in Perl scripting
language) and two types of applications:
• a single node application written in C++, that is

responsible for single node routines (e.g. dating service
and mixing algorithms)

• a monitoring application written in C++, that is respon-
sible for collecting connections information between
demands and supplies of all nodes to get connections
graphs of all nodes (they are used to calculate certain
graph properties after the tests end).

The implementation of the single node application consists
of two layers:
• a Chord-like DHT based transport layer, that manages

node insertion and departure and network messages
routing,

• an application logic layer, that executes dating service
and mixing algorithms.

They communicate with each other, so the logic layer gets
messages from the transport layer and it can call interface
methods of the transport layer. The logic layer decides when
the transport layer can leave the network, so it cannot leave
without a specific action from the logic layer. For simplicity
we assumed in the transport layer implementation that the
network is faultless so there are no broken connections.
This gives us control over node insertion, departure and
communication. We do not lose messages being routed and
what is more important we do not have to implement any
structure recovery algorithms (this becomes necessary if we
assume that any node can lose the connection to its successor
or predecessor). The faultless network is ensured by using
TCP network protocols for connections and communication.
Moreover, we run all the node applications on a single
machine. Thus, we can assume here that one node can
leave the network only if it is not waiting for any demand
and supply connection information (after sending them for

Figure 4. Average path length and connectivity coefficient, pareto
distribution, mode 1, static model

Figure 5. Average clustering coefficient, pareto distribution, mode 2, static
model

the dating service or mixing algorithms) and if it has no
messages to route to other nodes. The next section shows
simulation results including the static model, where we have
a certain number of nodes in the network and none of them
can leave, and the dynamic model, where each node can join
the network and stays in the network a random (according
to a uniform distribution) number of seconds.

B. Simulations

We have run tens of tests for the static and the dynamic
model and for both modes of doing dating service and



Figure 6. Average path length and connectivity coefficient, pareto
distribution, mode 2, static model

Figure 7. Average path length and connectivity coefficient, uniform
distribution, mode 1, static model

Figure 8. Average path length and connectivity coefficient, uniform
distribution, mode 2, static model

Figure 9. Connectivity coefficient, uniform distribution, mode 1, dynamic
model

mixing algorithms with incoming demands and supplies.
We tested cases where the number of seconds to join
the network is in [ 5, 15 ] and the number of seconds of
staying in the network is in [ 20, 120 ] which generates fairly
dynamic networks. We have assumed the number of seconds
between states of sending resources for the dating service
and mixing algorithms to be 5 seconds and the number
of seconds to wait for other demands and supplies to do
dating service and mixing to be 10 seconds. The input
data for certain cases has been generated randomly using



Figure 10. Connectivity coefficient comparison of dynamic (first graphs)
and static (second graph) models, regular graph, mode 1

different distributions according to nodes degrees (number of
demands and supplies). The monitoring application does 40
statistic checks (called rounds here) at 20 seconds intervals.
We tested cases with 10 and 100 nodes. In the figures, we
denote by mode 1 the first mode described in Section VII-B
and by mode 2 the second mode described in Section VII-B.

1) Pareto Distribution: The input data has been generated
randomly using Pareto distribution for p = 2. The generated
graph properties in successive checks of the monitoring
application are shown in figures from Figure 3 to Figure 6.
Comparing Figure 4 and Figure 6 we can see that both
mode 1 and mode 2 lead to almost the same results but
mode 1 is much faster while looking at the average path
length of the generated graphs.

2) Uniform Distribution: The input data has been gener-
ated randomly using a uniform distribution where the num-
ber of demands and supplies were at most 10. The generated
graph properties in successive checks of the monitoring
application are shown in figures from Figure 7 to Figure 8.
As we can see, in this case in mode 1 and mode 2 the results
and stabilization time are almost equal. Figure 9 shows the
graph properties in the presented dynamic model. We can
see that when nodes are joining and leaving the network
very often the graph properties are not satisfied.

3) Uniform Distribution (equal total number of demands
and supplies): The input data has been generated randomly

using a uniform distribution where the number of demands
and supplies were at most 10. The further restriction has
been added that the total number of demands and the total
number of supplies have to be equal. We do not include
figures for this case as the results are very similar to the
case with standard uniform distribution.

4) Regular Graphs: In this case our tests have coped with
data where each node has the same number of demands and
supplies and it is equal to some constant k. We have executed
tests for k ∈ [ 1, 3 ]. In Figure 10, we compare dynamic and
static models with identical configurations.
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