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Abstract. A growing interest has emerged in studying the correlation structure 

of spontaneous and task-induced brain activity to elucidate the functional 

architecture of the brain. In particular, functional networks estimated from 

resting state (RS) data were shown to exhibit high resemblance to those evoked 

by stimuli. Motivated by these findings, we propose a novel generative model 

that integrates RS-connectivity and stimulus-evoked responses under a unified 

analytical framework. Our model permits exact closed-form solutions for both 

the posterior activation effect estimates and the model evidence. To learn RS 

networks, graphical LASSO and the oracle approximating shrinkage technique 

are deployed. On a cohort of 65 subjects, we demonstrate increased sensitivity 

in fMRI activation detection using our connectivity-informed model over the 

standard univariate approach. Our results thus provide further evidence for the 

presence of an intrinsic relationship between brain activity during rest and task, 

the exploitation of which enables higher detection power in task-driven studies. 
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1   Introduction 

The standard approach for analyzing functional magnetic resonance imaging 

(fMRI) data involves comparing each brain voxel independently against an expected 

response to estimate the likelihood of activation [1]. However, accumulating evidence 

suggests that brain function is also mediated through the interactions between brain 

regions in what is referred to as functional connectivity [2]. Although incorporation of 

functional connectivity may provide activation models that better reflect the nature of 

brain activity, few existing methods have been designed for such purposes [3]. 

Instead, research efforts have largely focused on modeling the spatial structure of 

fMRI data through spatial regularization [4-7]. These methods indirectly account for 

local voxel interactions, but long-range interactions are completely neglected.  

The discovery of structure in ongoing brain activity in the absence of external 

stimulus has ignited enormous research interest [8-10]. Many detected resting-state 

(RS) networks were found to exhibit high resemblance to those engaged during task 

performance [9]. These findings suggest potential relationships between brain activity 

during task and rest, which may serve as an additional source of information for 

detecting stimulus-evoked activation. In particular, task-based fMRI data typically 



display rather low signal-to-noise ratio (SNR), especially in patients due to difficulties 

in performing certain tasks [10]. Since acquiring RS data requires minimal task 

demands and RS data are less susceptible to behavioural confounds [10], extracting 

connectivity priors from RS data to inform activation detection may enhance 

detection sensitivity, which is especially beneficial for studying diseased populations. 

In this paper, we propose a novel generative model for integrating connectivity and 

task-evoked responses under a unified analytical framework. Assuming brain regions 

displaying functional correlations at rest are more likely to co-activate during task, 

incorporating RS-connectivity information should improve task activation detection. 

To learn the connectivity structure from RS data, we employ and compare graphical 

LASSO (GL) [11] and the oracle approximating shrinkage (OAS) technique [12]. The 

resulting connectivity information is then used as a prior on the task activation effects. 

Unlike most existing generative models [4-7] that employ either approximate 

inference or sampling methods for parameter estimation, our model has the distinct 

advantage of permitting exact closed-form solutions for both the posterior activation 

effect estimates and the model evidence. We apply our model on data from a cohort 

of 65 subjects undergoing a variety of experimental conditions and show increased 

sensitivity in detecting group activation over the standard univariate method. 

2   Connectivity-informed Activation Model 

Motivated by recent studies that showed high resemblance between functional 

networks detected during rest and task [9], we propose to integrate RS-connectivity 

and task-evoked responses under a unified generative model. Specifically, let Y be an 

d×n matrix containing the intensity time courses of d voxels or d brain regions of a 

subject. Our proposed model can be summarized as follows: 
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where X is an m×n matrix with m regressors along the rows for modeling stimulus-

invoked response and confounds [1]. A is the d×m activation effect matrix to be 

estimated (Section 2.1). V1 is the d×d covariance matrix of Y, V2 is an d×d covariance 

matrix modeling the correlations between the activation effects of the d brain regions, 

and K is an m×m covariance matrix modeling the correlations between the 

experimental conditions. MN(M,V2,K) denotes the matrix normal distribution, which 

serves as the conjugate prior of (1) [13] with α controlling the degree of influence of 

this prior on A (Section 2.3). To ensure that our estimate of A is invariant to affine 

transformations on Y and X, we set M to 0d×m and K to XX
T
 [13]. Setting M to 0d×m also 

ensures that the activation effect estimates will not be biased towards non-zero values, 



which could induce false detections. V1 and V2 are assumed to be known. Compared 

to the model in [13] where V1 and V2 are assumed to be equal, we show that exact 

closed-form solutions for the posterior estimate of A and the model evidence can be 

derived even for the more general case with V1 and V2 being distinct. Permitting 

distinct V1 and V2 accounts for how Y and A might have different correlation 

structures. Also, we hypothesize that brain regions functionally correlated at rest are 

more likely to co-activate during task performance. We thus set V2 to the covariance 

estimates learned from RS data (Section 2.2). We assume V1 = Id×d as conventionally 

done for analytical simplicity, and defer learning V1 from data for future work. 

2.1   Posterior Activation Effects Estimation 

To estimate A, we first derive the joint distribution of Y and A by taking the 

product of (1) and (2) and isolating the terms involving A from those involving Y: 
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Since the terms involving A take a quadratic form, the posterior distribution of A is 

again a matrix normal distribution, as expected from the conjugacy of (1) and (2). By 

completing the square, the maximum a posteriori mean of A can be derived: 
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Computing MA requires inverting V1 and V2, which is unstable if V1 and V2 are set as 

sample covariance estimated from data with more brain regions than time points. In 

this work, we assume V1 = Id×d, and employ and compare two state-of-the-art 

techniques, namely GL and OAS, for obtaining a well-conditioned V2. 

2.2   Functional Connectivity Estimation  

Graphical LASSO: Given a sample covariance matrix, S, computed from data that are 

assumed to follow a centered multivariate Gaussian distribution, one can estimate a 

well-conditioned sparse inverse covariance matrix, ̂ , by minimizing the negative 

log-likelihood of the data distribution over the space of positive definite (p.d.) 

matrices while imposing an l1 penalty on ̂ [11]: 
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where || ∙ ||1 is the element-wise l1 norm and λ controls the level of sparsity. Enforcing 

sparsity simplifies interpretation, since ij̂ = 0 implies brain regions i and j are not 

connected. To optimize (5), we employ the Two-Metric Projection method [14]. 



OAS: Assume the data for estimating the ground truth covariance, Σ, is generated 

from a multivariate Gaussian distribution. The most well-conditioned covariance 

estimate of Σ is F = tr(S)/d∙Id×d [12]. The idea of OAS is to shrink the ill-conditioned 

sample covariance, S, towards F so that a well-conditioned covariance estimate, ̂ , 

can be obtained. Specifically, OAS optimizes the following cost function [12]: 
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where ρ controls the amount of shrinkage with the optimal value given by [12]: 
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Thus, no parameter selection is required and the inverse covariance matrix can be 

obtained by inverting ̂ with stable inversion guaranteed. 

2.3   Hyper-parameters Estimation 

A critical hyper-parameter in our model is α, which controls the degree of 

influence of the connectivity prior on the activation effect estimates. To set α, we first 

derive the model evidence by integrating P(Y,A|α,V1,V2) over A: 
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Since 1

2
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V  estimated from GL or OAS is p.d., 1

2


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where Q are the eigenvectors of 1

2


V and Γ contains the eigenvalues of 1

2


V along the 

diagonal. By exploiting this property of p.d. matrix and that V1 is assumed to be Id×d 

hence 1

1


V = Id×d = QId×dQ

T
, the log of (8) can be simplified into: 
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where γi is the i
th

 eigenvalue of 1

2


V , and terms that do not depend on α, V1, or V2 are 

grouped into C. Since (9) is a single variable function of α, the optimal α at which (9) 

is maximized can be efficiently determined using any generic optimization routines.  

To optimize the choice of λ for the case where 1

2


V is estimated using GL, we 

define a grid of λ values at which the percentage of non-zero elements in 1

2


V roughly 

ranges from 10% to 90%. For each 1

2


V  associated with a given λ, we determine the 

optimal α at which (9) is maximized and compute the log model evidence. The λ 

associated with the largest log model evidence is then taken as the optimal λ. 

3   Materials 

Synthetic data: We generated 300 synthetic datasets based on our proposed model. 

Each dataset consisted of 10 subjects. Each subject’s data comprised 100 regions with 

the first 20 regions set to be mutually correlated and activated across all subjects. The 

next 20 regions were set to be mutually correlated but not activated to test if our 

model will falsely declare correlated regions as activated. The remaining regions were 

not correlated nor activated. To simulate this scenario, we generated 100 signal time 

courses, where the first 20 time courses were sine functions with Gaussian noise 

added. The next 20 time courses were cosine functions with Gaussian noise added. 

The remaining 60 time courses were simply Gaussian noise. The empirical covariance 

of these signal time courses was taken as the group covariance of the activation 

effects and the RS networks, Ω
g
. A random p.d. matrix was added to Ω

g
 to introduce 

inter-subject variability into each subject’s covariance matrix, Ω
i
. The degree of 

variability was controlled by restricting the Kullback-Leibler divergence of N(0,Ω
g
) 

and N(0,Ω
i
) to be ~1.5. For each subject i, 100 RS time courses of length Nt were 

drawn from N(0,Ω
i
). We set Nt to 25 to emulate the typical situation where the 

number of regions exceeds Nt. To generate task data, samples of A were drawn from 

(2) with V2 set to Ω
i
. To simulate activation, the means of the first 20 regions in (2) 

were set to a small positive number, δ, that depended on the SNR, δ
2
/σ

2
. Gaussian 

noise was added to δ to further introduce inter-subject variability. The resulting A 

were then used to draw samples of Y from (1) with V1 set to σ
2
I and X being boxcar 

functions convolved with the hemodynamic response function [1]. Three SNRs were 

tested: 0.25, 0.5, and 0.75, with 100 synthetic datasets generated at each SNR level. 

 

Real data: fMRI data were collected from 65 healthy subjects at multiple imaging 

centers. Each subject performed 10 language, computation, and sensorimotor tasks 

over a period of ~5 min (140 brain volumes) similar to those in [15]. RS data of ~7 

min duration (187 brain volumes) were also collected. 3T scanners from multiple 

manufacturers were used for acquiring the data with TR = 2200 ms, TE = 30 ms, and 

flip angle = 75
o
. Standard preprocessing, including slice timing correction, motion 

correction, temporal detrending, and spatial normalization, were performed on the 

task-based data using the SPM8 software. Similar preprocessing was performed on 

the RS data except a band-pass filter with cutoff frequencies at 0.01 to 0.1 Hz was 

applied to isolate the signal of interest [8]. Signals from cerebrospinal fluid and white- 
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(a) SNR = 0.25 
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(b) SNR = 0.50 
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(c) SNR = 0.75 

Fig. 1. Synthetic data results. OAS-CM (red) and GL-CM (blue) achieved higher TPR for all 

FPR and SNR levels than R-UM (green) and S-UM (black). 

matter voxels were regressed out from the gray-matter voxels. 

To ensure stable sparse inverse covariance estimation using GL [11], we reduced 

the dimension of the data by grouping the voxels into 1000 parcels. Specifically, we 

concatenated the RS voxel time courses across subjects and applied the parcellation 

technique of [16] to generate a group parcellation map. Each subject’s brain images 

(in normalized space) were then parcellated using the group parcel labels. The mean 

voxel time courses of each parcel from rest and task were taken as the input to our 

model. To account for scanner variability across imaging centers, we normalized the 

parcel time courses by subtracting the mean and dividing by the standard deviation.  

4   Results and Discussion 

Validation: For validation, we compare the sensitivity of our model with connectivity 

prior estimated from OAS and GL against the ridge regression model (i.e. V2 set to I) 

and the standard univariate model [1] in detecting group activation. We denote these 

models as OAS-CM, GL-CM, R-UM, and S-UM. Since the ground truth activated 

brain regions are unknown for real data, we employ the max-t permutation test [17] to 

enforce strict control on false positive rate (FPR) so that we can safely base our 

validation on the number of parcels detected. We note that for each permutation, the 

entire activation effect map of each subject is multiplied by 1 or -1 chosen at random. 

Hence, the spatial covariance structure of the activation effect maps is preserved. 

Also, we emphasize that our validation criterion is independent of the criterion used 

for optimizing the model parameters, which mitigates bias from being introduced. 

 

Synthetic data: The mean receiver operating characteristics curves averaged over the 

synthetic datasets are shown in Fig. 1. At all FPR and SNR levels, OAS-CM and GL-

CM achieved higher true positive rates (TPR) than R-UM and S-UM, thus confirming 

that given the activation effects are inherently correlated, our model can exploit this 

information to improve group activation detection. We note that there is less need for 

imposing a prior (which introduces a bias) at higher SNR since more signals are 

available to estimate A, hence the decrease in sensitivity for OAS-CM and GL-CM. 

Also, the higher sensitivity achieved by OAS-CM compared to GL-CM might be due 

to how GL tends to produce unstable covariance estimates for large-scale problems. 
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Fig. 2. Real data results. (a) % of parcels with significant activation differences averaged across 

contrasts vs. p-value thresholds. (b) Parcels detected by contrasting computation against 

sentence processing task, and (c) auditory against visual task. Red = detected by only OAS-

CM. Purple = detected by both OAS-CM and GL-CM. Blue = detected by all methods. 

Real data: To test the generality of our model, we examined 21 contrasts between the 

10 experimental conditions. Contrasts included computation vs. sentence processing 

task, auditory vs. visual task among others. Shown in Fig. 2(a) is the percentage of 

parcels detected with significant activation differences averaged over contrasts for p-

value thresholds ranging from 0 to 0.5. Incorporating a connectivity prior using OAS-

CM and GL-CM outperformed R-UM and S-UM even under the simplifying yet 

common assumption that V1 = Id×d. We note that adding a shrinkage prior to control 

overfitting, as in the case of R-UM, only improved detection mildly. Thus, our results 

suggest an intrinsic relationship between the correlation structure of activation effects 

and RS-connectivity, and this relationship is consistent across subjects, hence the 

improved group activation detection. Qualitatively, incorporating a RS-connectivity 

prior resulted in more detections of bilateral activation in brain regions implicated for 

the contrasts examined, examples of which are shown in Fig. 2(b) and (c).  

6   Conclusions 

We proposed a novel generative model for integrating connectivity and stimulus-

induced response under a single analytical framework. Our model permits exact 

closed-form solutions for the posterior activation effect estimates and the model 

evidence without resorting to approximate inference or computationally-expensive 

sampling methods. On real data, we demonstrated that integrating a RS-connectivity 

prior improves sensitivity in detecting group activation. Our results thus support that 

the correlation structure of task activation effects is pertinent to RS connectivity, and 

this relationship is common across subjects. The flexibility of our model permits other 

V1 and V2 to be easily examined. In particular, integrating an anatomical connectivity 

prior estimated from diffusion MRI data would be a promising direction to explore. 

We expect that our model can similarly improve intra-subject activation detection, 

which enables more refined subject-specific analysis for studying patient populations. 
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