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Observability and Detectability Analysis of Singular Linear Systems
with Unknown Inputs

Francisco Javier Bejarano, Thierry Floquet, Wilfrid Peuratti, and Gang Zheng

Abstract— We study the observability problem of a general Il. OBSERVATION PROBLEM FORMULATION
class of singular linear systems with unknown inputs. It is
shown that, under some assumptions, the problem is equivaie Ty, (&,t)
to study the observability of a standard linear system with Let us consider the class of linear singular systems gov-
unknown inputs satisfying algebraic constraints. We obtan . .
necessary and sufficient conditions for observability in tems erned by the following equations
of the zeros of the system matrix.
Index Terms— Singular systems, strong observability, alge- { Ei (t)
braic observability. 2

Az (t) + Du(t)
y(t) = Co+Fu() @)

|. INTRODUCTION wherez € R" is the state vectory € R” is the system
The problem of designing an observer for a multivariabl@utput, andu € R™ is the unknown input vector. Matrices
linear system partially driven by unknown inputs has beefr, A € R"*", D ¢ R"*™, C € RP*", and F ¢ RP*™
widely studied [1], [2], [3]. Such observers can be ofare all constant. The matrik is assumed to bsingular.
important use for systems subject to disturbances or wifBiven a stater, € R™ and a functionu, we denote by
inaccessible inputs, or when dealing with the fault diaghosz, (zo,t) the state ot at time¢ which results from taking
problem. the initial condition equal ta; and the input vector is equal
Observability and the problem of observer design haw® p. Therefrom, in a straightforward manner we define the
been quite widely studied for singular systems with pelyect outputy,, (zo,t) = Cz, (20,t) + Fpu (t).
known model ([4], [5].[6], [7], [8], [9]). However there esi We are interested in the reconstruction of the state vector
few results dealing with the problem of observer design fat (¢) given the output informatiory (T)Tem . In general,
singular systems with unknown inputs [10], [11], [12]. Mostsystem > must not have a regular pencif [13], i.e. it is
investigation have been devoted to designing Luenbergallowed thatdet(A\F — A) = 0 for all A € C. Nevertheless,
observers. Such observers can be designed under neces#aiy necessary to assume that for all there existsz (t)
and sufficient conditions. as a solution ofY which is piecewise continuous for all
In this note, the observability problem of a general class > 0; however, an impulse may occur &t 0. In order to
of singular linear systems with unknown inputs is studiedgive algebraic conditions allowing the reconstruction: ¢f),
It is shown that, under some assumptions, the problem wge consider the following definitions, which are based on
equivalent to study the observability of a standard lingar s classical definitions regarding the strong observabil8DY
tem with unknown inputs satisfying algebraic constraiis. and strong detectability (SD) properties (see, e.g. [14]).
obtain necessary and sufficient conditions for obsentgbili Definition 1 (Strong observability)The system ¥ is
in terms of the zeros of the system matrix. The observestrongly observable if for allk, € R™ and for every input
design is based on exact differentiators to generate additi function y, the following implication is satisfied
independent output signals from the available measurement
Notation The following notation will be used throughout Yu (z0,t) = 0 V¢t > 0 impliesz (0%) = 0. (2)
the paper. For a matriXX, we denote byX+ a full row Definition 2 (Strong detectability)The system X s
rank matrix such thaf{-X = 0, and by X+ a full row strongly detectable if for all;, € R™ and for every input
rank matrix such thatank X+ X = rank X. The Moore- function z, the following implication holds
Penrose pseudoinverse matrix &f is denoted byX . By
I-|, we mean the Euclidean norn:~ denotes de set of  y, (xo,t) =0 Vt > 0 implies thj& zy (x0,t) =0.  (3)

complex numbers with strictly negative real paft.is the In the next section, we show that checking the SO (resp.
identity matrix of dimension by r. 0, is the zero matrix - Sp) of systen®> amounts to verifying two conditions: the SO
of dimensionr. And as usuak (0%) = lim, o+  (2). (resp. SD) of a regular linear systems with unknown inputs

and a rank condition.
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follows?, Proof: Firstly, notice that, sinceank [ DT F7T | =

rank (TD)T FT |, the fulfillment of (8) is equivalent
1 0
TES=| ?= , pg :=rank F (4) _ T o
0 0 to say thatB [ 2z u” |7 =0 impliesz; = 0.
. Necessity Assume that is SO (resp. SD). Hence, im-
Thus, let us define the vecter:= Zl ] = S~'x, where plication (2) (resp. implication (3)) holds. Now, if, for an
2 : = —
z1 € RPE andz, € R™PE, In these new coordinates, can nput v an(;l Zf?te% plent) = 0 forall 1 > 0. B
be rewritten as follows selecting{ :(t) = v (t), we make tha and® represent
d _ the same system. Thus, withy = Sz (0), we obtain that
v { g B (t) = TAS:()+TDu(t) (5)  y,(z1,t) =0 for all t > 0. Since (2) (resp. implication (3))
y(t) = CSz(t)+ Fu(t) holds,z (0*) = 0 (resp.z (t) converges to zero), which in

It is clear that® is SO (resp. SD) if, and only if¥ is SO turn implies thatz (07) = 0 (resp.z (¢) converges to zero),

(resp. SD). Thus, due to (4} takes the following form in particularz; (0%) = 0 (resp.lim; o 21 (£) = 0), i.e. @
is SO (resp. SD).

21 () = T1AS12z1 () + T1ASazs (t) + T1 Dp(t) (6@) Now, assume that (8) does not hold. Then, there exists a

0 = TQASlZl (t) + TQASQZQ (t) + TQD/L (t)(Gb) ?l/%eCtgrv WhICIE C)an beh dl‘\gded (?'BTd: [;,{) B’Ug } I(Ul .6

"~PE, vy € R™) so thatBv = 0 andv; . selectin

y o= OSn )+ 0%z 1)+ Full) (6c) 29 (t) = vy and u (t) = va, andz; (01) = 0, e)(/]s. (6) ar%
We might consider systen# as a regular system with fulfilled, andy () = 0 for all ¢ > 0. Thereforexz () =
unknown inputs (including vector,) and algebraic con- Sz (t) = S[ 0 of ]T = const # 0. That is, in such a
straints. As we will see below a simple manner to study theaseX is not SO (respX is not SD).
observability of¥ is considering (6b) as part of the system SufficiencyFirst, assume thab is SO and (8) is fulfilled.
output of a new pseudo system and considetn@gs part Theny () = 0, for all ¢ > 0, implies thatz; (t) = 0.
of the unknown input vector. Indeed, consider the following-urthermore, it implies, (from (8)) that, (¢) = 0 also.

system Suppose thay,, (zo,t) = 0 for a statez; € R” and an
- ~ input function . By taking z,, (z0,t) = S~ 'z, (zo,t), we

5 - { z21(t) = Az (t)+Dv(t) (7) have that the algebraic constraint (6b) is fulfilled. Thus, w
Loy = Ca()+ Fo(t) have that, ford, 7, (z1,t) = 0, for all t > 0, with v defined

such that® and ¥ represent the same system. Then, from
the assumption oveb, 2; (t) =0 andz, =0 for all ¢ > 0.

wherev (t) € R*=Pe+™, 4 (t) € R*~?=*? and the matrices
a That is z (¢) is identical to zero for alt > 0. Therefore,

A, D, C, and F are defined as follows

A=T1AS;, D=[TiAS; T\D | x(07) = S8z (0") = 0. Thus we conclude saying that is
oo [TAS ] 5 [ T2AS; ToD SO.
o CS; ’ o CS, F Now, let us assume that is SD and the rank condition

. . 8) is fulfilled. If y, (xg,t) = 0 for anzg € R™ and some
It is clear by (6) thatb looks like systemb. In general, they i(n)ut function s, tyﬁe(n,oagiaingv (21,1) :O 0, for all ¢ > 0,

do not represent identical systems. However, both systems. properly selected. Due to the SD assumption(¢)

are identical if these both identities holg: = 0 and converges to zero. Due to the SD and condition (8))
Y must have the form (t) = K*z (¢) + Lw (¢t > 0) for a
v(t) = 22((5)) } We will show in the next theorem, the particular matrixX*, a matrix L such thatBL = 0 and a
fulfillment /éf the SO (resp. SD) oF is equivalent to the function w (the properties ofK, L are not relevant for this
fulfillment of the SO (resp. SD) ob plus a rank condition Proof, see, e.g. [14]). Then, due to the convergence ofve
(needed to reconstrue). have_ tha_th (t) converges to zero also, which in turn due to
Theorem 1:Systems. is SO (resp. SD) if, and only ifp (8), implies thatzs (¢t) converges to zero. Then we can say

is SO (resp. SD) and the following rank condition holds the same for the entire statgt). We finish concluding that
z, (z0,t) converges to zero also and, therefateis SD.

[ D ] D ®) The independence frorfi' and S is trivial. Indeed, let
F _ CLF (T*,S') and (72,5?) be two pair of matrices such that
Furthermore, the equivalence claimed in this theorem i gnq'g¢ (i = 1,2) satisfy (4). Let us cal® (Ti’Si) to
independent of the choice of the matricEsand S. the system® whenT = 7% and S = S°. If & (Tl,Sl) is
SO (resp. SD) and (8) is satisfied, then by the first part of
theorem 13 is SO (resp. SD) also, which in turn implies, by

_ o T the same theorem (first part), thét(72,52) is SO (resp.
Then a nonsingular matri” might be selected a#' = |, ] sothat gy and (8) is fulfilled. So neither the SO nor the SDdof
TES: =1 andTgllEsl = 0, one possibility is to seled, = (ES1)* = depends on the choice of pair of matridesind S satisfying
[(Bs)T (BSy)] (Bs1)”. 4). m

rank B = n—pg+rank , whereB :=

lWe might selectS = [ S1 Sz ] to be nonsingular and so that
imS2 = ker E. Thus,ES = [ ES1 0 ] andrank £S7 = rank E.



As for system®, SO and SD can be completely deter-Between some other interesting facts, we have thg if, =
mined by the four-tuple4, C, D, F). Therefore, as foE, we ~ V, thenV, = V; for all j > k, and there existg < pp
expect that those properties can be completely charaeterizsuch thaty (®) = V. In matrix terms, we can obtai 1
by the five-tuple £, A,C, D, F'). Let R(\) be the system by the following algorithm (see, [17]).

matrix of ¥, i.e., N
Mpis1 = Nit'iNey1, My = (F+C)"~ F+C

M A mp N\t O
Nip1 =Ty c PSS o

roy= [t P e

We say that\; € C is a zero ofX if rank R(\g) < n +

rank ? . Leto, (X) be defined as the set of zerosXf
Let us characterize SO and SD in terms of the zeros.of

Corollary 1: SystemX is SO (resp. SD) if, and only if,

Thus, we have thaty; = ker Mj;. Most important for
us it is the fact that there exists an integex p, such that

7. () = @ (resp.o. (£) € C) V (®) = ker Mj,. Let us denote by, the smallest integer
Proof: Let Q ()\) be the system matrix ob. We have such that rank M; = rank M;, 1, which yields the identity
that V(@) = ker M; (10)
rank { Ex—-A -D ] - For our purposes, we point out thétis SO if, and only
¢ F if, rank M; = pp. For the case of SD we have to work a bit

Is—-T\AS, —-TiASy, T\D more with systemb. Indeed, let us assume thaink M; <

= rank —T5AS, —T5ASy —T5D pg. Let V be a full column rank matrix so that/;V. = 0,

CS, CSs F i.e.imV =V (®). There exists a pair of matricég and K *

That is, rank R (A\) = rank@ (\). Thus, the corollary such that

follows from Theorem 1 and the fact thdt is SO (resp. AV + DK*=V(Q and CV 4+ FK* =0. (11)

SDY if and only if o, (®) = @ (resp.c. (?) CC™). m . e

Notice that, as we have used it implicitly in the proof of From (11), itis clear thafA + DK*V*)V (®) C V(@)
Corollary 1, for the casé = I Corollary 1 is a known &nd (C+FE*V*)V(®) = 0. We can define a non-
fact. Furthermore, if we consider that no unknown inputSingular matrixp of dimensionp; as follows,
are affecting the system, i.ey, = 0, then from Corollary p_ [ M,
1 we have that is observable in the sense of definition 1 | vt

if, and only if, rank

], Pl=[M" V]

C = n forall A € C, which where V- and M;". Explicitly, VT = (VTV)71 VT and

coin_cides with the condition obtained in [4] for observibil Mz+ = MT (MleT)_l- By defining the vectors, = Mz
of singular systems without unknown inputs. andw, = V*z, we have that, = M; w; + Viw,. System

IV. ALGEBRAIC OBSERVABILITY ® in these new coordinates can be rewritten as follows:
As we might expect SO coincides with algebraic ob- ;= Ayw + Dy (v— K*ws) (12a)
servability (reconstructability): we say that is algebraic Wy = Aywr + Agws + D (v — K*ws)  (12b)

observable ifz can be expressed as an algebraic function _ _

of y and a finite number of its derivatives (see, e.g. [16]). y = Cun+F(v—-Kw) (12¢)
To find an algebraic function, one can use the weaklynhere

unobservable subspace. Precisely a recursive algoritai th B o _ _

allows constructing such a subspace was proposed in [17]. 41 = M (A+ DK*V*)M;", D\ = M;D

Furthermore, using that algorithm wheh is SD we can Ay =Vt (A+DK*V*Y)M, Dy;=V'D
exp_res_sedr as a func_uon ofy, a f|n|te_ nu_m_ber_of its Ay =V (21+DK*V+) V, Cy=CM'
derivatives, and a variable not known in finite time, but

Converging asymptotica”y to zero. It is known also that_systerﬁ) is SD If, and onIy If,

We have to recall some concepts concerning the stroqgnk[ Dil k| 2 | and As is a Hurwitz matrix
observability and detectability (see, e.g. [14]). For tinear F F

system (7), we say that, € V (®) if there exists an input (see, e.g. [18]). . ,
functionw (¢) such thatj, (z10,¢) =0 forallt > 0.V (®) is Let ulslre:[urn 0 syste@ descrlbeq by (7)'_ Defing, =
called the weakly unobservable subspacéoft is clear that (FLC) Fyj = Mz, with M, defined as in (9). Let us
d is SO if, and only if,V (®) = {0}. A recursive algorithm derive once the vectd;:

to construct) (®) has been given as follows & (t) = MiAz (t) + M1 Do (t) (13)

— _1 —
Vo =R", Vi1 = ( él ) [(Vk x 0) + im ( 11; )} Let us define a new vectdr, as follows
£y = N1 [ & } (14)

2Such a statement was proven in [15].

y(t)



with Ns-+ andT; defined by (9). Thus, taking into accountcourse, sinceb is a standard linear system, there might be
(7), (13), and (9), we have that other methods, besides the one proposed below, that might
be used to carry out the algebraic reconstruction of the stat

d y
prel [ J":O y(r)dr } =& =M (t), t>1 20 (19 A Fite time reconstruction
where Let us consider that systekis SO. Then, the reconstruc-
tion of entire state vectar (¢) in a finite time: by means of
Jo = N1y [ {)1 ;) ] .S = (FLC*)LL L an algebraic formula. Let us proceed in the following way.
P Since @ is SO, rank M; = pg (section IV). In that case,
In the first identity of (15), we take outside the differehtiafrom (17), we have that
operator from (14) and use the definition&gf From (7) and 7 (t)
the second identity of (15), we obtain that the derivative of a'=! = | )
¢, is equal to M . : =4
52 — M2A21 (t) + MQDU (t) fto fto 7'1 dTl dTl 1 (18)
Now, define¢, in the following way, where M; € RPe*Pe and J; € RPe*Pl Let m be equal
: to rank [ D ] Let U € RY™ be a matrix so that
€ = N#Tz[ & } (16) F
y(t) rank U = m. Since (8) must be satisfied according

Thus, by the same reasoning used to obtain (15), we &) Theorem 1, we have that
obtain the following identities

= +
= D I 0
’ o 2= h 01 ([2] 5 0)
@‘k ft =&3= M3z, tr>0 : _
7'2 — d d 21 (t) o 1‘_1
fto to (71) dr1dT2 X 7 oz )] (19)
where J 0 whereg := n — pgp + m. Now, we are ready to give an
_ oLl 2 : AR
J3 = N3~ T3 { 0 I } algebraic formula to reconstrugtin finite time.
p

Theorem 2:If systemY is SO, stater can be expressed
Thus we can follow the same procedure in an iterativgigebraically by the following formula:

manner, to arrive to the following set of equations, for 1,

d H,y
7 t S Onxm
) 1 r=g3 (S vuen ]| 1t | x
T Jr+1 o = My1121 7 (t)
fto to Tl) dry---dry X (20)
(17) t T1 —
where My, defined by (9), andJ,;, defined by the fto"'fto g(r)dry---drm
following recursive algorithm, fok > 1, where H, € ReexP(+1) and H, € R7*P(+1) are matrices
1l - J. 0 defined as follows:
Ji=(FXC)Y 7 F+, e :NkHTk[ 0 I } o
. . o Hy:=[ 0ppup M7y |, Hy:= { FU ] (G1 — Ga)
Thus Mj.z; is expressed by a high order derivative of a
function ofy (). As we will see below, it is also possibleto ., [ M 'J; 0, x5 G | Opmxp AM;,
expresse as a high order derivative of a function depending™* "~ Opxpl Isxp |’ 2 Opxp CM L/
on y. In such a way a real-time differentiator could be Gy, Gy € RPETPXD(IH)

used, two of them frequently used due to their finite time 5.0 0¢ | ot us define the extended vectgy € RP(F+1)
convergence can be found in [19], [20]. '

as follows
V. STATE RECONSTRUCTION OFX g (1)
In order to match systent with system®, from now f:oﬂ(ﬁ)dﬁ

, O _ Yi = ) yk=1,2,...

on, we definey = | " 77 | € R? (p 1= n — pp +p), :
b t T1 —
29 (t . Lo [D g (r)dry - dry

andv (t) = ;j((t)) € RY (g =n— pg+m), thenin 0 © (21)

view of (6), equations (5) and (7) are identical. Thereforelhen for a matrixX of suitable dimension the following
the reconstruction of (¢) andp (t) of ¥ is equivalent to the identity holds:

reconstruction ot (t) andzs (t) of ®. Below, we consider dF dF+1

two cases: whe is SO and when it is SD, but not SO. Of ﬁXYk = gkl [0 X Y



Thus, sincer = Sz, by manipulating (19) and tanking into and ||z — &|| converges to zero.

account (18), (20) is obtained. | For the case when the output is sufficiently smooth, the
differential operator in (25) and (27) might be moved to the

, right side of the constant matrices, and in such a case, by
Now, let us assume that is SD, but not SO. Once that (26),  can be expressed as an algebraic function, of, so

we now how to reconstruct the statefor the case wheil g 1 and a variableq (t) — @ (t)) that converges to zero.
is SO, the reconstruction af for the case considered in this

section can be done following a quite simple procedure.
In this case, a& is not SO, by differentiation, we are able VI. EXAMPLE
to reconstructv; = M;z; only, whererank M; < pg. Since

B. Asymptotic Reconstruction

M,D . Example 1 Let us consider thak has the following
([ Z 71U has full column rank (see section 1V), then,matrices values
2

F
om (17) and from (12a) and (12c), we have the following
. 0 1 0 1 -1 -1 1 1
expression forv; andws,
L g_|0 000 A—] 2 1 20
d- “l1 o011 "1 1 1 -1
t)= —JY_1 (¢ 22
wi (t) = G Vi () (22) 000 0 0 0 0 0
() =9 [ Tumpy Onppxm | HoYi(t) + C:[O 10 1} F:[o]
+ [ In—p, On—pyxm | K*ws 0 -1 0 2|’ 1
(23) DT=[1 -1 0 0]
where
_ L , .
_ _ _ _ - Choosing the matriceS andT as follows,
Hy r—[%g ] (Gr = Gs), HyeRIFPPITD °
T 0O 0 -1 -1 1 0 0 O
~ 5 5 A
Gl;_{OJl OP}IX”], GQ;_{O{)’MXP Cljl] g_ |00 0 -1 r_| -1 010
ot A ] Pxp Ml “lo1 1 o """ 0o 100
Gy, Gy € RenFPXPUHD -y — rank M, 10 0 1 0 0 0 1

Thus, in view that; = M, w; +V w2, we obtain the identity o -
We obtain the new matriced, C, D, and F', which take

d H, the following values:
:c(t):@([S Onxm}|:H2]Y2(t)>+ ]
- 1 1 = 2 3 1
V = =
+[s OnXm]{K*}wz (24) A | -2 o}'D [—2 —6 —1}
where [0 2 0 -3 -1
oo 00 e 0 0 O
Hy=[ 0pyxp MJy | € RO “lro|r "o 0 o0
S 2 0 0 3 1
Let us definew, as follows -
d For simulation purposes, we have chosem =

Wy = Ay + AQ@ ([ Opp—paxp i } + DQUH?) Y 2sin(x1 —xa + x3) + cos(t) andzy = x93 — 2 — cos (3t)
o (25)  Thus, by definingy” = [ 0 0 y” ] and following (20),
Eq. (25) follows from (23). Then, taking into account (12b)ye have thatr can be reconstructed using the following

(22), and (23), we have that formulas,
ty — by = Ag (wy — 1) 1 7 1.1
Lo . = —snit+5Y2— 01+ Y

Therefore, by the SD assumptiodg is Hurwitz; hence o 3T YT R T
o converges exponentially tw,. Therefore, we have that Ty = Eyl _ lyz + 192
z is equal to 3'1 6 . 6

R Vv X r3 = —Zy2+ Sl
a:(t)::z:(t)—i—[S Onxm]{K*](w(t)—wg(t)) 14 12 .
(26) T = U= ghat gy'z

i To obtain estimate the state, we use two different
T(t) = — ([ S Onxm } { ﬁl ] Y] (t)> + differentiators, an algebraic numerical differentiatAt ND)
2 [20] and a high order sliding mode differentiator (HOSMD)
+ [ S Onxm ] { V* ] Wy (27) [19]. The original and estimated states are depicted indigur
1, using the ALND, and 2, using the HOSMD.



(7]

(8]

El
[10]

[11]

Fig. 1. States (solid line) and their (dashed line) estiomtiith an ALND.  [12]

[13]

[14]

[15]

[16]

[17]

5
Time [s]

Fig. 2. States (solid line) and their (dashed line) estiomatiith a HOSMD. (18]

[19]
CONCLUSIONS

We have given, under suitable assumptions, necessary afd
sufficient conditions to estimate the slow (non-impulsiva)
jectories of the state vector. We have given explicit forasul [21]
to reconstruct in finite time and asymptotically the states.
When an estimation of: is needed in practice, it might
be better not to use an "excessive” number of derivatives.
That is, if an asymptotic estimation is enough, we need
to differentiate only the needed times allowing after to
design a Luenberger-like observer. In that case, a simgle bu
cumbersome modified procedure might be followed in order
to reduce the number of derivatives required to estimate the
state. (see, e.g., [2] and [21]).
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