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1 Introduction

The minimum time problem consists of minimizing the time T over all trajec-
tories of a controlled dynamical system that originate from an initial point
z € R™ and terminate on a compact target set  C R™. The main goal
of this paper is to develop and extend aspects of the considerable theory of
this subject to situations where the controlled dynamics take the form of a
differential inclusion. Specifically, we shall study the problem

min 7T, (1)

where the minimization is over all absolutely continuous arcs y(-) that satisfy
the differential inclusion

y(t) € F(y(t)) ae. te(0,T] (2)
and the initial and terminal conditions

y(t) =2 and y(T)e€ K. (3)
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Here and throughout the paper, F': R™ = R"™ is a given multifunction. As a
function of the initial parameter z, the minimum time function T'(z) equals
the optimal in (1) and is our main object of study.

There is an extensive literature on the minimum time problem, perhaps
originating with Hermes and Lasalle [12], but having since grown beyond our
capacity here to mention everyone who has contributed to the topic. The
relationship between the regularity of the minimum time function and the
local controllability property is well known in classical control theory. The
first definition of Petrov Condition is due to [14, 13], in which the author
investigated the Lipschitz property of T when the target set is a singleton.
More general results have been obtained over the last two decades. In [3],
under the regularity assumption for the target set, 7'(-) is shown to be Lip-
schitz continuous if and only if controllability conditions are satisfied. The
Holder continuity of the minimum time function when the target is a lower-
dimensional manifold is studied in [17]. Further regularity properties of the
minimum time function for a nonlinear control system can be found in [7, §]
in which under a Petrov controllability assumption, 7'(-) is shown to be semi-
concave if the distance function from a target set is semiconcave. Moreover
a condition of Petrov type for a general target is shown to be necessary and
sufficient for the Lipschitz continuity of 7. A Necessary and sufficient con-
dition for local Lipschitz continuity of the value function is provided in [18§]
when the target is an arbitrary closed set and the dynamics is given by a
differential inclusion with a measurability assumption on ¢. In [19] a Petrov-
type modulus condition is also considered to prove the local continuity of T
near the target set. The semiconcavity of a value function for a general exit
time problem is given in [16], where suitable smoothness assumptions on the
dynamics of the system are required but the target set can be completely
general. In [5] structural properties of a nonlinear control system ensuring
that the attainable set satisfies a uniform interior sphere condition are de-
tected. As a consequence of this result, a semiconcavity property for the
value function with a general target is obtained. See [2] and [8] for further
references on time optimal control problems and semiconcave functions.

Our main goal here is to extend the semconcavity result from [6, 7] to
a class of differential inclusions that were recently introduced in [9]. In a
companion paper to this one, we shall address the other main results from
[6, 7], where the dynamic framework contains a control parametrization with
C't-dependence; that is, the gradient in the state variable exists and is
locally Lipschitz. However, the conclusions in these results have a nature
that depends only on the admissible velocity sets F'(z) and not on a given
parametrization. Thus it is natural to seek conditions only on the multifunc-
tion F' that ensure similar conclusions. A full discussion of this issue as it
relates to the Mayer problem is presented in [9], and those considerations
are pertinent for the minimum time problem that is being addressed in the
current paper.

A well-developed theory for differential inclusions exists (see e.g. [10, 11])
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under the following collection of Standing Hypotheses:

1) F(z) is nonempty, convex, and compact for each x € R™,
(SH) 2) F is locally Lipschitz with respect to the Hausdorff metric,
3) there exists r > 0 so that max{|v|:v € F(z)} <r(1+ |z|).

Recall the Hamiltonian H : R™ x R™ — R associated to F' is defined by

H(x,p) = sup (v,p), (4)

veF (x)

and that there is a one-to-one correspondence between Hamiltonian functions
that are convex and positively homogeneous in p and multifunctions F' with
closed and convex values. The relationship is

veF(x) <= (v,p <H(z,p) VpeR"

Assumptions on H are therefore intrinsic to F' and do not depend on a
particular parameterization. The following additional hypotheses will be
invoked, and are stated in terms of Hamiltonian H: For each compact convex
subset K C R™ and p # 0 we have

1) there exists a constant ¢ > 0 (depending on K) so that « — H(z,p)

() is semiconvex on K with constant ¢|p|,
2) the gradient V,H (z, p) exists and is Lipschitz in z on K, and

uniformly so over p in compact subsets of R™ \ {0}.

The definition of semiconvexity and other preliminaries will be recalled in
the next section. A method to generate examples of multifunctions satisfying
(SH) and (H) is given in [9].

The main proof technique behind the semiconcavity results in [4, 6, §]
and other earlier work relied on a priori estimates of solutions to smoothly
parameterized differential equations. Our proof technique here relies heavily
on the maximal principle. The main contribution of this paper and its com-
panion is to show how the broad theory of minimum time optimal control
can be carried out when smooth parameterization assumptions are replaced
by the assumption (H).

We provide background material and preliminary results in Section 2, and
our main semiconcavity result is given and proved in Section 3.

2 Preliminaries

We review the basic concepts from nonsmooth analysis used in the sequel.
Standard references are [8, 11].
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2.1 General considerations and semiconcavity

We denote by B the unit ball of R™ centered at 0, and by B, (z) := z + B
the ball centered at x of radius r. The closed balls are denoted similarly but
replace B by B. Hereafter, S and int(S) stand for the closure and interior,
respectively, of any given set S C R"™.

Let K C R"™ be a closed set and v € K. A vector v € R™ is a prozimal
normal to K at  provided there exists o > 0 so that (v,y—x) < o|y—=z]||? for
all y € K. The prozimal normal cone to K at x consists of all the proximal
normals to K at z and is denoted by N (x). One has v € NE(z), [[v|| =1
if and only if there exists 7 > 0 so that B,.(x + rv) N K = {z}. The Clarke
normal cone Nk (x) is defined as

co{¢: 3z >, G — (G € NII;(%)}’

where €0 denotes taking the closed convex hull.
Now suppose [ : R" — (—o00,400] is lower semicontinuous and

epl f ={(z,a):a > f(x)}
is its (closed) epigraph. For x € dom f := {x : f(z) < oo}, the set of
proximal subgradients of f at x is denoted by 9p f(z) and equals
{veR": (v,-1) e N ;(z, f(2))} .

epi

The limiting subgradient Jy, f(z) equals
{V 3z, —w, v — vy € 8pf($i)}7

and the Clarke subgradient 0 f (x) is defined as 0 f(z) = €0 9L f (). Recall f is
locally Lipschitz provided for all compact sets K C R"™, there exists a constant
k (called the rank of f on K) so that , y € K implies | f(z)— f(y)| < klz—y]).
For a closed set K C R™, the distance function dg(:) : R® — R is defined
by di(z) ;= inf{]ly — 2| : y € K}, and is globally Lipschitz of rank one and
satisfies ddy (z) = Nk (x) NB for all z € bdry K.

The property of semiconcavity has several characterizations for both sets
and functions, and the following proposition lists some of the functional prop-
erties that will be used in the sequel.

Proposition 1. For a convex set K C R", a function f : K — R, and a
constant ¢ > 0, the following properties are equivalent:

(1) for all xg, x1 € K and 0 < A < 1, one has
(1= A)f (o) + Af(21) = f(r) < A1 = Ny — 20f?,

where ) = (1 — XNz + Azq,
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(2) f is continuous and, for allx € K and z € R™ with x + 2z € K, one has
fla+2)+ flz - 2) = 2f(z) < 2|2,

(3) the map x — f(x) — c|x|? is concave.

Moreover, if K is open and f is locally Lipschitz, then any of the above
properties holds true if and only if

(4) for each x € K and v € 0f(x), one has

Fy) < f@) + vy —a) +cly — af
forally e K.

See [8] for further details and a thorough development. A Lipschitz func-
tion f satisfying property (1) of Proposition 1 is called (linearly) semiconcave
on K with constant c¢. The above “concave” concepts have “convex” coun-
terparts by reversing the inequalities and the signs in the quadratic terms.
In other words, f is semiconver on K if and only if — f is semiconcave on K.

We note that semiconcavity of f is the same as the property f being lower
C? that is presented in [15, Definition 10.29], where f is given a representation
as an infinum of a parameterized family of C? functions. Related to that
definition is the following simple fact which can be found in [8, Proposition
2.1.5].

Proposition 2. Suppose {fa(:)}aca is a family of semiconcave functions
defined on the conver set K with a constant ¢ independent of a belonging to
the compact index set A. Then f(x) = inf{f,(z) : o € a} is semiconcave on
K with constant c.

Note that the previous result implies that if F is parameterized as F(z) =
{f(z,u) : uw € U} where f has C'*-dependence in x and continuous in u with
U compact, then for each p € R", one has x — H(x,p) is semiconvex. That
is, such an F satisfies our new hypothesis (H1).

The Hausdorff distance between two compact subsets S and Sy of R™ is
defined as

disty (51, S2) = max{dist;;(Sl, Sa), dist;;(Sg, 51)},

where distf;(S,5") = inf{e : § C &' +eB}. A multifunction F : R™ = R"
with compact values is Lipschitz on K C R™ provided there exists a constant
k (called a Lipschitz rank of F) so that disty (F (), F(y)) < klz — y| for all
z,y € K. This holds if and only if for each p € R, x — H(z,p) is a
Lipschitz function on K with constant k|p|. The mid-point property for a
multifunction F' on a convex subset K is that

dist, (QF(x),F(x+z) +F(xz)) < cfz]? (5)
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holds whenever z, x + z € K. This is equivalent to x — H(z,p) being
semiconvex on K for each p € R™ with constant c|p|, which is the new
assumption (H1) we shall impose in proving our main result.

If the above function or multifunction is defined on all of R™, then all
of the above function and multifunction concepts can be quantified as being
local, by which is meant that the said property holds in every convex compact
neighborhood K of each point in R™ with the constant depending on K.

The first part of the following result comes from [10, Prop 3.2.4(e)], but
we give a simpler proof based on the assumption (H1). The second part is a
partial inclusion analogous to [10, Prop 3.2.4(d)], but with convexity replaced
by semiconvexity.

Proposition 3. Suppose F satisfies (SH) and H : R® xR™ — R is as in (4)
and satisfies (H1).

(1) For any x € R™ and for any p € R™, we have for A > 0 that H(x, A\p) =
AH(z,p) and
0. H (2, \p) = N0 H (x, p).

(2) For (u,v) € 0H(x,p), one has u € O, H(z,p) and v € OpH(z,p). That
18,

aH(SU,p) g axH(xvp) X apH(xap)

Proof. The positive homogeneity property H(x, A\p) = \H (z, p) for all A > 0
holds as seen directly from the definition (4). Suppose u € 0, H (z, Ap) with
A > 0. By (H1), the following inequality holds for any y in a neighborhood
of z:

H(y, \p) — H(z,Ap) > (u,y —x) — o(y — x)

This is equivalent by positive homogeneity to
H(y,p) — H(z,p) > <%y - ff> —o(y —x),
which says that { € d,H(x,p); that is
u € N9y H(x,p),

which proves (1). The proof of (2) is given in [9, Lemma 2.1] O

2.2 Differential inclusions

There are several books (cf. [10, 1, 11]) that contain the basics of differential
inclusion theory. It is well-known that the assumptions of (SH) imply that
if T(z) < +00, then the minimum time problem (1)-(3) has an optimal solu-
tion. We next recall the Necessary Conditions for an optimal solution. See
[10, Theorem 3.2.6]. Actually recent and more general necessary conditions
can be found in the literature, but this one is enough for our aims because
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(H1) implies the subgradients of H split into its (x,p) components, which
relays the effect of Proposition 3(2).

Theorem 1 (Necessary Conditions). Assume that (SH) and (H1) hold. Sup-
pose x(-) is an optimal solution for the minimum time problem. Then there
exists an absolute continuous arc p : [0,T] — R™ such that for a.e. t € [0,T]

@(t) € OpH(x(t),p(t))
=p(t) € O:H(x(t),p(t)) (NC)
-p(T) € Ng(z(T))
In addition, p(-) can be normalized to satisfy |p(T)| = 1.

The last normalized statement follows from Proposition 3(1).

Remark 1. It is noteworthy that the dual arc p never vanishes. Indeed let
C|p| be the Lipschitz constant for H(-,p), then

(1) < Clp(t)] te[0,T]

Therefore, by Gronwall’s lemma, easily we obtain that for any ¢ € [0,T(z)]
either p(t) # 0 or p(t) = 0.

We next turn to an auxiliary ODE that resembles a “feedback map”
associated with a particular dual arc. The differentiability statement in (H2)
is equivalent to the argmax set of v — (v, p) over v € F'(z) being a singleton
7. We denote this unique element by F,(xz) = v, which equals V,H(z,p),
and note that p — F),(z) is continuous. The Lipschitz statement in (H2) says
that  — Fj,(x) is locally Lipschitz. The following result is the key ingredient
that allows us to replace smooth parameterizations by (H). We quote it from
[9, Proposition 3] and give some important immediate consequences.

Proposition 4. Assume that (SH) and (H) hold, and p(-) is an absolutely
continuous arc defined on [0,T] with p(t) # 0 for allt € [0,T]. Then for each
x € R", consider the initial value problem

{igg)) - Zp(t) (z(t)) ae te€0,T] (vP)
(1) (IVP) has a unique solution y(-;0,x) that is a solution of (2).
(2) The arc y(-;0,x) := x(-) satisfies

(p(t), &(t)) = H(z(t),p(t)) a.e. t€0,T].

(3) As a function of the initial condition, x — y(t;0,x) is locally Lipschitz
on R™ with constant independent of t € [0,T). That is, for each M > 0
there exists a constant k so that |x;| < M, i = 1,2, implies

y(t;0,21) — y(t;0,22)| < klzy — 22|
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The following is a direct consequence of (NC).

Proposition 5. If z(-) is an optimal solution to (1)-(3) and p(-) is its as-
sociated adjoint arc, then x(-) solves (IVP).

2.3 Assumptions on the target

In addition to assumptions on the dynamic data F, we shall impose two
assumptions on the target . The first is the well-known Petrov condition
(see [8, Definition 8.2.2]).

(PC) 36 > 0so that H(z,—v) > d||v||, Vz ebdry K, v e NE(z).

Assumption (PC) turns out to be equivalent to the minimal time function
T(-) being Lipschitz in a neighborhood of K, but is also useful in obtaining a
bound of T'(+) in terms of the distance function di(x) := inf{||z—y| : y € K}.
The following can be found at [8, Theorem 8.2.3].

Proposition 6. Assume F satisfies (SH) and KK C R™ is compact. Then
(PC) is equivalent to the existence of constants p,m > 0 so that

Ti(xz) <mdi(z) Vo ek,
where K, := {z : dc(x) < p}.
The second assumption we shall require is known as the Interior Sphere

Property (ISP). It has been invoked in similar contexts as we are using here,
for example in [7] and [8], and is stated as follows.

(ISP)  3r > 0 so that Vz € K, 3y € K such that z € B,(y) C K.

The constant 7 > 0 in this definition is the size of realizability of (ISP), and
when this dependence is relevant (as it is in the next result) we write (ISP),
for this assumption. There is an intrinsic relationship between (ISP) and
the regularity properties of the distance function restricted to R™ /K (see [8,
Proposition 2.2.2] for the proof).

Proposition 7. If (ISP),. holds, then the distance function di(-) is locally
semiconcave on R™ \ KC with constant %

Actually we will use a slightly stronger property than the previous result.
Recall that the signed distance from the boundary of a nonempty set S C R"
is given by

ds(z) = ds(x) — dgn\s(2) Vo € R™. (6)
Obviously for a ball B,.(zg), the signed distance turns out to be
B, (z0)(T) = ||z — 20| — 7 Vo € R™, (7)

and it can readily checked that it is semiconcave on each convex subset of
Br(0) NR™ \ {Bz(z0)} with a constant C' depending only on r and R > r.
The interesting consequence of the (ISP), property that will be useful in the
proof of our main result is the following.
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Proposition 8. Suppose K C R™ is compact and satisfying (ISP), for some
r >0, and let R > r. Then there exists a constant C = C(r,R) > 0 such
that

(1) B} _ _
dic(x + 2) + dic(z — 2) — 2dxc(z) < C|z|? (8)
holds for all x,z € Br(0) with € R™ \ int(K).

(2) Let x € bdry K and denote by B := B,(z5) C K the ball touching the
boundary of K at x. Then

d(y) < (Vdp(x),y —z) + Cly — a? 9)
for all y € Br(0).

Proof. Fix x,z € Bg(0) such that x € R™ \ int(K), and let T € K satisfy
di(z) = |z —Z|. By (ISP),, there exists xy € K so that B := B,.(Z) satisfies
T € B C K. Suppose |z| < 5. Note that

dic(z + 2) + dic(z — 2) — 2dxc(z)
<dp(z+z)+dp(z—z) — 2dp(z)
< C|Z|27

where C' = C(r, R) is the semiconcave constant associated with dy(-) for
each convex subset of Br(0) N [R™ \ {Bj (x9)}]. The semiconcave inequality
is valid in the last estimate due to the fact that ||z £ 2z — Zo|| > 5.
On the other hand, whenever |z| > £, we have that
2
- - - 2 16R
dic(z + z) + di(x — 2) — 2dic(z) < 4R (;) < T|Z|2
T T
since dx (r & z) < 2R, and the proof of (8) is thus complete.
In order to prove (9), first we note that (see figure 1)

dx(y) < dp(y) — dp(x) (10)

Since = +— dp(z) is a smooth function (in particular C1'1) away from the
point xz, we obtain that

dp(y) — dp(z) < (Vdg(z),y — z) + Cly — z|?
which in turns proves (9). O

It is easy to see that the above result implies Proposition 7. In particular
if we consider the case in which z 4+ z and x — z belong in R™ \ int C then
(8) holds with the signed distance function replaced by dx which in turns
implies the semiconcavity. The Proposition 8 allows us to consider cases in
which points along a line segment [z — z, x + 2] belong to K.
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Figure 1: Geometrical meaning of inequality (10)

Remark 2. Another consequence of (ISP), is that the transversality condi-
tion on the adjoint arc p(-) can be further specified. If Z(-) is optimal, then by
the (ISP), assumption, there exists a ball B := B,.(xp) contained in K that
touches the boundary of K at the point Z(T') (where T = T'(z)), and hence
Z(+) is also optimal if the target K is replaced by B. Applying (NC) to this
new target says that we can find an adjoint arc with p(T) = —Vdg (Z(T)).

3 The main result

We prove in this section that, under suitable assumptions, the minimum time
function is locally semiconcave. First we prove the semiconcavity result in a
neighborhood of the target set and then we will obtain the local semiconcavity
in the whole controllable set.

Theorem 2. Suppose F satisfies (SH), (H), and that K is compact. As-
sume further that the Petrov condition (PC) and the Interior Sphere Prop-
erty (ISP), both hold. Then there exists p > 0 so that T(-) is semiconcave
on each convex set K C IC, \ K with a constant independent of K.

Proof. The constant p > 0 is chosen as in Proposition 6. It suffices to show
that there exists a constant ¢ > 0 so that for every z and € > 0 with z4-eB €
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K, \ K, we have
T(x+2)+T(x—z)—2T(z) < dz)? (11)

for all ||z|| < e. So fix x and € > 0 so that x + B C K, \ K, and fix z with
llz]] < e. We choose the constant C' so that the conclusion of Proposition 8
holds for all vectors that we analyze.

There exists an optimal trajectory Z(-) starting from z and terminating
at (T) € K, where T = T'(z). By (NC) and Proposition 5, there exists
an adjoint arc p(-) (normalized so that ||p(T)| = 1) for which the following
differential equation holds.

{:i:(t) — F,(2(t))  ae t€[0,T]
(12)
z(0) = .

With this same p(+), let 2 () be the solutions of (IVP) with initial conditions
24(0) =z £ z. That is,

{fi(t) — Fy(z2(t) ae. t€0,7] 13)

z(0)=z+tz
Recall Proposition 4(2), where a consequence of the above ODEs is that

H(z(t),p(t)) = (p(t),&(t)) ae. te0,T], (14)

where z(-) is any one among the arcs Z(-), z_(+), and x4 (-). Another feature
of the ODEs is dependence on initial data, and Proposition 4(3) says that

Z(t) — 22 (t)| < k|z| and |zo(t) —z_(t)| < 2k|z| Vte[0.T].  (15)

As a first case, let us assume x4 (t) ¢ K for ¢t € [0,7]. To be consistent
with notation of the second case below, it is convenient to denote the time
when one of the arcs has hit the target by ¢*, and so in our case here, we have
t* =T = T(z). We shall frequently have occasion to refer to arc representing
teh midpoint between the arcs x4 (-), and so is given by

() = %[u(t) Lo (t)] forte o, (16)

Two different subcases emerge depending on whether Z(t*) € K or not.
In the first subcase where Z(t*) € K, there exists ¢t < ¢t* such that Z(¢) €
bdry K. By the dynamic programming principle, we have

T(x+2)+T(x—2)—2T(x) <20+ T (x4 (f) + T(z_(f)) — 2t*
< T(ay (B) + T(x- (D) (a7)
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By Proposition 6, Proposition 8, and (15), we obtain
T2 (0) + T(o-() < m [de(e1 (B) + die(z- (D)
o e (0 2205 2-0)

2
+dic (2(1) - (W) - 2d;c(si<f)>]

IN

1 2
ch ’$+® - x_@]
< cl|?

with ¢ = m C k2. Combining this estimate with (17) yields (11).
The second subcase is where Z(t*) ¢ K, and by the dynamic programming
principle, we have

T(x) = t*
Tx+z) < t"+T(x(t*)); and
T(x—2) < t"4+T(x_(t")).
Combining these gives
T(x+z2)+T(x—2)—2T(x) < T(xy(t7) + T (z_(t")). (18)

Now since di:(-) bounds T'(-) (Proposition 6), we have
T(oy () + T () < md (o, () +de(o_ )|, (19)

and from Proposition 8 that

dic(z4 (%)) + dic(z-(t) = dic(z4 (")) + dic(z-(t7))

—2dic(Z(t7)) + 2dxc (2(t7))
Clay () — z_(t%)]* + 2dxc (2(1))
4k2C |2* + 2dic (2(7)) (20)

IAIA

where the last inequality again follows from (15). We need to obtain the
appropriate estimate on dic(Z(t*)).

Since Z(t*) ¢ K, the signed distance function di(Z(t*)) is equal to
dic (f(t*)), and applying remark 2 and proposition 8(2) with y = Z(¢*) and
x = Z(t*), we obtain

dic(#(t7) < —(p(t), (") — 2(t")) + C3(t") — z(t")]?
< —(p(t"),2(t") — 2(t")) + Ck? |2 (21)
where the second inequality follows from (15).

The following lemma will assist in getting the appropriate estimate on
the inner product term in (21).
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Lemma 1. Let Z(-) and p(-) be as above. Suppose 0 < t; < to < T(x) and
x(+) is a solution to (4) with initial condition x(t1). Then

(plt2), T(t2) — w(t2)) — (p(t), Z(t1) — 2(t1)) < ck? (ta — t1) |T(t1) — (tr)]”.
Proof. We have

(plta), 2(t2) — x(t2)) — (p(tr), Z(t1) — 2(t1))
= /ttz %(p(t),gf(t) — x(t)) dt

1

- /t : {@(t),x(t) —z(t)) + (p(t), &(t) —2(t)) | dt  (22)
The second integrand in (22) satisfies

(p(t), 2(t) — &(t)) = H(z(t), p(t)) — H (2(t), p(t))

by (14). The necessary conditions (NC) have that —p(t) € 9, H (Z(t), p(t)),
and since z — H(z,p) is semiconvex (which is (H1)), we have by Proposi-
tion 1(4) that the previous quantity is

< (=p(t), 2(t) — (1)) + c|z(t) — 2(t)]*. (23)

Now integrate (23) from t; to t3 and insert this estimate into (22). The first
integrand in (22) will cancel with the inner product term in (23), and we are
left with

(p(t2), Z(t2) — 2(t2)) — (p(tr), Z(t2) — (1)) < ¢ / ) — x(0)] dt

t1
< ek (ty — t1)|2(t) — 2(t1)[*,
where the last inequality holds by Proposition 4(3). O

Returning now to the inner product in (21), we have
—(p(t"), 3(t") — 2(t")) = (p(t"), 2(t") — &(t"))

= % (p(t), 2(t") — 24 (t7)) + (p(t7), 2(t") — ("))

Recall (13), in which it is stated that both x4 (-) satisfy the conditions of
Lemma 1. We apply Lemma 1 twice with t; = 0 and t5 = t*, and noting

(p(0),2(0) — 2+(0)) + (p(0), (0) — 2_(0)) = (p(0), 2 — 2) =0,

deduce that
(p(t*), (") — &#(t*)) < ck®t* |2|? (24)
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Finally, combining the estimates in (21) and (24) we arrive at
dic (E(t*)) < k* (C +ct™) |2

In conjunction with (20), (18), and (19), we may conclude that (11) holds
for ¢ = 2mk? (3C + ct*). This finishes the proof of the first case where
x4 (t) ¢ K for all t € [0,T]

We now turn to the case where one of x4 (t) hits K before Z(-) does.
For definiteness, suppose x4 (-) reaches the target before the others, and so
24 (t*) € K for some t* < T'(x) and Z(¢t) and x_(¢) do not belong to K for
all t € [0,¢*]. The other case is similar where x_(-) hits first is similar. The
case we are currently analyzing is portrayed in Figure 2.

Figure 2: Trajectories up to time t*

The dynamic programming principle implies
T(x+2) < t*,
T(x—=z2) < t"+T(z_(t")), and
T(z) = t*+T(z(t")).
Therefore with Z(-) defined as in (16), we have
T(x+z)+T(x—z)—2T(x)
< T(z—(t%)) — 2T (z(t"))
= [T(o-) 20| + 2|76 - )] e

To prove (11), we need to show both of the bracketed terms in (25) are
bounded above by ¢|z|2. The proof of each estimate is somewhat lengthy.
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We consider the second term first. That is, we will show
T(z(t*)) — T(f(t*)) <élz]A (26)
Let &(-) be the solution of

(t) = Fy)(2(t)) ae. t € [t*,T(z)]
#(t) = &(t"),

B

which (unlike Z(+)) is a trajectory of (2). If &(-) reaches K before Z(-) does,
then T'(z(t*)) < T(Z(t*)) and (26) is trivial. So suppose &(t) ¢ K for t €
[t*,T(x)], and set t := T(z) — t*. By the dynamic programming principle,
we have

and therefore
T(#(t) - T(2(t) < T(a(D) < mdx (2(0)) (27)

by Proposition 6.
Applying remark 2 and proposition 8(2) with y = &(¢) and = = Z(¢), the
following estimate holds

de(2(D) < —(p(D), &(F) — 2(5)) + C|a(®) - (D). (28)

Similar to the inequality in (15), we have by Proposition 4(3), and then using
(15) twice, that

E(t)—z(t)| <k

E(tY) —z(th)| = §’$+(t*) +a_(t*) — 2z(t*)| < k?|2] (29)
for all ¢ € [t*, T(x)]. Substituting (28)and (29) into (27) yields
T(#(t")) = T(2(t") < m(p(D), 2(8) — &(f)) + mk* O |2 (30)

To estimate the first term in the right hand side of (30), we invoke Lemma 1
with ¢; = t* and t5 = ¢, and deduce

<p(f)7£(f) - i@»

< (p(t), 2(7) = (")) + ck? [2(t") — (")
= 3|30 = 24 ) + (), 30 2 ()
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The two terms in the brackets can also be estimated using Lemma 1 with
t1 = 0 and to = t*. The initial values make no contribution this time since
z(0) = %(24(0) + 2_(0)). Therefore the bracketed term is bounded by
ck?t*|z|%, and the last term is bounded by ck* |2|?. Substituting all of this
into (30) yields (26) with ¢ := mk? (ct* + ck? + C'k?).

The last consideration to finish the proof of Theorem 2 is to appropriately
bound the first term in (25). We must show

T(x_(t")) —2T(x(t")) < E|z|2. (31)
It is convenient at this point to introduce new notation because the estimates

do not directly involve x and z, but rather depend on the values of the
trajectories x4 (-) at time ¢t*. We define y and w by setting

z(t7) —xy (t)

y:=24(") and w:=2z@F") -z (t*) = 5 )

and note that y € K, y + w = Z(t*), and y + 2w = x_(t*). Since |w| < k|z|
by (15), in order to prove (31), it suffices to show

T(y+2w) — 2T (y + w) < &|w|>. (32)
Toward this end, let () be optimal solution to the minimal time problem
starting from y + w, and now denote by p(-) its associated adjoint arc. If

0* := T(y +w) satisfies T'(y + 2w) < 20*, then (32) is trivial, so suppose this
is not the case, and let y(-) be the solution of

(y(t)) a.e. te]0,20%]

The dynamic programming principle says
T(y + 2w) < 26 + T (y(26%)),

and therefore (32) follows upon showing that T'(y(26*)) is bounded by ¢|w|?.
We have by Proposition 6 that

T(y(26%)) < mdx (y(20%))

< m[|y<2o*> —25(0%) + | + de (25(6%) — )
=m [(1) + (H)]. (33)

To bound (I), note the fundamental theorem of calculus, a change of variables,
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and assumption (H2) imply

20 0*
/0 y(t)dt — 2/0 y(t)dt

B
/0 By (0(21)) — Fy (1))t

(1) =

=2

;
<2 / [y(26) — 5(0)]dt (34)

where ¢ is the Lipschitz constant contained in the assumption (H2). By
standard ODE theory, there exists a constant k so that for all 0 < ¢1, to < 6*
so that

ly(2t1) — y(t2)| < k|w|. (35)
We also record the fact that

0% < m|wl, (36)

which is true because 6* = T'(y + w) < mdr(y + w) < m|w| since y € K.
Consequently, using (35) and (36) to estimate (34), we conclude the term (I)
is bounded by 2¢m k |wl|?.

With regard to the second term of the (33), recall that y and §(6*) belong
to KC, and then note the semiconcavity hypothesis of the distance function
implies

dic (25(0) —y) = dic (25(0%) — y) + dic(y) — 2dic (5(07))
<Clye) -y (37)

We have

;
9(6%) —y| < Jw + / §(t) dt| < Jw| + k6* < (1+ km) ]
0

by (36). Hence (37) now implies (II) is bounded above by (1 + km)? C |w|?.
Finally, combining all of the estimates, we see that (32) holds for ¢ =
m (24mk+ (1+km)>C).
This completes the proof of the last case, and indeed of the the whole
theorem. O

Roughly speaking the above theorem tells us that the minimum time func-
tion is semiconcave in a neighborhood of the target set. This is a preliminary
result useful for proving the local semiconcavity in the whole controllable set
R\ K. Since the most difficult work was in the Theorem 2, the local semicon-
cavity result is given as a consequence. Indeed by the dynamic programming
principle we obtain the following result.
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Corollary 1. Under the same assumptions of the Theorem 2, the minimum
time function is locally semiconcave on R\ K.

Proof. Let C be any compact set of R \ K. Fix € C and £ > 0 such that
x £eB € C. Moreover we fix z with ||z]| < € and such that there exists ¢* in
which the trajectories defined as in the Theorem 2 (13) and (12) belong to
the set K, \ K with p > 0 fixed as in Theorem 2.

By the dynamic programming principle

T(z+2)+T(x - 2) — 2T(x) <
< Ty (1) + T(a_(t) = 20((t)) + 2[T@E(E)) - T@EE)]  (38)

where Z(t*) is defined as (16). Applying the semiconcavity result on a neigh-
borhood of the target set we can find a constant ¢ > 0 such that

T(z+2)+T(x—2) —2T(2) < clz|* + 2[T(E(t*)) — T(z(t))]
As in (26) let &(-) be the solution of
{gé(t) = Fo(2(1)) ae. t € [t*,T ()]
which is a trajectory of (2). We can consider the only case in which &(t) ¢ K

for ¢ € [t*,T(x)] (otherwise it is trivial), and set ¢ := T(x) — t*. By the
dynamic programming principle, we have

I
i

T(z(t"))
T(#(t") < t+T(2(),

and therefore, by Proposition 6
(%) - T(a(t)) < T(2(D) < mdic(a(D)) (39)

Applying remark 2 and proposition 8(2) with y = #(¢) and =z = Z(¢), the
following estimate holds

dic(#(5) < =(p(8), (1) — 2(D)) + C|a(h) — 2(B)| ", (40)

using (15) twice and thanks to Proposition 4(3) we have

E(tY) —z2(th)| = §|m+(t*) + o (t*) —2z(t*)| < K*|z| (41)

E(t)—z(t)| <k

for all ¢ € [t*, T'(x)]. Substituting (40)and (41) into (39) yields

T(&(t) = T(@(t") < m(p(f), 2(t) — &(6)) + mk*C 2| (42)
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Lemma 1 with #; = t* and ¢y = ¢ implies that

(p(t),2(t) — (1))
< (p(t), B(t°) — &(t7)) + ck? [2(t7) — £(t7)

1 * — % * * — %k *
= 5 [ (p(E), 2(t7) =24 (7)) + (p(t7), 2(t") — 2 (t7))
+ k2 |z(t) — #(t9)|?
Using Lemma 1 again with t; = 0 and t; = t* we can find a constant

¢:=mk? (ct* +ck?+ k:2C) such that
T(z(t")) — T(z(t")) < ez

which in turn implies the semiconcavity property on the whole controllable
set R\ K. O
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