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Quantitative Languages Defined by Functional
Automata

Emmanuel Filiot!, Raffaella Gentilini?, and Jean-Francois Raskin

1 Université Libre de Bruxelles
2 Universita degli Studi di Perugia

— Abstract

In this paper, we study several decision problems for foneii weighted automata. To associate values
with runs, we consider four different measure functions:gtim, the mean, the discounted sum of weights
along edges and the ratio between rewards and costs. Onshivg@aside, we show that the existential
and universal threshold problems, the language inclusiohlem and the equivalence problem are all
decidable for the class of functional weighted automatathedour measure functions that we consider.
On the negative side, we also study the quantitative exdarwithe realizability problem and show that
it is undecidable for sum, mean and ratio. Finally, we show km decide if the quantitative language
defined by a functional weighted discounted sum automatomealefined with a deterministic automata
(it was already known for sum and mean).

1998 ACM Subject Classification  Algorithms, Theory, Verification

Keywords and phrases  Weighted automata, quantitative languages, functionaiinthesis, computer-
aided verification

1 Introduction

Recently, there have been several efforts made to lift thadations of computer aided verification
and synthesis from the baddooleancase to the richeguantitativecase, e.gl[ 10,18 1]. This paper
belongs to this line of research and contributes to the stfdyuantitative languages over finite
words.

Our paper proposes a systematic study of the algorithmipesties of several classes foinc-
tional weighted automata (defining quantitative languages). Ational weighted automaton is a
nondeterministieveighted automaton such that any two accepting pung, on a wordw associate
with this word a unique valu¥(p;) = V(p2). As we show in this paper, several important veri-
fication problems are decidable for nondeterministic fiomal weighted automata while they are
undecidable (or unknown to be decidable) for the full classomdeterministic weighted automata.
As functional weighted automata are a natural generadizaif unambiguousveighted automata,
and as unambiguity captures most of the nondeterminismighegeful in practice, our results are
both theoretically and practically important. Also, thdioo of functionality leads to useful insight
into the relation between deterministic and nondeterrtimigeighted automata and into algorithmic
idea for testing equivalence for example.

In this paper, we study automata in which an integer weighg pair of integer weights, is
associated with each of their transitions. From those wejgin (accepting) rup on a wordw
associates a sequence of weights with the word, and thieeeqis mapped to a rational value by a
measure functionwe consider four different measure functiéng) Sum computes the sum of the
weights along the sequendg;) Avg returns the mean value of the weight@;) Dsum, computes

1 We do not consider the measure functidiiy and Max that map a sequence to the minimal and the maximal
value that appear in the sequence as the nondeterministimata that use those measure functions can be made
deterministic and all the decision problems for theniha\ml\lmand simple solutions.
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the discounted sum of the weights for a given discount facterQn|0, 1[, and(iv) Ratio is applied

to a sequence of pairs of weights, and it returns the ratiowdoeat the sum of weights appearing as
the first component (rewards) and the sum of the weights aimgess the second component (costs).
The value associated with a wordaccepted by is denoted byl 4 (w). While Sum and, to some
extent,Avg are known because they can be seen as operations over angeofivialues([20], the
case ofDsum, andRatio are less studied. Those two measures are motivated by atiptis in
computer aided verification and synthesis, see for exardgléed]).

Contributions Functionality is a semantical property. We show that it cardbcided for the four
classes of measure functions that we consider (either impatial time or polynomial space). Then
we solve the following decision problems, along the linedd][ First, we considethresholdprob-
lems. Theexistential(universal respectivelythresholdproblem asks, given a weighted automaton
A and a threshold € Q, if there exists a word (if for all words, respectively)accepted byA:
L4(w) > v. Those problems can be seen as generalizations of the esptnd universality prob-
lems for finite state automata. Second, we consideqtiamtitative language inclusion probletmat
asks, given two weighted automataand B, if all words accepted byl are also accepted by, and

for all accepted words) of A, we havel 4(w) < Lp(w). We show that all those problems are de-
cidable for the four classes of measure functions that wsidenin this paper when the automaton
is functional. We show that the inclusion problem isFR8EC for Sum, Avg andDsum,. For
Ratio, we show decidability of the problem using a recent algaritb solve quadratic diophantine
equations([14], this is a new deep result in mathematics lamdamplexity of the algorithm is not
yet known. Note that those decidability results are in sltanutrast with the corresponding results
for the full class of nondeterministic weighted automata:that class, only the existential threshold
problem is known to be decidable, the language inclusioblpro is undecidable foBum, Avg,
andRatio while the problem is open fddbsum,. We also show that the equivalence problem can be
decided in polynomial space f&atio via an easy reduction to functionality.

Then, we consider a quantitative variant of thalizability problem introduced by Church, which
is part of the foundations of game theory played on grapHs2@ synthesis of reactive systems|[21].
It can be formalized as a game in which two players alterriatesoosing letters in their respective
alphabet. By doing so, they form a word which is obtained hycatenating the successive choices
of the players. The realizability problem asks, given a \widg automator, alphabek = ¥; x X,
if there exists a strategy for choosing the letter&inin the word forming game such that no matter
how the adversary chooses his lettersiy the wordw that is obtained belongs to the language
of A andA(w) > 0. We show that this problem is undecidable farm, Avg, andRatio even
when considering unambiguous automata (the Eesan,, is left open). However, we show that the
realizability problem is decidable for the deterministérsions of the automata studied in this paper.
This motivates the study of ttaeterminizabilityproblem.

The determinizability problem asks, given a functionalgieéd automatod, if the quantitative
language defined hy is also definable by deterministicautomaton. This problem has been solved
for Sum, Avg in [16]. It is known thatDsumy-automata are not determinizable in general [10].
We give here a decidablecessarandsufficientcondition for the determinizability of functional
Dsum, automata, and we show how to construct a deterministic aattmmfrom the functional one
when this is possible.

Related Works Motivated by computer-aided verification issues, our warltofvs the same line

as [10]. Howeveri[100] is mainly concerned with weighted andba on infinite words, either non-
deterministic, for which some important problems are uididie (e.g. inclusion ofvg-automata),

or deterministic ones, which are strictly less expressiaa functional automata. TlRatio measure

is not considered either. Their domains of quantitativgleges are assumed to be total (as all states
are accepting and their transition relation is total) whike can define partial quantitave languages
thanks to an acceptance condition.

Weighted automata over semirings have been extensiveljesti{see[[20] for a survey), and
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more generally rational seri€s| [4]. For instance, the fionetity problem for weighted automata
over the tropical semiring, i.eSum-automata, is known to be iRTime [16]. Moreover, it is
known that determinizability of function@um-automata is decidable iRTime [16], as well as
for the strictly more expressive class of polynomially agumusSum-automatal[15], for which the
termination of Mohri’s determinization algorithin [20] iecidable. However, thBsum, andRatio-
automata are not automata over any semiring, and thereésrdts on automata over semirings
cannot be directly applied to those measures. The techreéasse for deciding functionality and
determinization are inspired by technics from word tramsas [22| 6] B, 11, 24].

The functionality problem has been studied for finite stater(l) transducers. It was proved to
be decidable in'[22], and later inl[6]. Based on a notion oagdletween runs, an efficieRTime
procedure for testing functionality has been giveriin [3heTunctionality problem foSum,Avg
andDsum -automata is also based on a notion of delay. Based awtheing propertyf11] and the
notion of delay, efficient procedures for deciding detetiz@hility can be devised [3, 24]. This also
inspired our determinization procedure for functiobaum-automata. In[[9], Boker et. al. show
thatDsumy-automata on infinite words with a trivial accepting cordlitiall states are accepting),
but not necessarily functional, are determinizable for disgount factor of the form /»n for some
n € N>o. Their proof is based on a notion igcoverable gapsimilar to that of delays. In our paper,
we provide a sufficient and necessary condition to check lveret functionaDsum -automaton
(over finite words) is determinizable. Finally in [13], thelation between discounted weighted
automata over a semiring and weighted logics is studied.

To the best of our knowledge, our resultsibsum, andRatio-automata, as well as on the real-
izability problem, are new. Our main and most technical ltssare functionality ofDbsum, and
Ratio-automata, inclusion problems, determinizability of ftional Dsumjy-automata, undecidabil-
ity of the realizability of unambiguouSum-automata, and solvability of the deterministic versions
of the realizability problem. The latter reduce to games @phs that are to the best of our know-
ledge new, namely finitBum, Avg, Dsum ), Ratio-games on weighted graphs with a combination of
a reachability objective and a quantitative objective.

Omitted proofs can be found in the Appendix section.

2 Quantitative Languages and Functionality

Let X be a finite alphabet. We denote By the set of non-empty finite words ovEr A quantitative
language LoverY. is a mappingl : ¥* — QU { L}2 Forallw € ¥*, L(w) is called thevalue
of w. L(w) =1 means that the value af is undefined. For alt € Q, we letmax(x, 1) = =z,
max(L,z) =z andmax(L, 1) =1.

Letn > 0. Given a finite sequence = vg...v, of integers (resp. a finite sequence=
(ro,co) ... (rn,cy) Of pairs of natural numbers; > 0 for all i) and\ € Q such that) < A < 1, we
define the following functions:

Sum(v) = Zvi Avg(v) = Sur:l(v) Dsumjy (v) = Z)\ivi Ratio(v') = %
i=0 i=0 =0

For empty sequenceswe also sebum(e) = Avg(e) = Dsum) (e) = Ratio(e) = 0.
Weighted AutomatalLet V' € {Sum, Avg, Dsum,, Ratio}. A weightedV-automatoroverX is a
tuple A = (Q, q1, F, §,v) whereQ is afinite set of stated is a set of final state$,C @ x X x Q is
the transition relation, and: § — Z (resp.y : 6 — N x (N —0) if V' = Ratio) is aweight function

2 As in [10], we do not consider the empty word as our weightebraata do not have initial and final weight
functions. This eases our presentation but all our resalty over to the more general setting with initial and final
weight function[[20].
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al0, b[1 alo, b[1
Figure 1 Examples ofSum-automata

The size ofA is defined by A| = |Q| + [0] + D _,c5log2(7(t)). Note that(Q, ¢, F, 0) is a classical
finite state automaton. We say thais deterministiqresp. unambiguous) {{Q, g, F, 0) is.

A run p of A over awordw = o7 ...0, € X*is asequencg = ¢yo14102 . . . 0nq, SUch that
go = gqr and for alli € {0,...,n — 1}, (¢;,0i+1, i+1) € 0. Itis acceptingf ¢, € F. We write
p:qo — g, to denote thap is a run orw starting aiyy and ending iny,. The domain of4, denoted
by dom(A), is defined as the set of wordse X+ on which there exists some accepting rurdof

The functionV is naturally extended to runs as follows:

Vip) = V(v(q0,01,q1) .- -v(Gn-1,0n,4n))  if pis accepting
P 1 otherwise

Therelation induced by is defined byR", = {(w,V(p)) |w € X7, pis a accepting run ofl onw}.
It is functionalif for all wordsw € ¥+, we havegl{v | (w,v) € RY, v #L1}| < 1. In that case we
say thatA is functional. Thequantitative languagé.» : ¥* — Q U { L} defined byA is defined
by L : w+ max{v | (w,v) € RY}.

» Example 1. Fig.[I illustrates twdSum-automata over the alphabgt, b}. The first automaton
(on the left) defines the quantitative languages X — max(#,(w), #s(w)), where#,(w)
denotes the number of occurences of the leftan w. Its induced relation ig (w, #,(w)) | w €
St U {(w, #p(w)) | w € T} The second automaton (on the right) defines the quanétativ
language that maps any word of length at least 2 to the nunilzecarences of its last letter.

We say that a state is co-accessiblé¢resp. accessibleby some wordw € ¥* if there exists
some rurp : ¢ — q; for someq; € F (resp. some rup : g; — q). If such a word exists, we
say thatg is co-accessible (resp. accessible). A pair of stbjeg) is co-accessible if there exists
a wordw such thaty andq’ are co-accessible hy. In the sequel, we use the tefffrautomata to
denote eithebum, Dsum ), Avg or Ratio-automata.

Functional Weighted Automata The Sum-automaton on the left of Fid.] 1 is not functional (e.g.
the wordabb maps to the values 1 and 2), while the one of the right is foneti (and even unam-
biguous).

Concerning the expressiveness of functional automataaweltow that deterministic automata
are strictly less expressive than functional automata lwhi®@ again strictly less expressive than
non-deterministic automata.

» Lemma 2. LetV € {Sum, Avg, Dsum,, Ratio}. The following hold:

Deterministic < Functional There exists a functiond -automaton that cannot be defined by any
deterministicl/-automaton;

Functional < Non-deterministic There exists a non-deterministi¢-automaton that cannot be
defined by any functiondf-automaton.



E. Filiot, R. Gentilini, J.-F. Raskin

Proof. LetV € {Sum,Avg, Dsum,, Ratio}. The automata of Fig.]1 can be seenlasutomata
(with a constant cost if V' = Ratio). The rightV-automaton cannot be expressed by any determ-
inistic V-automaton because the value of a word depends on its gt |@he leftV-automaton
cannot be expressed by any functiolautomaton. |

As proved in Appendix, functiond -automata are equally expressive as unambiglicaatomata
(i.e. at most one accepting run per input word). However Weliit the succinctness property of non-
deterministic finite state automata wrt unambiguous finid¢éesautomata, as a direct consequence
functionalV-automata are exponentially more succinct than unambigueautomata. Moreover,
considering unambiguous-automata does not simplify the proofs of our results neitwer the
computational complexity of the decision problems. Fipatsting functionality often relies on a
notion of delay that gives strong insights that are usefuldigterminization procedures, and will
allow us to test equivalence of functional (and even unaomnig) Ratio-automata with a better
complexity than using our results on inclusion.

3 Functionality

In this section, we show that it is decidable wheth&F-automatom = (Q, g1, F, §, ) is functional
forall V € {Sum, Avg, Dsum,, Ratio}.

3.1 Functionality of Sum and Avg-Automata

It is clear that &Sum-automatonA is functional iff theAvg-automatord is functional. Indeed, let
w € dom(A) anduvy, v € Z. We have(w, v1), (w,v;) € R™ iff (w, ), (w, ) € R)®. The

result follows as); # vs iff IZU_II #+ IZU_2| So we can rephrase the following result(of|[16]:
» Theorem 3 ([16]). Functionality is decidable i Time for Sum and Avg-automata.

The algorithm of [[16] for checking functionality ddum-automata is based on the notion of
delaybetween two runs. This notion has been first introduced forditey functionality of finite
state (word) transducers/[3]. Let € T andp, p’ be two runs of é8um-automaton4 onw. The
delay betweep andy’ is defined aslelay(p, p') = Sum(p) —Sum(p’). For all pairg(p, ¢), we define
delay(p, q) as the set of delaytlay(p, ¢) = {delay(p, p') | Jw € Z* - p: qr > p, p' = qr — q}.

It is proved in [16] that &um-automatord is functional iff for all co-accessible pairs of states
(p,q), |delay(p, q)| < 1. Intuitively, if A is functional, then any delagelay(p, ¢) associated with a
pair (p, q) co-accessible with the (same) woudhas to be recovered when reading If there are
at least two different delays associated w(thg), one of them cannot be recovered when reading
the same wordv, thereforeA is not functional. The algorithm then consists first in cotimpy all
co-accessible pairs of states, and then all the trigleg k) in a forward manner, whererepresents
some delay ofp, ¢). If two triples (p, ¢, k) and(p, ¢, k') with k # k' are reached, thed is not
functional. Termination is obtained by a small witness grypfor non-functionality, which ensures
that the triples need to be visited at most twice. A similgioaithm with another notion of delay is
used for deciding functionality ddsumy-automata.

3.2 Functionality of Dsum,-automata

» Definition 4 (Dsum, Delay). Letp,q € Q andd € Q. The rationall is adelayfor (p, q) if A
admits two rung : q; — p, p’ : q1 — gonw € ¥*such that

Dsumjy(p) — Dsumy(p’)
Alwl

delay(p, p') =des =d
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As for Sum-automata, at most one delay can be associated with cosfltleegairs of states of
functionalDsum, automata.

» Lemma 5 (One Delay). LetA = (Q, g1, F, J,~) be a functionaDsum,-automaton. For all
pairs of stategp, q): If (p, ¢) is co-accessible, thefp, ¢) admits at most one delay.

We now define an algorithm that checks wheth&saim y-automaton is functional. In a first
step, it computes all co-accessible pairs of states. Thexplores the set of accessible pairs of states
in a forward manner and computes the delays associatedheitie pairs. If two different delays are
associated with the same pair, or if a pair of final states wition-zero delay is reached, it stops
and returns that the automaton is not functional, othenitigees on until all co-accessible (and
accessible) pairs have been visited and concludes thatitbmaton is functional.

Algorithm 1: Functionality test foDsum)-automata. PSumFunTest)
Data: Dsumy-automatord = (Q, g1, F,, 0,7).
Result Boolean certifying whethed is functional.
begin

1 CoAcc « all co-accessible pairs of states;
2 visited < (0 ; delay(qr, gr) < 0; PUSH(S, ((q1,¢1),0)) ;
3 | whileS#0 do
4 ((p, q),d) < POP(S);
5 if (p,q) € F? Ad # 0thenreturns No;
6 if (p,q) € visited then
| if delay(p,q) # d thenreturns No
else
7 visited < visited U {(p, ¢)};
8 delay(p, q) + d;
9 foreach(p’,¢') € CoAccs.t.Ja € X+ (p,a,p’) € 6 A (q,a,q’) € ddo
PUSH(S, ((¢",¢'),v(p,a,p") — (¢, a,¢") + d)) ;
10 returns Yes

» Lemma 6. LetA = (Q,qr, F,6,) be aDsumy-automaton. IfA is not functional, there exists
awordw = oy ...0, and two accepting rung = qoog - ..qn, P = q400--.4q, on it such that
Dsumy(p) # Dsumjy(p’) and for all positions: < j in w, either (i) (p;,q;) # (pj,q;) or (i7)
delay(pi, p}) # delay(p;, p’;), wherep; and pi, (resp. p; and p’;) denote the prefixes of the rups
andp’ until positions (resp. positiory).

We can now prove the correctness of Algoritbr8umFunTest.

» Theorem 7. Given aDsumy-automaton4, Algorithm DSumFunTest applied to A returns
YEsiff Ais functional and terminates withi®(] A|?) steps.

Sketch, full proof in Appendix. If DSumFunTest(A) returns N, it is either because a pair of
accepting states with non-null delay has been reachedhwgiies a counter-example to functional-
ity, or it finds a pair of states with two different delays, 4as not functional by Lemmial5.
Conversely, ifA is non-functional, by Lemnia 6, there exists a wardvith two accepting runs
having different values such that either no pair of statespieated twice, in which case the algorithm
can find a pair of final states with a non-null delay, or ther® jmir of states that repeat twice (take
the first that repeat) and has necessarily two differentydela which case the algorithm will return
No at line[8, if not before. <
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3.3 Functionality of Ratio-automata

Unlike Sum,Avg or Dsumjy-automata, it is still open whether there exists a good naifalelay for
Ratio-automata that would allow us to design an efficient algaritb test functionality. However
deciding functionality can be done by using a short withespgrty of non-functionality.

» Lemma 8 (Pumping). Let A be aRatio-automaton withn states.A is not functional iff there
exist a wordw such thatjw| < 4n? and two accepting rung, p’ on w such thatRatio(p) #
Ratio(p’).

Proof. We prove the existence of a short witness for non-functignarlhe other direction is ob-
vious. Letw be a word such thdiv| > 4n? and there exists two accepting ryms p» onw such
that Ratio(p) # Ratio(p’). Since|w| > 4n?, there exist states,q € Q,ps,qs € F and words
wp, w1, Wa, w3, wy SUCh thatw = wowiwewsw, andp, p’ can be decomposed as follows:
wo|(T0,c0) w1 |(r1,c1) wa|(rz,c2) w3l (r3,c3) wyl|(ra,ca)
P4 b b p p Py

/ wol(75,¢p) wi|(ry,cy) wa|(ry,c5) ws|(r3,c3) wa(ry,c))

ploar

wherer;, ¢; denotes the sum of the rewards and the costs respectivety@ubruns of onw;, and
similarly for r}, c}.

By hypothesis we know tha(tz;lzo ;) (Z?:o ch) # (Z?:o ci) - (Z?:o r}). For all subsets
X C {1,2,3}, we denote byvx the wordwgw;, ... w;, wy if X = {i; < --- < iy }. Forinstance,
w123y = w, w1y = wowiwy andwyy = wowy. Similarly, we denote by y, o'y the correspond-
ing runs onwx. We will show that there existX’ C {1, 2,3} such thaRRatio(px) # Ratio(p'y).
Suppose that for alk’ C {1, 2,3}, we haveRatio(px) = Ratio(p’y ). We now show that it implies
thatRatio(p) = Ratio(p’), which contradicts the hypothesis. For &lIC {1, 2, 3}, we let:

Lx =( > ) > ) BRx=0( Y e)( > )

1€ XU{0,4} 1€ XU{0,4} 1€ XU{0,4} 1€ XU{0,4}

By hypothesis,L{1 233 # R{12,3 and for allX C {1,2,3}, Ly = Rx. We now prove the
following equalities:

Ly 4+ Lpgy + Lpsy + Lygsy — Lpy — Ly — Ly = Lpjpes
Ry + Rpgy + Rupsy + Rpsy — Ruy — Ry — Ry = Rppgs

We only prove the equality with the values as it is symmetric for thR values. For all, j €
{0,4}, the subterm'ic; occurs once in all expressiofig;, andl +1+14+1-1—-1—1=1. For
all4,j € {1,2,3} such that # j, the subterm;c; appears once ifi(; j; and onceinL(; 5 3. For
alli € {1,2, 3}, the subterm;¢; appears once in all x such that € X, and there are exactly two
suchLx that are added to the left of the equation, one that is suttettdo the left, and one added
to the right. For instance, the subterqr) appears inl;; 5 3y, L{1,2}, L{1,33 and L. It can be
checked similarly that on the left of the equation, the coiffits for all other subterms ate

Therefore, since by hypothesis we havg = Ry forall X C {1,2,3}, we getLy; 53y =
Ry1,2,31, Which is a contradiction. Thus there existsC {1,2,3} such thatLx # Rx. In other
words, there existX C {1, 2,3} such thaRatio(px ) # Ratio(p’y ). This shows that when a witness
of non-functionality has length at least?, we can find a strictly smaller witness of functionality.
This achieves to prove the lemma. <

As a consequence, we can design a non-determifS§jace procedure that will check non-
functionality by guessing runs of length at masf, wheren is the number of states:

» Theorem 9. Functionality is decidable ifPSpace for Ratio-automata, and irNLogSpace if
the weights are encoded in unary.
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» Remark. The pumping lemma states that if soRatio-automaton with states is not functional,
there exists a witness of non-functionality whose lengthoisnded byin?, wheren is the number

of states. Such a property also holds Bisumy-automata (and is well-known f@um and Avg-
automata), but with the smaller bousd?. Those bounds are used to state the existence of two runs
on the same word such that the same pair of states is repeatetitBnes along the two runs. Then

it is proved that one can remove some part in between twoitigpstand get a smaller word with
two different output values. However fRatio-automata, three repetitions are not enough to be able
to shorten non-functionality withesses. For instancesitter the following two runs on the alphabet
{a,b, c,d} and statedqr,p, ¢, ps,qr} Wherepy, g; are final (those two runs can easily be realized
by someRatio-automaton):

al(2,2) b|(2,1) cl(2,2) d|(1,1)
proqr p p p —= Df

al(1,2) bl(2,1) el(1,1) d|(2,1)
poar q q q —> qy

It is easy to verify that the wordbcd has two outputs given byandp’ while the wordsid, abd and

acd has one output. For instance, the two rqmﬂ P M py andgy M q M)

onad have both valué.

4  Decision Problems

In this section we investigate several decision problemBiactionall -automata as defined in [10],
V' € {Sum, Avg, Dsum), Ratio}. Given twoV-automatad, B overX (and with the same discount
factor whenV = Dsum ) and a threshold € Q, we define the following decision problems:

Inclusion La<Lp holdsifforallw € &%, La(w) < Lg(w)

Equivalence Li=Lp holdsifforallw € 3%, La(w) = Lp(w)

~ v-Emptiness  L3” # @  holds if there existey € 31 such thatL 4 (w) ~ v, ~€ {>,>}

~ v-Universality v~ Ly holds if for allw € dom(A), La(w) ~ v, where~€ {>,>}.

Itis known that inclusion is undecidable for non-determsiitiSum-automata[18], and therefore

is also undecidable fokvg andRatio-automata. To the best of our knowledge, it is open whether it
is decidable foDsum,-automata.

» Theorem 10. LetV € {Sum,Avg, Dsum,, Ratio} and letA, B be twoV -automata such that
B is functional. The inclusion problethy < Lg is decidable. IV € {Sum, Avg, Dsum, } then it
is PSpace-c and if additionnalyB is deterministic, it is irPTime.

Proof. LetV € {Sum, Avg, Dsumy}. In afirst step, we test the inclusion of the domains d4inC
dom(B) (itis PSpace-c and inPTime if B is deterministic). Then we construct the proddct B

alna—ngp

as follows: (p,q) ————— (p',¢') € daxp iff p ona, p' € 64 andq UL q € é6p. Then
L4 £ Lp iffthere exists a path inl x B from a pair of initial states to a pair of accepting statefiwit
strictly positive sum ift” € {Sum, Avg}, and with strictly positive discounted sumuf = Dsum.
This can be checked iATime for all those three measures, with shortest path algoriflomSum
andAvg, and as a consequence of a resulf of [2] about single plageodnted games, f@sum,.
Let V' = Ratio. As for the other measures we first check inclusion of the dosnaThen let

04 ={x1,...,xn} andép = {y1,...,Ym}. Letra = (r1,...,r,) be the rewards associated with
the transitionsy, . .., x,, respectively. Similarly, let4 = (c1,...,c,) be the costs associated with
x1,...,T,. The vectors g andcp are defined similarly.

We define the product x B of A andB similarly as before, except that the values of transitions
are quadrupleér, c1, 72, c2) of rewards and costs of and B respectively. Lebt 4« 5 denotes the
transitions ofA x B. It is clear by construction ofi x B that any transitiort € §4«p can be
associated with a unique pair of transitionginx 6z, denoted by{a 4 (), ap(t)).
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Given a vectow = (ay,...,a,) € N* and a vectob = (by,...,b,,) € N™, we say that the
pair (a, b) fits A x B if there existaw € T and an accepting rumof A x B onw such that for all
transitionsz; € 04 (resp.y; € dp), p Visits the transitiong € J4«p such thatua(t) = z; (resp.
ap(t) = y;) exactlya; times (resp.b; times). In other words, if:; denotes the number of times
a transitiont € 04« p is visited byp, we require that for all transitions; € 6 4 and all transitions
yj € 0B, a; = » {ny |t € daxp,aa(t) = z;} andb; = > {n; |t € daxp,ap(t) = y;}. We
denote byF'(A x B) the set of pairga, b) fitting A x B. By using Parikh’s theorem, it is easy to
show thatF'(A x B) is a semi-linear set which can be effectively representatiesolutions of a
system of linear equations over natural numbers. We fin&find the sel” as follows:

I'={(a,b) | (a,b) € F(A x B),a.ra - (b.cg)’ > a.ca-(brp)’}

where. denotes the pairwise multiplicationthe matrix multiplication, and” the transposite. It
is easy to check that # o iff Ly £ L. The sefl’ can be defined as the solutions over natural
numbers of a system of equations in linear and quadraticddira. in which products of two
variables are permitted). It is decidable whether such gesybas a solution [25, 14]. <
There is no known complexity bound for solving quadraticaens, so the proof above does
not give us a complexity bound for the inclusion problem afdtionalRatio-automata. However,
thanks to the functionality test, which is PSpace for Ratio-automata, we can test equivalence
of two functionalRatio-automatad; and A, in PSpace: first check inPSpace that donfA;) =
dom(Az) and check that the union of; and A, is functional. This algorithm can also be used for
the other measures:

» Theorem 11. LetV € {Sum,Avg, Dsum,, Ratio}. Equivalence of functiondl'-automata is
PSpace-c.

» Theorem 12. Letr € Q. The> v-emptiness (resp> v-emptiness) problem is iRTime for
Sum-, Avg-, Ratio-, andDsumj-automata (respSum-, Avg-, andRatio-automata).

It is open how to decide v for Dsumy-automata. Dually:

» Theorem 13. Letv € Q. The> v-universality (resp> v-universality) problem i$Space-c
for Sum-, Avg-, Ratio-, andDsum-automata (respSum-, Avg-, andRatio-automata).

5 Realizability

In this section, we consider the problem auiantitative language realizability The realizability
problem is better understood as a game between two playersPlayer input’ (the environment,
also called Player) and the 'Player output’ (the controller, also called Plag®. Playerl (resp.
PlayerO) controls the letters of a finite alphat¥t (resp.Xo). We assume thatp N ¥X; = @ and
thatX, contains a special symbg! whose role is to stop the game. Welet= ¥p U ¥;.

Formally, the realizability game is a turn-based game playean arena defined by a weighted
automato = (Q = QoWQr, g0, F,0 = 6;Udp, v), whose set of states is partitioned into two sets,
do CQoXxToxQr,dr CQrxXrxQp,andsuchthatdofd) C (X\{#})*#. PlayerO starts by
giving an initial letteroy € >, Playerl responds providing a lettég € >, then Playe© giveso,
and Playel responds;, and so on. Play&p has also the power to stop the game at any turn with the
distinguishing symbo¥#. In this case, the game results in a finite wooghio) (0141) . . . (0i,)# €
¥*, otherwise the outcome of the game is an infinite wekd)(0171) - - - € £¥.

The players play according to strategies. A strategy foydtl@ (resp. Player) is a mapping
Ao (ZoXr)* — Yo (resp. Ar : Zo(X1X0)* — Xj). The outcome of the strategies), A
is the wordw = ogigo14; ... denoted byoutcome(Ao, A7) such that for alb < j < |w| (where



10

Quantitative Languages Defined by Functional Automata

|lw| = +oo if wis infinite),0; = Ao(0oio .. .3;—1) andi; = A(ogio . .. 0;), and such that i = o;
for somey, thenw = ogip ... 0;. We denote by\o (resp. A) the set of strategies for Playér
(resp. Player).

A strategydo € Ao is winning for PlayerO if for all strategies\; € Aj, outcome(Ao, Ar)
is finite andL 4 (outcome(Ap, A;)) > 0. Thequantitative language realizability problefor the
weighted automatod asks whether Play&p has a winning strategy and in that case, we sayAhat
is realizable

Our first result on realizability is negative: we show thas iitndecidable for weighted functional
Sum-, Avg-automata, anéRatio-automata. In particular, we show that the halting problendie-
terministic2-counter Minsky machines _[19] can be reduced to the quaintteanguage realizability
problem for (functionalBum-automata (respAvg-automata).

» Theorem 14. LetV € {Sum,Avg, Ratio}. The realizability problem for functional weighted
V-automata is undecidable.

The proof of Theorer 14 (in Appendix) relies on the use of adederministic weighted auto-
maton. Indeed, as stated in the next theorem, the quawditinguage realizability problem is
decidable for the four measures when the automaton is digtistio, in NP N coNP (see Appendix),
though memoryfull strategies are necessary for winningetgames.

» Theorem 15. The quantitative language realizability problem for depémistic weighted -
automatal € {Sum, Avg, Dsum, Ratio}, is in NP N coNP.

6 Determinization

A V-automatord = (Q, g1, F', 0, ) is determinizabléf it is effectively equivalent to a deterministic
V-automatoh. V-automata are not determinizable in general. For examplesider the right
automaton on Fid.]1. Seen aSam, Avg or Dsum,-automaton for any, it cannot be determinized,
because there are infinitely many delays associated witpahef stateqp, ¢). Those delays can
for instance be obtained by the family of words of the farfn

We show that it can be decided whether a functiddedutomaton is determinizable féf €
{Sum, Avg, Dsum, }. However, it is still open foRatio-automata, for which we do not have an
adequate notion of delay.

To ease notations, for alf-automatonA over an alphabeE, we assume that there exists a
special ending symba# € ¥ such that any wordv € dom(A) is of the formw’# with w’ €
(S —#)".

Determinizability is already known to be decidabléifime for functionalSum-automata[16.
Determinizable functione8Bum-automata are characterized by the so caflgdning property that
has been introduced for finite word transducers [11]. Twtesta g aretwinnedif both p andq are

w1 |ny wa|na

co-accessible and for all words,, w, € ¥*, for all ny,ne, my,ms € Z, if g —— p

’LU1|7TL1 ’LU2|7TL2

andq; —— ¢ —— ¢, thenns = ms. In other words, the delays between the two runs cannot
increase on the loop. If all pairs of states are twinned, thisnproved that the number of different
accumulated delays on parallel runs is finite. The detematign for Sum-automata extends the
classical determinization procedure of finite automatdnwdiélays. States are (partial) functions
from states to delays. Clearly,Sum-automatonA is determinizable iff theAvg-automatonA is
determinizable. We can even use exactly the same deteationizprocedure as f&um-automata.

3 With the existence of an ending symbol, the notion of deteizability corresponds to the notion of subsequential-
izability [11].
4 See[[17[15] for determinizability results on more genel@ses oBum-automata.
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» Theorem 16 ([16]). It is decidable inPTime whether a functionabum or Avg-automaton is
determinizable.

We now explain the determinization procedure@mum)y-automata.

» Definition 17. We say that two states ¢ aretwinnedif both p andq are co-accessible and for
all wordswy, wy € ¥*, for all runspy : qr —= p, pa : P — 0, Pl 2 Q1 —= ¢, ph : ¢ — q, We
havedelay(p1, p1) = delay(p1p2, p15)-

A Dsumjy-automatonA satisfies thewinning propertyif all pairs of states are twinned. We
show that the twinning property is a decidable charactdoraf determinizable function&sum -
automata. First, we prove that it is decidabléf@pace:

» Lemma 18. Is it decidable inPSpace whether aDsum-automaton satisfies the twinning
property.
We denote byD the set of possible delays between two runsipf.e. D is the set of delays

delay(p, p’) for all runsp, p’ on the same input word, such that the last states afid ' are both
co-accessible.

» Lemma 19. If the twinning property holds, the is finite of size at mogk|/@l”.

Proof. As delays must be identical on parallel loops, any delay @aliained with some pair of
runs of length@|? at most (on longer pairs of runs, there must exist a paraltg with identical
delays that can be removed without affecting the value ofjithkbal delay of both runs, see Lemma
of the Appendix). <

Determinization Assume that the twinning property holds. We define a deteématiion procedure
that constructs from a function&sumy-automatond = (Q, qz, F,0,~) a deterministidDsum -
automatond,; = (Qu, f4, Fu, 04, 74). Wlog we assume that all states are co-accessible (otterwis
we can remove non co-accessible states in linear time). \Weedg@’ = D (which is finite by
LemmdD), the set of partial functions from stafeto delays.We lef; : ¢; — 0 andF” is defined
as{f € Q' | dom(f) N F # @}. Then, given partial functiong, f' € Q" and a symbot € %, we

let:

Vifa ) = win{aq) g € donif) A fg.aq) € 0)
(fya,f)ed iff forall ¢ € dom(f’) there existg € dom(f) such thaiq, a,q’) € é and
f/(q/) = @ + 7(q7 a, q/) - ,-y/(f’ a, f/)

Let Q4 C Q' be the accessible statesAf:= (@', f7, F’,d','). We definedq = (Q4, fd, dasVa)
as the restriction ofl’ to the accessible states.

» Lemma 20. If the twinning property holds4,; and A are equivalentA, is deterministic and
hasO(|5|!@l) states.

The proof is based on the following lemma:

» Lemma 21. Letf € Qg4 be state ofd,; accessible by a rup; on some wordv € ¥*. Then
dom(f) is the set of stateg such that there exists a run an reachingq. Moreover, ifg €
dom(f) andp is a run onw reachingq, thenf(q) = max{delay(p,p’) | p’ isarunofA onw} =
Dsuma(p) — Dsuma(pa)
Alwl
If the twinning property does not hold, we show tiats infinite and thatd cannot be determin-
ized. Therefore we get the following theorem:

andDsum ) (pq) = min{Dsumy (&) | £ is a run of A onw}.

» Theorem 22. A functionalDsumy-automaton is determinizable iff it satisfies the twinninggp
erty. Therefore determinizability is decidableRSpace for functionalDsum,y-automata.
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A Quantitative Languages and Functionality

A.1 Functionality and Unambiguity

» Lemma 23. LetV € {Sum, Avg, Dsumj, Ratio}. For all functionalV-automaton with. states
we can construct an equivalent unambigudisautomaton withO(n.2™) states.

Proof. Our proof is independent on the measure. Uet= (Q,qy, F,,~) be a functionalV -
automaton. We order the transitionsidfy a total order denoted by;s. We construct an equivalent
unambiguous automatotl = (Q’, ¢;, F’,d’,+), where:

Q' =Qx2%;

q; = (q1,9) ;

F'=Fx{PCQ|FNP=2},;

v ((p P)ya, (0, P)) = v(psa,p')

Before definingd’ formally, let us explain intuitively the semantics of thatss inQ’. The
automatonA’ will guess a run of4 on first state component (called therrent run). A pair (p, P)
represents the stapeof current run in the original automatehwhile P represents the states reached
by all the runs that are greater than the current run (for terac s lexigraphically extended to runs).
At the end of the word, the run is acceptingjffs accepting and there is no accepting stat®.irn
other words, a run oft’ on a wordw is accepting iff the run it defines on the first component is the
smallest accepting run of onw.

When a new letter: € X is read,A’ guesses a transition fropnto some statg’, and goes to the
state(p’, Sp U Sp.4 /), WhereSp are the successor states ofby ¢ on the inputa, andsS, ,
are all the states reached frgnby a transition or bigger than(p, ¢, p’).

Formally,((p, P),a, (p’, P")) € &' iff

(p,a,p') €0
Pr=A{q'|3¢€ P (g,a,¢) € 53 U{p" [ (p,a,;p") €6 A (p,a,p') <5 (p,a,p")}-

It is clear by construction that and A’ defines the same domain. Akis functional, they also
define the same function, because the value of a word is egjtia¢ tvalue of any run on it, and in
particular to the value of the smallest run. <

B Functionality

B.1 Proof of Lemma 5]

Proof. Consider a co-accessible pair of states;). Assume thatp, ¢) admits two delayd, ds.
We show that ifA is functional, thenl; = do. Letp; : qo ~ p, py : qo ~> q (resp.pz : qo ~3 p,
ph : go ~3 ¢) be two runs witnessing the deldy (resp.ds), i.e.:

Dsumj (p2) — Dsumy(ph)
Mw2|

Dsumjy(p1) — Dsumy(p})

Mwil = d,

:d2

Since(p, q) is co-accessible, there exists a wardnd two rungz : p ~ f € F, ph : g~ f' € F.
Moreover, the hypothesis of functionality ehimplies:

Dsumy (p1ps) — Dsumy(pp5) =0 1)

Dsumy (p2ps) — Dsumy(p5p5) = 0 2
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Letvig...v1,m (r€SP.v] g .. V] my V3,0--- V30, V30 - - - U3;) the sequence of weights occuring
alongp; (resp.p, ps, ph), wherem = |wy| — 1 andl = |u| — 1.
Then, Equatiofi]1 implies:

m 1 m .
Z Ul,i}‘i + At Z U3,i)\i = Z Ull,z')\i + Al Z Ué_’i)\i 3)
=0 =0 i=0 =0

Letvap...v2, (resp.vy ... v5 ,) be the sequence of weights occuring algadresp. p,), where
n = |ws| — 1.
Then, Equatiofil2 implies:

3t ‘]L = 30 X+ A i vh N (4)
i=0 i=0 i=0 i=0
Equation$B and 4 yield:
(i v N — i v’l_’i)\z = ™+l i vh 1)\1 i v3,i\Y) (5)
i=0 i=0 i=0 i=0
(i Vg A" — i Ué,i)\i) = )\"Jrl(i vé,i)\i - i v3,i\Y) (6)
i=0 i=0 i=0 i=0

Dividing both the members of Equatigh 5 By**! and both the members of Equatidn 6 &,
and finally subtracting the obtained results, we get ourighes

Dsumy(p1) — Dsumx(p})  Dsumy(p2) — Dsumy(p5)
)\|u71\ - )\|u72|

B.2 Proof of Lemma €[]
We first prove the following key result:

» Lemma 24. LetA = (Q,qs, F,0,v) be aDsumy-automaton. Letv;, ws, ws € ¥* such that
there exisp, p’, ¢, ¢’ € @ and the following runs:

. w1 . w2 . w3
pr:qr—p pP2:p—pP pP3:p—>(q
/ wq / ;) W2 / ;) W3 /
prL:qr —p p2:p —p pP3:p —(q

and such thadlelay(p1, p}) = delay(p1p2, p1p5). Thendelay(p1p2ps, p1p2ps) = delay(p1ps, pips).

Proof. By hypothesis, we have the following equality:

Dsumy (p1) 4+ Al“1IDsumy (p2) — Dsumy(p}) — A“11Dsum (p5) ~ Dsumy(p1) — Dsumy(ph)
w1 +|wz] B Mwil

(7)

which implies:

Dsumy (p1 )+t Dsumy (p2) —Dsumiy (p}) =A@t Dsumy (ph) = Al“2l(Dsumy (p1)—Dsumy (p5))
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(8)

By definition of the delays, we have:
delay(p1p2ps, p1p2ps) =

Dsumy (p1) + Al“1Dsumy (p2) + A“12lDsumy (p3) — Dsumy (p}) — A1 Dsumy (ph) — Al“12IDsumy (pj)

)\\wywzwg\

(9)

Thanks to Equatiof] 8, it can be simplified into:

Mwzl(Dsumy (p1) — Dsumy(p})) + Alw1w2IDsumy (p3) — Alw1w2IDsum) (pf)

Mwiwaws|

delay(p1p2ps, piphps) =

(10)
We can now simplify this expression By*2| and we get:
Dsumy(p1) — Dsumy(p}) + At IDsumy (p3) — Al“tIDsumy (p4
delay(p1p2p3, piphph) = (p1) G ool ( (p5) (11)
which exactly meansdelay(p1 p2p3, p) phps) = delay(p1ps, pip5)-
<

Lemma Bl Letw € dom(A) such thatR 4 (w)| > 1. Clearly, there exist two runs p’ onw such
that Dsumy(p) # Dsumy(p’). Moreover ifp andp’ can be decomposed so that the premises of
Lemmal24 are satisfied, then we can find a strictly shorter wtid two runs on it which have
different delays. We can repeat this operation until thdgyjobLemmd$ are satisfied. <

B.3 Proof of Theorem 7]

Proof. We start to prove thatl is not functional iff DSumFunTest(A) returns No.
(<) The following invariant holds overall the execution of #ilgorithm: If the stackS contains
the pair((p, q), d), then(p, q) is co-accessible and admits two rung : q; — p,p’ : q1 — ¢ such

D -D . . . .
that sum(p) o] sum () = d. This can be proved by a simple inductive argument on the mumb

of iterations of thavhile loop at Lin€3. Suppose thBtSumFunTest(A) returns No. There are two
cases to consider. If the pdifp, q) € F?,d # 0) is popped from the stack, then it witnesses the
existence of two accepting rups qr — p,p’ : qr — qin A for which Dsumj (p) — Dsumy (p') #
0. Thus,A is not functional. In the second case, the f@§ir, ¢), d) popped from the stack witnesses
that A admits two delays for the co-accessible pair of stgteg). By LemmdD, this implies that
is not functional.

(=) Let A be a non functionaDsum -automaton. By Lemnid 6, there exists a warduch that
A admits two rung : q; — qr € F,p' 1 q1 — ¢y € F onw such thaDsum,(p) # Dsumy(p’).
Suppose that for all positioris< j, (pi, ¢;) # (pj, g;)- In that casedSumFunTest(A) will output
No at Line[ (if not before). Otherwise lét be the least position on the two runs’ such that there
existsi; < io such thap (resp.p’) reach the statg (resp.q) at positions; andi,. By condition(iz)
of Lemma[®, the delays are differentiatandi, and therefordSumFunTest(A) will determine
that A is not functional at Lin€l6, after processipgy’ upon position, (if not before).

This algorithm terminates as any pair of states is visitad@dt twice. It is well-known that co-
accessible states of a finite automaton can be computedeiar ltrme. We can apply this procedure
on the product ofd with itself to compute the co-accessible pairs of statesisdgatic time. <«
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B.4 Proof of Theorem 9]

Proof. We give an non-determinist@oPSpace (and henc®Space) algorithm to test non-functionality.

By the pumping lemma, if a ratio-automaton withstates is not functional, there exists a word of
length at mostin? with two different values. We use the following non-detenisiic iterative al-
gorithm: non-deterministically choose two transitiongarallel on the same input letter and count
the current length (up tdn?), and compute the current respective rewards and costsedfath
current runs. Non-deterministically choose to stop befbeelength exceeds$n? and check that
the reached states are accepting and that the respectivefdihe two chosen runs are different.
We therefore need to store the two current states, rewardasuihcost sum, which are bounded by
4n? M, and4n?M,., whereM, andM, are the maximal reward and cost (in absolute value). Those
sums are represented in pspace, and in nlogspace if thetaweaighunary encoded. <

C Decision Problems

C.1 Proof of Theorem 12]

Proof. For Dsum, automata, we show that7” # 0 iff Player 0 has a strategy to ensure a
play fromwvy with discounted sum greater thanin the one player (infinitepsum, gamel’ =
(V,E,w,(Vy, V1)), where:

V={plpeQATwe X (p~> feF)}

Vo=V,Vi=10

E={VxEuxV)n{(pap)|pap)edtu{lp.C.p)|pe€F}) where( ¢ Yisa

fresh symbol

Foreache = (p,a,p’) € E: If (p,a,p’) € 0, thenw(e) = y(p, a,p’), elsew(e) = 0.
Once proved the above equivalence, our complexity bouridwsleasily, since checking wether
L7" # (0 reduces to solving & playerDsum, game (that is irPTime [2]).

(=) If L7¥ # 0, thenA admits an accepting run: ¢} = ro ~ 7, € F suchthaDsumy (y(r) >
v. By construction]" admits an (infinite) patl with a positive discounted sum, i.e. Playehas a
(memoryless) strategy to win the one-player discounted gamerl .

(<) S uppose that Playérhas a strategy to win the one-player discounted sum daniet p
be an infinite path of consistent with a winning strategy for play@&r ThenDsum) (r) > 0. Let
W be the maximum absolute weightlin For each prefix; of lengthi of » we have:

Dsumy(r;) + % > Dsumy(r) =

WA
1-A

Dsumy(r;) > Dsumy(r) — (12)

1—
By construction, each path in can be extended to reach a)\nodaﬂln Letr, =ry...7, € F be
such a continuation of . By Equatior .12, our choice of guarantees th&sumy (r;) > v. Since
A is functional,” witnesses the existence of a wardsuch thatl 4 (w) > v.

For Sum automata, letd be aSum-automaton.L%” # 0 iff A admits a path to a final state
whose sum of the weights is v. This can be easily checked RTime, using e.g. a shortest path
algorithm (once the edges have been reversed).

For Avg-automata, letd be anAvg-automaton. We can assume= 0 since the~ v-emptiness
problem for Avg-automata reduces to the 0-emptiness problem fofvg-automata, by simply
reweighting the input automatonl [5L.%° # () iff A admits a path to a final state whose sum of the
weights is~ 0, that can be easily checkedRTime.

SinceDsum (r) > v, there exist$* such thaDsum) (r)— > vthatimpliesDsumy () > v.
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Finally, let A be aRatio-automaton, letr = ™ " \We consider th&um automatonA’, where

each edge ofl having reward- and cost is replacned by an edge of weight — c¢m. It can be easily
proved thatL ;" # 0 iff LY # (.
<

C.2 Proof of Theorem 13 ]

Proof. Let A be aV-automatonV € {Sum,Avg, Dsumy} and consider the> v-universality
(resp. > v-universality) problem fol/-automata. We check wether admits an accepting run
with V(v(r)) < v. This can be done iPTime for V' € {Sum—, Avg—, Ratio, Dsumy—} (resp.
V € {Sum—, Avg—, Ratio}), with a procedure similar to the one applied in the proof bédrem
12. <

D Realizability
D.1 Proof of Theorem 14 ]

Proof. A 2-counter machiné/ consists of a finite set of control stat6san initial states; € S,
afinal statesp € Q, a setC' of counters [C| = 2) and a finite sef,, of instructions manipulating
two integer-valued counters. Instructions are of the form

s: c:=c+1goto s

s: if ¢=0thengoto s’ elsec := ¢ — 1 gotos”.

Formally, instructions are tuplés, o, ¢, s’) wheres, s’ € S are source and target states respectively,
the actionn € {inc, dec, 0?7} applies to the countere C. We assume tha¥/ is deterministic: for
every states € S, either there is exactly one instruction «, -, -) € dpr anda = inc, or there are
two instructiony s, dec, c, ), (5,07, ¢, ) € dpr.

A configurationof M is a pair(s,v) wheres € S andv : C — N is a valuation of the counters.
An accepting run of M is a finite sequencer = (s0,v0)d0(s1,v1)01 - ..
On—1(8n,vn) Whered; = (s;,a;,¢i,841) € dp are instructions ands;, v;) are configurations
of M such thatsy = sy, vo(c) = 0forallc € C, s, = sp, and for all0 < ¢ < n, we have
vi+1(c) = wvi(c) for ¢ # ¢;, and(a) if a = inc, thenv,11(c;) = vi(e;) + 1 (b) if @ = dec,
thenvi(ci) 7& 0 andviﬂ(ci) = UZ'(CZ') -1, and(C) if =07, thenviﬂ(q) = Ui(Ci) = 0. The
correspondingun traceof 7 is the sequence of instructioftis= 6y ...d,_1. Thehalting prob-
lemis to decide, given a 2-counter machihg whetherM has an accepting run. This problem is
undecidable [19].

Given a2-counters (deterministic) machind, we construct a functional weighted functional
Sum-automatond = (@, qo, d,7) (resp. Avg-automata), wher€) = Qo U Qr, X = Yo U X;
andé C @Q x ¥ x Q such thatM halts if and only ifL(A) is realizable. In particulad.p = dxs
and a strategy € Ao for PlayerO is winning if and only if for each\; € Aj, the projection of
outcome(m, v2) ONto X is an accepting run af/. The alphabek; for Player! is the set of letters
21 = {go} U (U;= »{cheatCi+ cheatCi}) U (Uy<, |5 {cheatR:s}). The role of Player is that
of observing the play of Play&y and detecting whether he faithfully simulatés or he cheats. In
details, if PlayerO cheats by declaring thieth counter equal t® when it is not (positive cheat),
then Playerl can use the actiooheatCi+ i € {1,2}, to force all the runs but one (with weight
< 0) to die. Similarly, if PlayelO cheats by decrementing a counter with value zero (negativaty
or on the structural properties of a run bf, then Player can win by playing the corresponding
observing action cheatCi; for negative cheats on countee {1,2}, or cheatR:sffor a cheat on
the run through\/ detected at statej.

The automatorA consists of a nondeterministic initial choice betweeneadéht gadgets, de-
scribed below. Each gadget checks one of the propertieseofafjuence of actions provided by
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Figure 2 Gadget to check positive cheats Figure 3 Gadget to check negative cheats

PlayerO, and verify whether Playad simulates faithfullyM or he eventually cheats. Due to the
initial nondeterministic choice, each final state (in ondhaf gadget) is accessible throughout the
evolution of the play and Play&p has to ensure that all the properties checked in the gadgets a
fulfilled. Otherwise, Playef will have the ability to kill all the runs but one, and to enstinat the
only surviving run (in the appropriate gadget) reaches tied tate with weigh 0.

In particular, Figuré2 represents the gadget to check digosheat on counter, ; € {1,2}.
Player! observes the inverted value of the courntiéiroughoutthe path o simulated by PlayeD.
Whenever Playe® declares that countéiis equal ta), Playerl can use the actiocheatCi+to kill
all the runs inA but the one within the observing gadget. The evolution ohsun up tacheatCi+
will have a negative value (corresponding to the invertddevaf the observed counter) if Play@r
was cheating. Hence, as soon as Playeplayest it will end in a final state with weigh& 0.
Symmetrically, the gadget for checking negative cheatsrésented in Figurg 3) uses the weights
on the edges to store the value of the observed counter. JéRla cheats decrementing counter
when its value i9), Playerl can use the actiocheatCi-to kill all the runs but the one (with negative
value) in the gadget observing negative cheats.

Finally, Playerl can use the gadgets in Figuré§5—6 to detect any structugat chmmitted by
PlayerO. If Player O initially provides an action different frorso, _, _,_), PlayerI can punish
him by playing actiorcheatR:sO Similarly, if PlayerO provides two actions that do not induce a
(sub)-path inM, PlayerI can punish him within the gadget in Figdide 6.

The automatord will contain a gadget to observe positive/negative cheatsich counter
1 € {1,2}, a gadget to observe a structural cheat for each stateS that can be traversed by a
path inM, and a neutral gadget (represented in Figlire 4), where Plasienply observes the run
provided by Playe© and let such a run to reach a final state as soon as Rlapesvides an action

('7'7'7
s

SH), 0
0,0 fg,1
go,0
90,0

Figure 4 Neutral gadget.
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go, 0
(507‘7‘7 )70 0_70
start
b S0,y 70

\ {(s0, )} 0
go,0

O cheatR : s0,—1
0,0

Figure 5 Gadget to check that Playémplays(so, -, -, -) at the beginning.

simulating a step toward the halting stateldéf The proof is concluded by showing thiat halts iff
PlayerO has a strategy to win the realizability game4nNamely, we show that Playér wins the
realizability game iff he provides a word which corresponds to an accepting runidf(and then
stop the game).

(=) Suppose that/ halts. Letr be the run of\/ leading to the halting state, and consider(r) €
Ao, wherelo () denotes the strategy for Play@rinduced byr, in which Playe© provides the
word 7 and then stop the game. L&t € A;. There are two cases to consider.

1. Inthe first case); does not provide any action in:

(| J {cheatCi+ cheatCi{) U ( | J {cheatR:s})

i=1,2 0<5<]5|

Then, the only run to a final state iis the one within the neutral gadget, having weight
2. In the second casey contains an action il J,_, ,{cheatCi+, cheatCi}). Let « be the first
action in(Ui:LQ{cheatCi-h cheatCi}) on ;. There is only one gadget allowing a run contain-
ing a. Sincer is faithfully simulating/, such a run leads to a final state in the corresponding
gadget with value> 0.
Note that\; can not contain an action € (U, ;. s {cheatR:sj). In fact, Player can never play
cheatR:sj since Playe) does not commit any structural cheat on the furHence, we conclude
thatvA; € Ar(La(outcome(Ao(m), Ar) > 0).

go,0

(5i7 ERE) ')7 0

: go,0
g0,0 (Sj;ﬁia'a'a')ao
£,0 o,0
cheatR : s;,—1 90,0

Figure 6 Gadget to check cheats along the run.
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(<) Suppose that the strategy, € Ao is such thatvA; € A;(La(outcome(Mp, Ar) > 0). By
construction ofA4, Ao allows Playerl to survive in the gadgets for detecting positive, negative o
structural cheats if and only if the projection of the outeoomtoX is a faithful simulation of a run
in M. If Player! can not use an action iftJ;_; ,{cheatCi+ cheatCi}) U (U, < ;s {cheatR:s})
to win (using the gadget targeted to check the corresporatiagt), the only remaining strategy for
Player! is playing indefinitely—cheat. In that case, Playad wins only if he eventually provides
an action simulating a step leading to an halting statd/irfand then stop the game). Thus, our
hypothesis entail thaty consists in providing a run fal/ that leads to a final state, witnessing that
M halts.

<

D.2 Proof of Theorem 15 ]

Proof. We first consider the case of determiniSiem-automata. Letl = (Q = QoWQr,qr1, F, 6 =
drUdo,v) be a deterministiSum-automaton. Without lost of generality, we assume thabntains
only one accepting state denotedbwhich is absorbing. Then we considéias a finite state game
arena and compute the set of states ) from which playerl can force a visit to the accepting
statef. Note that from any statein S, playerl has a strategy to force a visit fowithin n steps,
wheren = |@Q|. Note also that by determinacy, the complement of this siitaset of states ol
from which player2 has a strategy to prevent a visit fo Clearly, playerl has to avoid the states
in @ \ S at all cost and so they can be removed frdmLet A’ be A where we have kept only the
states inS.

Now, we construct fromd’ a finite tree as follows. We unfold’ and stop a branch at a node
when:

it is labeled withf and the sum of the weights on the branch up to the node is emual 0,

it is labeled by a state that already appears on the branch from the root to the nodeai\the

node wherey already appears ttancestornof the leaf.

Let us notel the set of leafs of this finite tree. We then partition thedegfthis tree intd_;, the set
of leafs that are good for playérand L., the set of leafs that are good for player’; contains:

(C1) the leafs that are annotated witrand for which the sum of weights is strictly positive and

(C9) the leafs labeled with a repeating state and for which the sweights from the root to

the leaf is strictly larger than the sum of weights from thetrto the ancestor.

Ly = @\ L, are the leafs that are good for playzrNow, consider the game played on this finite
tree where player wants to reach.; and player wants to reacli,. The winner in this game can
be determined by backward induction. We claim (and provévbé¢hat playerl win in this finite
game tree iff he wins the original game.

Assume that player wins the finite game tree. We show how to construct a winniragesy in
the original game. The strategy is built as follows. In thigioal game, playet plays as in the final
tree up to the point where he reaches a leafi(ii. If the leaf is of sort defined i€, above then
we know that playet has won the original game. Otherwise, we know that the sumisaivictly
greater than the sum up to the ancestor of the leaf that werbaebed. Then playércontinues to
play as prescribed by its winning strategy in the tree fromahcestor. Continuing like that, each
time that the game arrives at a leaf, the sum of weights hiaigtncreased from the last visit to that
leaf. As a consequence, after a finite amount of time, the silirbaevstrictly larger tham - | — W|
where—W is the smallest negative weight if. From that point, playet can use his strategy that
forces the stat¢ and reach it with a sum that is strictly positive (this is besmhe can forcg within
n steps).

Now assume that player wins the finite game tree. We show how to construct a winning
strategy in the original game. The strategy simply follois strategy of playet in the finite tree
by applying the strategy from the ancestor when reachingfafes only leaf inL, are reached when
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playing that way, we know that the sum on successive visitsfieating states is non-increasing. As
a consequence, as playlecannot force a visit to a node labeled wifrand a strictly positive sum
in the finite game tree, we know that this will not append indghiginal game neither when player
plays its strategy.

This proof clearly establishes that the problem belongsRan coNP as we can guess for the
winning player one edge per states and verifies in polynotiria that this leads to a winning
strategy in the original game. Nevertheless, note thatgplaypeeds memory to win in the original
game as he has to verify that he has reached a sufficientlyshighbefore applying the strategy that
forces the visit tof.

As for the previous resultdvg games can be reduced easilyS38om games, and as for the
guestions about thresholdgatio games can be reducedAog games.

We now turn to the case @fsum,. The solution foDsum, is obtained by first removing from
A all states from which player cannot force a visit tgf. As above, we note the game where those
states have been removed AY Then, we consided’ as an (infinite) discounted sum game where
player1 tries to maximize the value of the discounted sum while pl&y&ies to minimize this
value. Letv denotes the value of the initial staje in that game. We claim that play@mwins the
initial game iff the valuev in ¢; is strictly positive. Indeed, if playelr has a winning strategy in the
original game, i.e. a strategy to force the game iftwith strictly positive discounted sum, then by
playing this strategy in the discounted sum game, the iefidiscounted sum will be equal to the
discounted sum up t@ as from there only the self loop ofis crossed and its weight is equal to
0. Now assume that playdrhas a strategy that force a value> 0 in the discounted sum game.
Then by playing that strategy farsteps in the original game withlarge enough to make sure that
ANW + - 4+ X+ is small enough, he will be able to switch to its strategy fbatesf after at
mostn steps and ensure to reaghwith a strictly positive discounted sum. As infinite discoeoh
sum games are iNNP N coNP [2] and since our reduction is polynomial, we also get thaitdin
reachability discounted sum games ar&linN coNP. <

E Determinization

E.1 Proof of Lemma 18]
We prove the following short witness property for the twimgpiproperty:

» Lemma 25. Let A be aDsumy-automaton. IfA does not satisfy the twinning property, there
exist two wordsv;, wo € X* such thafw, | < 2|Q|2 and|wz| < 2|Q|2 two statesp qe quch that
p andq are both co-accessible, and rups : q; —= p, p2 : p — P, Pl G —= q, ph g — ¢,

such thatdelay(p1, p1) # delay(p1p2, p1p5)-

Proof. Suppose thatws| > 2|Q|? (the casgw;| > 2|Q|? is proved exactly the same way)
and thatw;ws witnesses that the twinning property does not hold by the@ehgosition into runs
01, P2, 1, P @s in the premisses of the lemma. We will show that we canshdine rung,, p; and
still get a witness that the twinning property does not hold.

Since|ws| > 2|Q|?, there is a pair of state’, ¢') that repeat three times along the two parallel
runsp, andps, i.e. we can be decomposed agwswiw) andps andp, can be decomposed as
rirersry andriririr) respectively, where:

LW Lo Waoy Ly Ws oy L
rLip *p T2 p »p T3P *p T4l D Y

’ 7 ’ ’

r, Wy roL o W2y 1o Wy 1o Wa
g *q  To g *q T3¢ »q  Tylp > q

Note thatry, ] andry, ), may be empty (in this cage= p’ andq = ¢'), butrg, s, r, 75 are
assumed to be non-empty.
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Now, there are two casestlay(pir1, pir}) # delay(pirira, piri75) and in that case the word
wiwjws is a withess that the twinning property does not hold, andvjws| < |wiws|. In the
second case, we hadelay(pir1, piry) = delay(piri72, pi7i75), but in that case, we can apply
Lemmd& 24 and we gelelay(p1rirsra, piririr)) = delay(p1pe, piph). Thereforedelay(ps, p)) #
delay(p1mir3ra, pyririrs) andwiwjwiw) is a shorter witness that the twinning property does not
hold.

We can iterate this reasoning until we find a witness whose sitisfy the premisses of the
lemma. |

We are now ready to prove Lemial 18:

Proof of Lemma 18.] We define a non-determinis®Space algorithm to check whether@asum-
automaton does not satisfy the twinning property. The idda guess two runs on the same input
word of size at most|Q|? and two positions in those runs, and check the pair of stattredwo
positions are equal and that the respective delays aredtiffe This algorithm uses a polynomial
space (denomitors of the forxi! are stored in polynomial space) and thanks to Lerfima 25, is
correct. <

E.2 Proofs of Lemma 21 and Lemma 20Q_]

We prove a stronger version of Lemind 21.:

» Lemma 26. Let f be an accessible state df; by a runp; on some wordv € X*.
Then the following hold:

1. dom(f) is the set of stategsuch that there exists a run amreachingg;
Dsumy(p4T) = min{Dsumy (&) | £ is a run of A onw}.
3. If ¢ € dom(f) andp is a run onw reachingg, then

Dsumy(p) — Dsumy(paT)
Alwl

f(q) = max{delay(p, p') | p isarunofA onw} =

4. Forall f/: Q — Qandalla € ¥ such that dortyf’) = {¢’ | 3¢ € dom(f), (q,a,q’) € 6} and
for all ¢ € dom(f’):

()= @ +v(q,a,q") —va(f,a, f') for someg € dom(f) such that(q, a,q’) € &

we havef’ € Qqand(f,a, ') € d4.

Proof. The five statements are proved by induction®h It is clear wherjw| = 0.

Suppose thdtw| > 0 andw = w’a for somea € X. Letp, : f1 W, f be arunofd,; onw’ and
let f such that f, a, f') € 04, andty = (f, a, f').

- The first statement is obvious by induction hypothesis anddfinition of 4.

- The second statement is proved as follows:
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Dsum,\(pd )
= Dsumx(pa) + A"lra(T)
= Dsumy(pg) + AVl m1n{(T +7(q,a,q") | ¢ € dom(f) A (¢,a,q’) € 6}
Dsum — Dsum
A ))\‘w‘ A0a) | g,0,q') | g € dom(f) A (.0.) € 6)
by induction hypothesis and for some roin gy w, g. This is independ on the choice
of p as any rurp’ reachingg onw’ satisfiedDsum (p’) = Dsumy(p), asA is functional
andgq is co-accessible.
= Dsumy(pg) + min{Dsumy(p) — Dsumy(paq) + A"Iv(q,a,¢") | ¢ € dom(f) A (g,a,q’) € 5}
= min{Dsumx(p) + N*lv(q,a,¢') | ¢ € dom(f) A (¢,a,q') € 6}
min{Dsumy(p(q,a,q’)) | ¢ € dom(f) A (g,a,q’) € §}
min{Dsumy () | € is arun onw}
(as it is independ on the choice gf

= Dsumy(pg) + A min{

- The third statement is proved as follows: lgéte dom(f').

flid) = @+v(q,a,d)*7d(ﬁa,f’)

(for someg € dom(f) such tha{q, a,q’) € 9)
- Dsum(p>/\7lwll)surm(pd> +7(g,a,¢) = alf, 0, f')
(by induction hypothesis and for some q; — q)
Dsuma(p) + A"*Iy(g, a, ¢') — Dsumx(pa) — \"\va(f, a, f')
Dsumy (p(q, a, q"))‘f Dsum)?\(llpucllT)
)\ w

This value does not depend on the chajcendeed, any runp’ that reacheg’ on w satisfies
Dsum(p’) = Dsumy(p(q,a,q')), asq’ is co-accessible and is functional.
Then, we prove the second part of the third statement:

f/(q/) _ Dsum,\( (Qaa q )) Dsum,\(pdT)
Dsumy(p(q, a, q )U)j min{Dsumy (&) | £ is arun onw}

= max sumk(p(q’a;\?w)ﬁ — Dsuma () | €is arun onwAlvl
= max{delay(p(q, a, ), £) | € is arun onw}

which achieves to prove the lemma, as again, this value daotedepend on the choice of the run
p(q,a,q").

- We prove the fifth statement. L¢t’ be a function as defined in the fifth statement. We have
seen that the valug/(¢') does not depend on the choicejofWe can therefore use exactly the same
proof asf’ to prove that for ali” € dom(f"’) :

1" (¢") = max{delay(p, p') | p, p’ are runs ofd onwa s.t. p reacheg”}
By definition of @4, we getf” € Q4 and by definition obg4, (f', a, f") € da. <

Proof of Lemma 40.] First note thatd, is complete. Indeed, for aft € Q4 and alla € ¥, there
existsf’ € Qq such tha{f, a, f') € d4. It suffices to defing’ as follows: for all¢’ € Q:

7 =2 4 50,0.0) ~ 2ut .. 1" for somey < dom( ) such thatg, ) € 5

23



24

Quantitative Languages Defined by Functional Automata

By Lemmd26 (statement 5), we gét a, ') € dq4.

We show thatd, is deterministic. Suppose that there exigt$’, f”/ € Q4 anda € X such that
(f,a,f") € dgand(f,a, f") € §4. Clearly, by definition ob;, dom(f’) = dom(f"’). Sincef’ and
/" are accessible by definition dff;, we can apply Lemnia20 and we clearly get that) = /" (q)
forall ¢ € dom(f’) = dom(f”). Therefored, is deterministic.

Letus provethal 4, = L4. Letw € £T. We show thatv € dom(4,) iff w € dom(A). If
w € dom(A,), then there exists an accepting run: f; — f of Ay such thatf € F,. Therefore
there exists; € dom(f) such thaty € F. By Lemma26, there exists a run df on w reaching
g € F, so thatw € dom(A).

Conversely, ifw € dom(A), then there exists an accepting un ¢; — ¢ with ¢ € F. Since
Ay is complete, there exists an accepting rumgfon w reaching somg € Q4. Again by Lemma
[28, we geyy € dom(f) and therefore, sincg € F, we havef € F,;. Hencew € dom(A,).

Letw € dom(A), we show that 4, (w) = La(w). Since domA) = dom(A4,), w € dom(A,)
and therefore there exists an accepting rumgfon w that we denote by, : f; — f € Fj.
By Lemmal26,Dsumy(ps) = min{Dsum, (&) | ¢ isarunofd onw}. Sincew € dom(A) and
dom(A) C (X — #)*#, w has necessarily the formY # and since all states of are assumed to be
co-accessible, all the runs dfon w are necessarily accepting. Theref@@imy (pq) = Dsumy (&)
for some accepting rué of A onw (the choice of is not important asA is functional). In other
words,L 4, (w) = La(w). <

E.3 Proof of Theorem 22]

Proof. The forth direction has been already proved (Lenima 20) . Vdeegthe back direction

(i.e. the twinning property is a necessary condition). Sigegpthat the twinning property does not

hold. There exist states ¢ such thap andq are co-accessible and there exists wardsws € ¥*,

and runspt : qr =5 pope i p 2 p Pl =5 q, ph i q =25 g, such thadelay(py, ) #

delay(p1p2, P195)- _ _
We first show that there are infinitely many different deldyst alli > 0, let A(:) = delay(p1(p2)?, p1(p5)").

We show that for allj > ¢ > 0, we have:

)\i‘wzl(A(j) _ A(Z)) = A(] — 2) — A(O) (23)

Let us first develop the expressidy{j) — A(7):

A(j) =A@ ‘ 4 ,
Dsuma(p1(p2)’) — Dsumx(p(p5)’) ~ Dsumx(p1(p2)’) — Dsumx(pi(p5)")

Alwil+i]we] - Alwil+ifwa| o 4
Dsuma (p1(p2)’) — Dsuma (pf (p5)7) — AU=21“2IDsum (p1(p2)") + AU~ 12 IDsuma (pf (p5)°)

w1 +jlw2|

We can rewritésumy (p1(p2)? ) =AU =D1w2IDsumy (p1(p2)?) into Dsumy (p1 ) =AU =D1w2IDsumy (p1 )+
NwilDsumy ((p2)?7%), i.e. Dsumy (p1(p2)7~%) — AU=9Iw2IDsumy (py). A similar rewriting can be
obtained foDsumy (o) (p5)7) — AU=DIw21Dsumy (o} (ph)?). Therefore we get:

AQG)—AGE) o o
~ Dsuma(pi(p2)’~") — Dsum(p (p4)'~")  AG=9lw2l (Dsuma (p1) — Dsuma (p4)
o Alwi|+ilwe] B o o Alw]gfwe]
1 Dsuma(pa(pa) =) — Dsuma (o) AU (Dsuma (1) — Dsuma(h),
T \ilwe| Mwi [+ =) [wa] o Mwi |+ =9 we]
_ 1 Dsumx(pi(p2)’~") — Dsumx(pi(p5)’ ")  Dsumn(p1) — Dsumi(p})
o )\i\lwﬂ( w1 |+ (G —1)|wa| - Mwil )

= W(A(j —1i) —A(0))
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By Equatior 1B, for ali > 0, we have\!™2/(A(i + 1) — A(i)) = A(1) — A(0). Since by
hypothesisA(1) # A(0), the sequenc@\(7));>o is either strictly increasing or strictly decreasing.
Hence we get:

Vij >0, (i#]) = Al)#AQ) (14)

We use Equatioh 14 to show thdt cannot be determinized. We suppose that there exists a
deterministic automatody = (Qq, f1, Fa,d4,v4) €quivalent toA and get a contradiction. We
consider a word of the forny; (w2)?, for i taken large enough to satisfy the existence of a rus of
of the following form:

i wy (wz)*1 F (w2)*2 f (wy) k27 H1 i

for somek, ko such thatk, > 0, and somef, [/ € Qq.

Moreover, since andq are both co-accessible, there exist two wargswj and two runs ofd4
of the form:
(ws)*2

wl(w2)k1 (w2)i—k2—k1w3

f f

f (w2)*2 F (w2) '~ *2~F1a) g

for some accepting statesg’ € Fy. Let py = pa,1p4,pa,3 andpy; = pa,1pd, ) 3 fOr some subruns
pd.1, pd, that correspond tav (we)* and (w2)*2 respectively, and some subrupg; and Pas
that correspond tows ) ~*1~*2q5 and (wy )~ ~*2w), respectively. By equatidn 4, we know that
A(k1) # Ak + k2). We show that this leads to a contradiction. Let aiso: p —% p; and

pd : fr
/ wl(wQ)kl

pd:fl

P q 2, gs be two runs in4, for somepy, g5 € F. Then we have:

Dsumy(pa.1pd.2pd,3) = Dsumy(p1(p2)'p3) (15)
Dsumn (pa,1p4,20p3) = Dsumx(pf (p5)"p5) (16)
Dsumx (pa,1p4,3) = Dsuma(p1(p2)' " p3) 17)
Dsumx(pa,104,3) = Dsuma(py(p)' "2 pfy) (18)

From which we get:

Dsuma (pa,1pd,2p4,3)) — Dsumx(pa,1pa.204 3)) = Dsumx(p1(p2)’ p3) — Dsumx (p) () ) (19)
which is equivalent to:

Al katka)lwal(Dsumy (pg.3) — Dsuma(ply.3)) = Dsumx(p1(p2)’ ps) —Dsuma(pf (p5) ph) (20)

Similarly:
Alerltkslozl (Dsumy (pg,3) —Dsuma (ply 3)) = Dsumi(p1(p2)'™" p3)—Dsumn (o} (o) "2 pf) (21)
Dividing Equatiori 2D by\*2I*2| and combining it with Equation 21 we get:

Dsum, (p1(p2)"ps) — Dsuma (o' ()" P5)

aTwn] = Dsumy (p1(p2)" " p3) —Dsumx (pf ()"~ p3) (22)
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Let us rewrite the left hand side of Equatlod 22:

Dsum, (p1(p2)"ps) — Dsuma (o’ (p)"P5)

k2|w2|

Dsuma (p1(p2)*™* %) — Dsuma (3 (p)****2)
)\kz‘UJQ‘ )
Alwrl+ G th)lwal (Dsum ((p2)'~*2 %1 p3) — Dsuma((p

/
2

)

1—ko—kq pé

)

)\kz‘w2|

= Awiltkwl(A(ky + ky) 4 Dsumy ((p2)" %21 p3) — Dsumy ((ph) %2 =F1 p4))

Similarly, we rewrite the right hand side of Equation 22:

Dsum (p1(p2)"~"** ps) — Dsuma (pf (p5)"~** pf)

= Dsum,(p1(p2)**) — Dsumx(pf (p5)" )+

+ ARl (Dsumy ((p2) %2 % pg) — Dsuma((ph)" %2 %1 p}))

= AlerltRlel(A (k) + Dsuma((p2)'~*2 7" p3) — Dsuma((p3)

Therefore Equation 22 rewrites into:

Al stz (A (ky -+ ka) + Dsuma((p2)'= = pg) — Dsuma ((ph)' =52 * p}))

ArwsFkatezl (A (k) + Dsuma ((p2) =42 # pg) — Dsuma ((p

And thereforeA (k1) = A(ky + k2), which is a contradiction.

/
2

>i7k27k1p

i—ko—ky o ))

Ps3

5))
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