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Abstract. In this paper we address the problem of resource discovetfien
Linked Open Data cloud (LOD) where data described by diffesehemas is
not always linked. We propose an approach that allows desgoaf new links
between data. These links can help to match schemas thavraceptually rel-
evant with respect to a given application domain. Furtheemthese links can
be exploited during the querying process in order to combata coming from
different sources. In this approach we exploit the semdamntisviedge declared in
different schemas in order to model: (i) the influences betweoncept similari-
ties, (ii) the influences between data similarities, anjltfie influences between
data and concept similarities. The similarity scores arapuged by an iterative
resolution of two non linear equation systems that expriessoncept similar-
ity computation and the data similarity computation. Thepmsed approach is
illustrated on scientific publication data.

1 Introduction

The appearance of Web of documents (WWW) [1] has upset theweagreate and
share knowledge by breaking down barriers of publishing arwkssing documents.
Hypertext links allow users to navigate on the graph of doent®iand Web search en-
gines to index the documents and answer to user queries.ugowgyperlinks do not
express explicit links between the various entities desckin Web of documents. With
the initiative of Open Linked Data cloud [3], the number ofalproviders on the Web
is in a continuous growth leading to a global data space tbbd of assertions where
data and documents can be linked. However, until now theghdid data is very hetero-
geneous in the sense that it is incomplete, inconsistestritbed according to different
schemas and contains duplicates. In order to be able to atitaiy exploit this huge
amount of heterogeneous data, an important work integratiast be performed.

In this paper we focus our interest on the problem of resodiseovery in the
Linked Open Data cloud (LOD) where data described by diffesehemas is not al-
ways linked. We propose an approatimat allows discovery of new links between data.
These links can help to match schemas that are conceptabdiyant with respect to a
given application domain.

Lin the setting of the ANR (the French National Research Agepmject GeOnto.



Ontology alignment plays a key role for semantic interopéits of this data. Many
approaches have been proposed for automatically idemgifyiappings between ele-
ments (concepts and relations) described in heterogereaamgies [18, 14]. These
approaches may exploit lexical and structural informatimer inputs, prior matches or
external resources. When concept and relation instaneevailable, it is also possible
to exploitthem to find more mappings between ontologies/]rtlfie common instances
of concepts are exploited to compute mappings between pts1&ince, data is not de-
scribed using the same URIs even when it describes the satitiesgrthese common
instances cannot be obtained straightforwardly. Conlgdiecovering that two pieces
of data refer to the same world entity is also a key issue fta idegration. We propose
an approach which simultaneously addresses both probleomalogy alignment and
data linking. Thus, the results of data linking step is eitpbbto improve the results
of ontology alignment step and vice versa. These two steppenformed alternatively
until a fix point is reached. The two methods exploit the seindmowledge that is
declared in different schemas (ontologies) in order to rh@gehe influences between
concept similarities, (i) the influences between datalsirities, and (iii) the influences
between data and concept similarities. The similarity es@re computed using an
iterative resolution of two non linear equation systemg tharess, respectively, the
concept similarity computation and the data similarity portation.

Applying this approach allows one to infer mappings of eglénce between con-
cepts of different schemas as well as to irdet: same-as relations between instances
that refer to the same entity. The obtained schema mapplloys discovery new re-
sources and inferring if they are relevant with respect tvargapplication domain.

The paper is organized as follows: in section 2 we presentetlaged work in data
linking and ontology reconciliation fields. In section 3, present the ontology and data
model and give a short presentation of N2R method on whictwouk relies. Section
4 presents the proposed approach of link discovery. Fina#yconclude and give some
future work in section 5.

2 Related Work

We denote byWeb data” the network formed by the set of structured datasets desdri
in RDF (Resource Description Framework) and linked by exiplinks. Large amount
of structured data have been published, including in th¢eptd.inking Open Data
cloud (LOD).

Datasets are expressed in terms of one or several ontolfiestablishing the
vocabulary describing data. Web data requires linking ttogrethe various sources
of published data. Given the big amount of published datig, itecessary to provide
methods for automatic data linking. Several tools [17, D3 Have recently been pro-
posed to solve patrtially this problem, each with its own eltaristics. For instance,
[10] have developed a generic framework for integratingifig methods in order to
help users finding the link discovery methods that are maitatse for their relational
data. They introduced LinQL, an extension of SQL that ireégs querying with string
matching (e.g. weighted jaccard measure) and/or semartiching (i.e. using syn-
onyms/hyponyms) methods. This approach takes advantage BBMS query engine



optimizations and it can easily be used to test elementarnifagity measures. Never-
theless, this approach is not designed to propagate sityitanores between entities,
i.e. their approach is not global.

Some other works address the problem of link discovery inctirgext semantic
Web services. In [11], the authors propose to match a useestavith semantic web
service descriptions by using a combination of similarigasures that can be learnt on
a set of labeled examples.

Our proposal in this paper can also be compared to approatigng the ref-
erence reconciliation problem, i.e., detecting wheth&edint data descriptions refer
to the same real world entity (e.g. the same person, the sapex,ihe same protein).
Different approaches have been proposed. [5, 19, 2, 6] haxadabed supervised refer-
ence reconciliation methods which use supervised learerithm in order to learn
parameters and help the duplicate detection. Such supdrproaches cannot be used
in contexts where data amount is big and data schemas ageetliffand incomplete.

In [16] we have developed an automatic method of refereramni@liation which is
declarative and unsupervised reference reconciliatiothaake Besides, in this method
we assumed that the data sets conform to the same scherttee peoblem of ontology
reconciliation is already solved. Some ontology recoatidn approaches [7,12] have
proposed to exploit a priori reconciled instances in th@lmgty reconciliation process.
When we aim at online reference and ontology reconciliaticthe context of Linked
Open Data, we cannot use these traditional reconciliatigmmaaches, where solving
the problem of reference reconciliation assumes the résolof the ontology recon-
ciliation and vice versa. Furthermore, up to our knowlediere is no approach which
deals with the two problems of discovering links in the oatpl level and in the data
level, simultaneously.

3 Preliminaries

In this section we will present the ontology and data modat the consider in this
work. We will then present the Numerical method for RefeeeReconciliation (N2R)
[16] on which relies our link discovery approach.

3.1 Ontology and its Constraints

The considered OWL ontology consists of a set of concep@rjurlations) organized
in a taxonomy and a set of typed properties (binary relajiohlsese properties can
also be organized in a taxonomy of properties. Two kinds opprties can be distin-
guished in OWL: the so-called relatiores{ : objectProperty), the domain and the range
of which are concepts and the so-called attributed:DatatypeProperty), the domain
of which is a concept and the range of which is a set of basigegale.g. Integer, Date,
Literal). In Figure 1, we give an extractl of the ontology that is used to describe the
RDF data of the local data source of publications (see sduFégure 2) which we will
use to illustrate our proposal.

We allow the declaration of constraints expressed in OWLebln SWRL in order
to enrich the domain ontology by additional and useful kremlgle. The constraints that
we consider are of the following types:
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Fig. 1. An extract O1 of the local Ontology for publications

Source S1:
Article(S1_al); title(S1_al,“Implementing the TEA algbm on sensors”); Person(S1_p1l); Pe
son(S1_p2); year(S1_al, “2004"); name(S1_p1,“Olga V.r@gsko” ); name(S1_p2,“Shuang
Liu”); pageFrom(S1_al,“64"); pageTo(S1_al,“69");

Conference(S1_cl); confName(S1_cl, “Proceedings of #mel AAnnual Southeast Regional
Conference, 2004, Huntsville, Alabama, USA, April 2-3, 200 confYear(S1_c1, “2004");
city(S1_cl, “Alabama”)

authoredBy(S1_al,S1 pl); authoredBy(S1_al,S1_p2 lisped(S1_al,S1 _cl);

Article(S1_a2); title(S1_a2,“Weighted Hyper-sphere SVNbr Hypertext Classifica
tion”); Person(S1_p3); Person(S1_p4); year(S1_a2, “2008ame(S1_p3,“Shuang Liu” )
name(S1_p4,“Guoyou Shi"); pageFrom(S1_a2,“733"); pag®I_a2,740");

Conference(S1_c2); confName(S1_c2, “Advances in Neugalvirks - ISNN 2008, 5th Interna
tional Symposium on Neural Networks, ISNN 2008, Beijingjrzh September 24-28, 2008, Prp-
ceedings, Part I”); confYear(S1_c2, “2008") city(S1_cBefjing”) authoredBy(S1_a2,S1_p3);
authoredBy(S1_a2,S1 p4); published(S1_a2,S1_c2);

Source S2:
Article(S2_al); title(S2_al,“Implementing the TEA algbm on sensors.’); Person(S2_p1); Per-
son(S2_p2); year(S2_al, “2004"); name(S2_p1,“Olga V.r@gsko” ); name(S2_p2,“Shuang
Liu”); pageFrom(S2_al,“64" ); pageTo(S2_al,“69");

Conference(S2_c1); confName(S2_cl, “42nd Annual SostheBegional Conference,
2004™); confYear(S2_c1, “2004"); city(S2_cl,"Alabama’authoredBy(S2_al,S2_pl ); ap-
thoredBy(S2_al,S2_p2); published(S2_al,S2 _cl);

=

Fig. 2.an extract of RDF data

— Constraints of disjunction between concepts: DISJOINDjGs used to declare
that the two concept§' and D are disjoint. In the ontology; we declare that all
the conceptsirticle, Con ference and Person are pairwise disjoint.



— Constraints of functionality of properties: PF(P) is usedéclare that the property
P (relation or attribute) is a functional property.di, we declare that all the prop-
erties are functional except the relatienthored By which means that one article
may have several authors.

— Constraints of inverse functionality of properties: PRli§Pused to declare that the
property P (relation or attribute) is an inverse functiqmalperty. These constraints
can be generalized to a seP, . .., P,,} of relations or attributes to state a com-
bined constraint of inverse functionality that we will déadFI(P,, ..., P,). In
01, we declare that the combinationst(e, year) and conf Name, confY ear)
are inverse functional. For examplBF I (title, year) expresses that one title and
one year cannot be associated to several articles (i.eabethmeeded to identify an
article).

3.2 Data description and its constraints.

A piece of data has a reference, which has the form of a URI l¢.gp: / / dbl p.

| 3s. de/ d2r/ resour ce/ aut hor s/ A. _Joe_Tur ner),and a description, which
is a set of RDF facts involving its reference. An RDF fact carefther: (i) a concept-
factC'(i), whereC is a concept andis a reference, (i) a relation-fagi(i1,i2), where

R is a relation and1 andi2 are references, or (iii) an attribute-fadti, v), whereA

is an attributej a reference and a basic value (e.g. integer, string, date). We consider
the Unique Name Assumption (UNA) which can be declared oromoé data source.
Declaring UNA on a data source means that two different desariptions having two
different references, then we infer that they refer to didtentities.

The data description that we consider is composed of RDE faming from the
data sources which are enriched by applying the OWL entailmges. Figure 2, pro-
vides examples of data coming from two RDF data sources SBanahich conform
to the same ontology describing the scientific publicatiomein previously mentioned.

In the N2R method which we will present in section 3.3, we @aisthat the
descriptions of data coming from different sources conftorthe same OWL ontol-
ogy (possibly after ontology reconciliation). In the linksdovery method, that we will
present in section 4, the assumption of prior ontology retiation is not fulfilled, i.e.
the considered data source do not conform to the same ogtolog

3.3 N2R: a Numerical method for Reference Reconciliation

N2R is a numerical method which allows inferring recontitia decisions between
reference coming from different sources that conform toshme ontology, i.e. the
problem on ontology reconciliation is already solved.

N2R [16] has two main distinguishing characteristics. tritss fully unsupervised:
it does not require any training phase from manually labe#gd to set up coefficients or
parameters. Secondly, it is based on equations that magl@iftbences between simi-
larities. In the equations, each variable represents tilen@wn) similarity between two
references while the similarities between values of atteb are expressed by constants.
These constants are obtained, either by (i) exploiting &ainary of synonyms (e.g.



WordNet thesaurus, the dictionnary of synonyms generagdd?R method [15]); or
(ii) using standard similarity measures on strings or os eéstrings [4]. Furthermore,
ontology and data knowledge (disjunctions and UNA) is eitptbby N2R in a filtering
step to reduce the number of reference pairs that are coaditdethe equation system.
The functions modeling the influence between similaritiesaacombination of maxi-
mum and average functions in order to take into account thetcaints of functionality
and inverse functionality declared in the OWL ontology inagpropriate way.

N2R can also take as input a set of reference pairs that aomaibed (sim =1)
by another method (e.g. L2R [15] in the LN2R approach) or gibg a user like the
owl:same-aslinks available in the Open Linked Data cloud.

The equations modeling the dependencies between similags. For each pair of
references, its similarity score is modeled by a variahland the way it depends on
other similarity scores, is modeled by an equation= f;(X), wherei € [1..n] andn

is the number of reference pairs for which we apply N2R, &ng (z1, 22, ...,2,) IS
the set of their corresponding variables. Each equatjoa f;(X) is of the form:

fi(X) = max(fi—ap (X), fimnar(X))

The functionf;_4(X) is the maximum of the similarity scores of the value pairs
and the reference pairs of attributes and relations withchvitihei-th reference pair
is functionally dependent. The maximum function allowspagating the similarity
scores of the values and the references having a strong injpeecfunctionf; _,,qs (X)
is defined by a weighted average of the similarity scores efviilue pairs (and sets)
and the reference pairs (and sets) of attributes and retatidh which the i-th reference
pair is not functionally dependent. See [16] for the dethdefinition of f;_ 4 (X') and

fimnar (X).

Iterative algorithm for reference pairs similarity comput ation. Solving this equation
system is done by an iterative method inspired from the Jaoelthod [8], which is
fast converging on linear equation systems. To computeithiasity scores, we have
implemented an iterative resolution method. At each itenatthe method computes
the variable values by using those computed in the precé@eestion. Starting from an
initial vector X0 = (29,29, ...,2%), the value of the vectoX at thek-th iteration is

obtained by the expressioX:* = F(X*~1). At each iteratiork we compute the value
of eachz?: o = f;(z¥~1, 25, ...2%=1) until a fix-point with a precision is reached.
The fix-point is reached whel, |zF — 27| <= .

In order to illustrate the iterative resolution of the edomtsystem, we consider an
extract of RDF data given in Figure 2 corresponding to thes&DF facts where the
references1_al, S1_cl, S2_al andS2_cl1 are involved. By considering the disjunc-
tions between concepts 6f1 and the UNA inS1 andS2, we obtain an equation system
of six variables:

X1 = Sim.(S1_al, S2_al) ;»= Sim,(S1_cl1, S2_cl);

X3 = Sim.(S1_pl, S2 pl);x=Sim.(S1_pl,S2 p2);

X5 = Sim.(S1_p2, S2_pl);x=Sim.(S1_p2, S2_p2).

We give bellow, the similarity scores of basic values ol#diby using the Jaccard
similarity measure. For clarity reasons, we denote theevaluan attributed associ-
ated to a referenceas: A.val(i). For example, theon fYear value associate to the



referenceS2_c2 is denotedcon fY ear.val(S2_c2) which equals to “2008”. The sim-
ilarity score of the two conference names that are needdtkirquation system and
that belong tdo, 1[ is:

Simy, (conf Name.val(S1_cl), conf Name.val(S2_c1)) = 0.43. All the similarity
scores of basic values, that are needed in the computat@®aither equal td or equal
to 0.

The weights that are used in the weighted average of eq@asicncomputed in
function of the number of common attributes and common iggatof the reference
pairs. The similarity computation is illustrated by the ation system (see Table 1)
obtained from the data descriptions shown in Figure 2 whastfarms to the ontology
O1. The detailed equations expressing the similarity contfmrtaof two articles and
two conferences are as follows:
z1 = max(5(Simy(title.val(S1_al), title.val(S2_al)) + Sim, (year.val(S1_al),
year.val(52_al))), £ (z2 + SJ({S1_pl, S1_p2},{S2_p1, S2_p2}),

Sim, (pageFrom.val(S1_al), pageTo.val(S2_al)))
with S.J is the SoftJaccard, similarity measure between sets of objects (see section
4.2)

z2 = max(z1, max (4 (Sim. (confName.val(S1_cl), conf Name.val(S2_cl))+
Simy, (coanear.val(Sl_cl) confYear.wal(S2_cl))), 3 (Sim,(city.val(S1_cl),
city(S2_cl)))

z3 = 1 x 21 + 1 % Sim,(name.val(S1_pl), name.val(S2_pl))
The equation system and the different iterations of theltiagusimilarity compu-
tation are provided in Table 1. We assume that fix-point gieni equals to 0.005.

Iterations 0 1]2|3
x1 = max(3 (1+1),6(x2+X5'1+1+1))0 111
Ty = max(acl,max( (043+1),4(1) Jojo.7g 1] 1
T3 = 5(:81 + 1) 0/05|1|1
T4 = %(:El + ) 0/05|1|1

Ts = %(x1 +0) 0| O |0.50.5

z6 = 5(z1 +0) 0| 0 [0.50.5

Table 1. Example of iterative similarity computation

The solution of the equation systemXs = (1,1, 1,1,0.5,0.5). This corresponds
to the similarity scores of the six reference pairs. The fikaphas been reached after
three iterations. If we fix the reconciliation threshdigd.. at 0.80, then we obtain four
reconciliation decisions: two articles, two conferenaes &vo pairs of persons.

4 Link Discovery Method (LDM)

We present in this section our LDM approach which aims toalisc a LOD source
that shares concepts and data with a data source descriteedaiyain ontology. Our



approach compares a local dataset on which domain knowksdgbe declared and a
LOD dataset by using a combined ontology reconciliation i@fierence reconciliation
method. Since data that is provided by the LOD source anddydmain application
source is not described using the same ontology, we haveeat@R method in order

to be able to compute data similarities when data do not lgslém non disjoint con-
cepts but to similar concepts. Furthermore, we have defioaddimilarities between
concepts of two ontologies can be computed when some ofrifeilences are common
(i.e. same URI oowl:same-as links that have been previously asserted) or similar. The
main steps of our link discovering approach are as follows:

1. application of an ontology mapping tool to obtain: (i) #et of equivalent/ compa-
rable properties and (i) initial similarity scores for sonmncept pairs;

2. building of the two equation systems: tbanceptual equation system which ex-
presses the similarity computation between pairs of casdepfunction of their
labels, their structural similarity and their referencasg theinstance level equa-
tion system one which expresses the similarity computation betweers diref-
erences in function of their common description and thelaiity of the concepts
they are instance of;

3. iterative resolution of the conceptual equation systatii a fix point is reached,;

4. iterative resolution of the instance level equationeystintil a fix point is reached.

The two steps (3) and (4) are iterated until a global fix p@neiached, i.e., neither
the resolution of the conceptual equation system nor thautsn of the instance level
equation system does update the similarity scores.

In the following subsections, we will first describe the etarary similarity mea-
sures that are used to compute similarities. Then, we présemwo equation systems
that have been defined to compute concept similarities atadsitailarities. Finally, we
illustrate our LDM approach on data and ontologies of puign domain.

4.1 |Initialization

We first use an alignment tool which exploits lexical and ctual information to find
similarity scores between ontology elements (conceptspaoperties). Given a local
ontology O1 and a LOD ontology O2, the used alignment toolsfiadet of mappings
and each mapping is described by the tyelg e2, co, rel} wheree, is aligned with the
confidence:o to the element, using the type of correspondeneg (e.g. equivalence,
subsumption, overlap, closeness, etc.). These scoreseddaiinitialize the similarity
scoresimn;: Of each pair of concepts and to find a set of properties (calator at-
tributes) that are very similar¢/ = equivalence or subsumption, co > th andth is
a high threshold). These properties are then considereglasadent.

4.2 Elementary similarity measures

We present in this section the elementary measures usedrpute similarity scores
between pairs of concepts of two ontologies. These elemesitailarity measures take
into account the lexical and the structural knowledge dedian the two ontologies.



Most of these elementary similarity measures are basedegoftaccard similarity
measure which computes similarity between sets of basiesalr between sets of ob-
jects (e.g., references, concepts).

SoftJaccard: a similarity measure for sets of objectsin [16], we have defined the
SoftJaccard similarity measure which is an adaptation of tleecard similarity mea-
sure in the sense that: (i) instead of considering only bealices we consider sets of
basic values and (ii) instead of considering the equalityvben values we consider a
similarity score with respect to a thresheld

Let S; and .Sy be two sets of elements which can be basic values or objects.
To compute the similarity score betweefy and Sy we compute, first, the set
CLOSET(S1,S2,0;) which represents the set of element pairsSefx S, having
a similarity scoresimy > 6.

CLOSET(Sl, 52,9) = {ej | e; € S1 andﬂek € 5y S.t.SimT(ej,ek) > 09},

with T" a parameter which indicates if the seis and S» contain basic values, then
T = v or contain objects, the' = o. WhenT' = v, the functionSim,, corresponds
to a similarity measure between basic values likecard, Jaro — Winkler, and so
on [4]. WhenT = o, the functionSim, corresponds to a similarity score that can be
provided by a tool dedicated to object comparison like N2& [b6] for references or
TaxoMap [9] tool for concepts.

_ | CLOSE(Sy,52,0) |

SoftJaccardr(St,S2,0) = 157 , with | S1[>] Sz |
1

Similarity measures used to compare concept3o compute the similarity scores be-
tween concepts we exploit both the conceptual content wiieans the sets of ances-
tors and the sets of descendants but also the sets of shaerips with respect to
a given equivalence relation. The similarity score betwaancepts is also function of
the similarity scores of their references, i.e. instaneelleontent.

Similarity of concept labels. In OWL ontologies sets of labels are usually associ-
ated to the concepts. In case of concepts where the labet®oagiven, we consider
their corresponding URIs. Let; be the set of labels of a concept and L, be the
set of labels of the concept. The label similaritysim;;e; iS computed by apply-
ing the SoftJaccard similarity measure on the two sets of basic valigsand L,:
SitMyapet(c1, c2) = SoftJaccard,(Ly, Lz, 61).

Similarity of concept ancestors.For two concepts, we also compute the similarity of

their ancestor sets in the two ontologies. 4gtbe the set of ancestors of the concept

c1 and As be the set of ancestors of. The ancestor similaritgim,,. is computed

by applyingSoftJaccard similarity measure on the two sets of concept ancestors (i.e
objects) which is defined as followsim ,,.(c1, c2) = SoftJaccard,(A;, Az, 02)

Similarity of concept descendants.The similarity score of two concepts also de-
pends on the similarity scores of their descendants in ttee dantologies. LetD,

be the set of descendants of the concgpaand D, be the set of descendants of
c2. The descendant similarityimges. is computed by applyindoftJaccard sim-
ilarity measure on the two sets of concept descendants whidefined as follows:



SiMgesc(c1, c2) = SoftJaccard,(Dy, D2, 03)

Similarity of shared properties of concepts.The similarity of two concepts depends
on the proportion of equivalent properties compared to thlenumber of properties
defined for both concepts. Létl, (resp.R2,) be the set of properties such that the
concepte; (resp.co) is subsumed by the (equivalent) property domain andilet
(resp.R2,) the set of properties such that the(resp.c2) is subsumed by one of the
range of the (equivalent) property. The relation similasitm,..; is defined as follows :

| (R14N R24) U (R1, N R2,) |
| (R14U R2,U R1, U R2,) |

Simrel (Cl 5 CQ) ==

Similarity of concept references.The similarity score of two concepts also depends
on the set of their references. LAt (resp./2) be the set of instances of (resp.cz),

the similarity ofc; ande, depends on the similarity scores obtained for the pairsfof re
erences of; x I, and it is computed by applying th#o ftJaccard similarity measure
on the setd; andl; of references (i.e. objects)im,..s(c1, c2) is defined as follows:
siMmyer(c1,c2) = SoftJaccard,(I1, Iz, 04).

4.3 Equation modeling the dependencies between similars in LDM approach

In LDM approach the similarity of each pair of referencesdipressed by a variable

in the instance level equation system. Its value dependseondmmon description of
the pair of references w.r.t the equivalent/ comparablegnties (cf. N2R). It depends
also on the similarity scores of the concepts that are instantiated by the pair of
references. An equation of the instance level equatioresyst= g,(X), wherei ¢
[1..n] andn is the number of reference pairs ald= (z1, ..., x,), is of the form:

Gi(X) = 3 sci, (X))

with s¢; is the similarity score computed by the resolution of thecamtual equation
system presented in the following. The functifii.X) is expressed as in N2R method
and we consider that knowledge on the (inverse) functignafithe shared properties
declared in the local ontology is also fulfilled in the LOD olatgy.

The similarity of each pair of concepts, ¢’) is expressed by a variabie:; in the
conceptual equation system. Its value depends on thelisiitidlarity score provided
by the alignment tool, the similarity of their labels, the sétheir equivalent / com-
parable properties and the similarity of their referenegsesented respectively by the
constantSim j_init, SIMj_iabel, SIMj_re @ANAsim;_,.¢. It depends also on the simi-
larity of their ancestors and their descendants repregddayt¢he variables{ SC;_ .
and X SC;_4esc computed using SotfJaccard function.

An equationze; = h;(XC), wherej € [1..m] andm is the number of concept
pairs andX C = (zcy, ..., xcy), is of the form:

h;i(XC) = mazx(simj—init,

1 . . .
g(XSijanc -+ XSC;‘—desc + SUMj—rel + SUMj—label + Slmj—wef))



The values of the constantSm;_;,it, Simj_iaber, SiMj—_rer @Nd siMj_rer are
computed using the similarity functions described in thevatsubsection.

The sizem of the conceptual equation systen 8, x Cs |, whereC (resp.Cs) is
the set of concepts of the ontolo@y (resp.O2). The size of the instance level equation
system depends on the numlieof comparable relations and on the size of their cor-
responding domain instances and range instances:;{ andr;> be two comparable
relations. Lett;; (resp.F;2) be the set of domain instancesgf (resp. ofr;2) andE;3
(resp.FE;4) be the set of range instancesgf (resp.r;4). It also depends on the number
of comparable attributek’ and on the size of their corresponding domain instances.
Letaj; andajo be two comparable attributes. LEt; (resp.L;2) be the set of domain
instances of.;; (resp. ofa;2). The number. of variables of the instance level equation
system is:

k j=k'
n=| | J(Ba x Ei2) U (Eis x E) U (| (Bjx x Ej2)) |

i

.
I

Il
i

j=1

The computation complexity of the LDM method is @¢(x it ) + (m? x it.)), with
itrey is the number of iterations of the instance level equaticsiesy andit. is the
number of iterations of the conceptual equation system.

One of the most distinguishing characteristic of LDM is itslidy to propagate
similarities at different levels: (i) between pairs of cepts, (ii) between pairs of refer-
ences and (iii) between sets of references and sets of csn&gpusing two separated
equation systems we avoid the propagation between refesemcen we compute the
concept similarity scores and we avoid also the propagditéiween concepts when
we compute the reference similarity scores. Thus, we dseribe size of the equation
system and we allow a user to visualize and validate thenredrate equation system
results.

4.4 lllustrative example

We present in Figure 3 an extract of the DBLP ontology whichsed to describe the
DBLP data published in the LOD. The considered data set omiyains a collection
of conference proceedings and the collection of their apwading research papers in
computer science. In order to illustrate our approach éfdilscovery, we will compare
the local RDF data of the source S1 given in Figure 2 with theaekof DBLP dataset
of the LOD given in Figure 4.

The initialization step provides the following initial silarity scores for the concept
pairs:
siminit(Article, InProceedings) = 0.3; siminit (Article, Proceedings) = 0.1,
siminit(Article, Agent) = 0.1; siminst (Person, InProceedings) = 0.0;

(
(
siminit(Person, Proceedings) = 0.0; simini:(Person, Agent) = 0.3;
siminit(Conference, InProceedings) = 0.2;

(

siminit(Conference, Proceedings) = 0.2; siminit (Con ference, Agent) = 0.1



rdfs:domain

InProceedings

rdfs:range

rdfs:domain rdfs:domain
rdfs:domain

rdfs:range

Fig. 3. An extract O2 of LOD DBLP ontology

LOD source S2:

InProceedings(S2_al); label(S2_al,“Implementing the ATElgorithm on sensors’)
Agent(S2_pl); Agent(S2_p2); issued(S2_al, “2004"); n&@fepl,"Olga V. Gavrylyako”
); name(S2_p2,“Shuang Liu");

Proceedings(S2_cl); label(S2_c1, “42nd Annual SoutiRegtonal Conference, 2004");
creator(S2_al,S2_pl); creator(S2_al,S2_p2); partOiB32_cl);
InProceedings(S2_a2); label(S2_a2,"New Chaos Produoed$ynchronization of Chaotic
Neural Networks”); Agent(S2_p3); issued(S2_a2, “2008");

name(S2_p3,“Zunshui Cheng”);

Proceedings(S2_c2); label(S2_c2, “Advances in Neuralvhidds - ISNN 2008, 5th
International Symposium on Neural Networks”); creator(&2,S2_p3); partOf(S2_a2,S2_c2);

Fig. 4. An extract of DBLP data set on the LOD

Since, there are no subsumption relation®inand inO2 the conceptual equations
do not take into account the similarity scores of the aneestod of the descendants.
For example, the equation expressing the similarity of W@ ¢onceptsArticle and
InProceedings is: xc; = max(0.3, 2(3 + 0 + simi_rcy)). In this example, the con-
ceptual equation system consists of nine variahtes,( . . , xcg).

The instance level equation system consists of twenty-fixgtons representing
all the reference pairs where the common description is mgty For example, the
equations expressing:

— The similarity of the two references S1_al (Ar-
ticle) and S2 al (InProceedings) is: x1 =
1 (sc1, max (1 (Sim., (label.val(S2_al), title.val(S1_al))+ Sim, (issued.val(S2_al),
year.wal(S1_al)), 2 (SJ({S1_pl, S1_p2},{S2_pl, S2_p2}) + z14)

— The similarity of the two reference$l_c1 (Conference) and2_c1(Proceedings)
IS @14 = 1 (sc14, max(z1, 1 (Sim, (label.val(S2_cl), conf Name.val(S1_cl)))

— The similarity of the two referencesl_pl (Person) and2_pl (Agent) is:

x5 = 5 ((scs, 1 (z1 4+ Simy(name.val(S1_pl), name.val(S2_p1))




— The similarity of the two reference$l_pl (Conference) and2 pl1 (InProceed-
iNgs) is: z1s = 3 (sc1s, max(Sim, (confName.val(S1_cl), label.val(S2_al))

In Table 2 we show the iterative resolution of the concepdgalation systeni’'S;
modeling the similarity of all the pairs of concepts of theaogiesO1 andO2. The
columnsimy,; represents the initial similarity score computed by anrexeconcept
alignment tool, like TaxoMap [9]. The Table 3 shows the ressaf the iterative resolu-
tion of the instance level equation systéns, of the pairs of references coming from
the local source S1 of Figure 2 which conforms to the locablmgly O1 and the S2
LOD source which conforms to the LOD DBLP ontology O2.

Variables of ES; sim; ;¢ |Resolution1— iterationl|||| Resolution2— itl)

zc1 = (Article, InProceedings) | 0.3 | max(0.3, 1(3)) =0.3 xzc1=0.33
xcy = (Article, Proceedings) | 0.1 [ max(0.1,3(3)) =0.1 zca=0.1
zcs = (Article, Agent) 0.1 [ max(0.1,£(0)) = 0.1 zc3=0.1
xcs = (Person, InProceedings) 0.0 | max(0, £(0)) = 0.0 xcy=0.0
xcs = (Person, Proceedings) | 0.0 | max(0, z(0)) = 0.0 xzcs= 0.0

xce = (Person, Agent) 0.3 [max(0.3, 2(1)) = 0.33 xce=0.427
xc7 = (Conference, InProceedings)0.2 | max(0.2, (1)) =0.2 xc7=0.2
xcs = (Conference, Proceeding$) 0.2 [max(0.2, z(3)) = 0.25 zcs=0.33
xco = (Conference, Agent) | 0.1 | max(0.1,2(0)) =0.1 xco=0.1

Table 2. The two resol utions of the conceptual equation system E.S;

The Resolutionl step of ES; corresponds to the first iterative resolutionfof;
wheresim,..y of all the concepts equals to The fix-point ofe = 0.05 is reached in two
iterations. TheResolutionl step of ES; corresponds to the first iterative resolution of
ES; wheresc; of all the references equals tom,;,;; (c.f. Table 2) . The fix-point of
e = 0.05 is reached in three iterations. Th&solution2 step of ES; corresponds to
the second iterative resolution 6iS; wheresim,..; of all the concepts equals to the
similarity scores computed b¥S> at the last iteration oResolutionl. The fix-point
of e = 0.05is also reached in two iterations. TlRe solution2 step of£.S, corresponds
to the second iterative resolution 6fS; wheresc; of all the references equals to the
similarity scores computed bi.S; at the last iteration oResolutionl. The fix point
of e = 0.05 is reached in two iterations.

The global fix-point is reached after three resolutions.Rtsolution3 2 of the
two systems?)S; and E'S; we obtain the same similarity scores than the last iteration
of their correspondindresolution2 step. The results obtained S, show that the
method obtains the best similarity scores for the most ptesgiquivalent concepts:
(Article, InProceedings), (Person, Agent) and (Con ference, Proceedings). In
an analogous way, the results obtained by, show that the best similarity scores
are obtained for the most possiliel: same-as references. If we fix the reconciliation

2 The scores are not shown here, they are equal to those abiaitiee Resolution2 of ES;
andES,.



Variables of £S5 Resolution1- iteration 1 Resl-itaRes1-it3|Res2—itl
x1=(51_al,52 al)| 1(0.3+ max(3(2),2(0)) =0.66 | 0.66 | 0.66 || 0.665

4
z2 = (S1_a2,52_al)| 2(0.3 + max(5(0),1(0)) =0.15 | 0.165 | 0.175 || 0.19

0’4

I
2
1
2

(0.33 + £(1)) = 0.415 058 | 0.58 0.62
(0.33 + (0)) = 0.165 0.33 | 0.33 || 0.379

x5 =(S1_p1,52_pl)
xe = (S1_p2,52_pl)

(Sl SIE

w14 = (S1_c1,52_c1)[£(0.25 + max(0, £ (0.438)) = 0.219] 0.455 | 0.455 || 0.477

x1s = (S1_c1,52_al) (0.2 4+ max(0)) = 0.1 0.1 0.1 0.1

Table 3. The resolution of the instance level equation system E'S>

threshold ab.45 we infer the reconciliation of the two papetSi(_al, S2_al), of the
two persons§1_pl, S2_pl) and of the two conferenceS{_c1, S2_cl).

In this example we have shown the applicability of the apphoaven when the
considered ontologies are not syntactically close and whenhave very poor structure
(no subsumption relations) which means that the ancestorth@ descendants are not
considered.

5 Conclusion and Future Work

In this paper we have presented a Link Discovering Method\l)&hich allows dis-
covery of new data sources that are published in the Operetiflata cloud (LOD).
Our approach is based on the idea of comparing a local datasgtich domain knowl-
edge can be declared and a LOD dataset by using a combinddgnteconciliation
and reference reconciliation method. By using our LDM mdtbioe may discover more
owl:same-aslinks with datasets available on the LOD.

One of the most distinguishing characteristic of our linkadivery approach resides
on its ability to propagate similarities at different lese(i) between pairs of concepts,
(ii) between pairs of references and (iii) between setsfefemces and sets of concepts.
By using two separated equation systems we avoid the prapadeetween references
when we compute the concept similarity scores and we aveilthke propagation be-
tween concepts when we compute the reference similarityesco

As a very short term perspective, we plan to test our LDM apphcon real data
sets and evaluate the quality of its results and its scéhabil will be worth to com-
pare LDM method with those of existing link discovery methditte [10]. As future
work, we plan to extend the approach to be able, in additich@fequivalent proper-
ties, take into account the other properties in oder to ciemsicher data descriptions.
Moreover, we aim also to extend the LDM method to computesitedarities between
the properties of the considered ontologies.
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