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Abstract. In this paper, we investigate the problem of monitoring hu-
man activities using a network of sensors, including video cameras, in
a smart home environment. We introduce an unsupervised method for
mining a new kind of qualitative temporally structured activity mod-
els from sensor data. We present an application of our method to the
recognition of activities of daily living in an elderly care context.

1 Introduction

Smart home projects and pervasive applications generally rely on ubiquitous
dedicated sensors for light, contact, motion, temperature, etc. These classical
smart home sensors can be used as the building blocks of behaviour detection
and recognition algorithms [1]. Because they raise privacy issues, video sensors
are generally not used in such environments. Nevertheless, the rich information
provided by cameras can offer additional redundancy in case of sensor malfunc-
tion and can be very useful in situations where smart home sensors alone do not
perform very well, like when several inhabitants perform multiple tasks at the
same time. Video cognitive systems themselves can benefit from the adjunction
of non-video sensors [2]. Of the few smart home projects using both vision and
non-vision sensors, most adopt a supervised learning approach which does not
transfer very well from one home to another [3].

We will present an unsupervised approach for behaviour discovery and recog-
nition based on a network of cameras and smart home sensors.

2 Related work

Tapia et al. [4] introduced a system to recognize activities in a sensor-equipped
home. This method, based on a systematic and manual annotation of their ac-
tivities by the inhabitants over several weeks, has its limits: heavily depending
on the inhabitants’ good will, the learning process might fail due to inaccurate
descriptions, not to mention the weariness caused by the repetitive annotation
tasks.



Unsupervised techniques can be applied to human behaviour learning : in [5],
video scenes are automatically partitioned into functional categories. Algorithms
to discover and recognize frequent trajectories in video scenes are presented in
[6].

Several smart home projects have inspired data mining learning methods
for human behaviour. In [7], a transactional database is generated from the
stream of sensors states. intertransaction mining provides an estimate of tempo-
ral relations between frequent itemsets. However, converting to itemsets implies
a discretization of the sensor output and might as well split natural activities
apart.

Several works [8,9] use episode mining techniques to discover patterns di-
rectly from the event stream. Based on a sliding window scanning, these ap-
proaches identify either parallel episodes, completely lacking in structure, or
serial episodes, heavily structured. Alone, these rather crude models do not re-
flect the very nature of human activity, which is both repeating and variable.
More complex, generic episodes are built around a partial order between sym-
bols. They tend to represent some kind of structured variability. Recently, an
algorithm to mine closed strict episodes was proposed in [10]. However, this
method provides a way to identify patterns that actually occur in the data, and
does not grasp the unpredictable nature of human behaviour very well.

3 Low-level event detection

In our setup, tracking of the inhabitants with visual sensors provides a posi-
tion information. To get a robust positioning, we fuse the information from
several cameras. The plane is partitioned into a grid of regions and positioning
is converted into a region symbol. Region symbols are merged with low-level
information from on/off sensors, resulting in a stream of events emanating from
both video and non-video sensors. We then use episode mining techniques on
the resulting timestamped sequence of symbols to extract behaviour features.

4 Episode-based model mining

4.1 Definitions and notations

Given a finite alphabet of symbols A, a sequence of timestamped symbols of size
n and width T,—Ty is a triple (s, Ts, T. ), where s = ((a1,t1), (a2,t2), ..., (an, tn)),
with, for all i : a; € A, Ty < t; < T, and t; < t;4q for all . Ty and T, are the
starting and ending times of s. The window of s starting at ts and ending at t. is
the sequence (w, ts, t.), where w is the tuple made of those pairs (a;, t;) of s where
ts <t; <to. A subsequence of s of size m (m < n) is a sequence (5", 2,(1), to(m))
where o : {1,...,m} — {1,...,n} is an injective strictly increasing mapping
and 8" = ((ao (), to(i))1<i<m- W(s,w) denotes the set of windows of s of width
w and S(s,m) the set of subsequences of s of size m.



An episode ¢ is a triple (V, <, g), where V is a set of nodes, < is a partial
order over V and g is a mapping from V to A. Informally, an episode describes
a partial order over a multiset of symbols. An episode ¢ can be represented
by a directed acyclic graph G, where G = (V,E), E C V x V and (v1,v2)
€ F < v <y €is a serial episode if < is a total order over V; ¢ is a parallel
episode if < is trivial, and we often write e = (V, g) for short. &’ = (V', <’/ ¢')
is a subepisode of ¢ if there exists an injective map f : V' — V such that
g'(v) = g(f(v)) for all v € V' and f preserves the order relations from V' to
V. Two episodes ¢ = (V,<,g) and &’ = (V', <, ¢') have the same nodes if there
exists a bijective mapping f : V' — V’ such that g(v) = ¢'(f(v)) for allv € V. A
parallel episode is always the subepisode of an episode having the same nodes. In
this sense, parallel episodes are a very generic class of episodes. Serial episodes,
on the other hand, are very specific instances of episodes: an episode is always
the subepisode of a serial episode having the same nodes.

An episode ¢ occurs in a sequence s = (((a;,t;))1<i<n,Ls, Te) if there exists
an injective mapping i : V' — {1,...,n} such that g(z) = ap) for allz € V
and for all z,y € V, (z < y and = # y) = tp@) < t)- An episode occurs
frequently in a sequence s if it occurs in a number of windows of s of fixed width
bigger than a given threshold value.

4.2 Statistical structured learning

We assert that a frequent parallel episode € in a stream of sensor events s is the
expression of a frequent behaviour or activity, each instance of this behaviour
being represented by an episode having the same nodes as € occurring in a certain
window of s. e, being unordered, does not say much of the way the activity is
usually undertaken. On the other hand, favoring any other episode having the
same nodes, be it frequent, as an expression of the behaviour may be too much
of a constraint, considering the inherent variability of human activity.

For these reasons, given a frequent episode, we do not model the correspond-
ing behaviour with an episode, but rather with a statistical representation of the
episodes having the same nodes and occurring in s. We will use a multigraph
with edges labelled by the number of occurrences of a defined order between
symbols in all the occurrences of e.

More formally, given a frequent parallel episode e = (V,g) in windows of
width w of the sequence s, we define the statistical structure of € as the edge-
labeled directed multigraph (V, E, g,1), with edges E = {(v;,v;) € V x V,i # j},
and [ an edge-labelling mapping from F to N, with, for all (v;,v,) € E:

lviv) = >

WeWw(s,w)

{p € S(w, V), 3" = (V.5,9), H 0

¢’ is serial, ¢’ occurs in p and v; < v;

To discover statistical structures from a sequence of events, we first discover
frequent parallel episodes using the WINEPI [11] algorithm.



The width of the window used to scan the training data is a critical parameter
which has a heavy influence on the quality of the results. Moreover, acceptable
choices for this parameter are not transferable from one dataset to an other.

During a second pass, whenever a frequent parallel episode enters the sliding
window, serial episodes having the same nodes are discovered and used to update
the models.
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serial episodes discovered:

(t = 0) ABCD
(t = 1) ABCD - BCDA
(t = 2) BCDA
(t = 4) DACB
(t = 5) ACBD
(t =7) CBDA

Fig. 1. Example of the statistical structure of the episode ABCD generated with a
sliding window containing 5 symbols. A list of the serial episodes discovered is given,
with the starting times of the windows the episodes occur in. For instance, the label
on the edge from A to B means that the relation A < B is true in 4 of the occurrences
of the episode ABCD.

4.3 Temporal qualitative model

The statistical structure (V, E, g,1) of a frequent episode & can be used to describe
how often two symbols occur in a defined order in the occurrences of . Given
two symbols a = g(v;) and b = g(v;), the probability Pc(a < b) that a < b is
true in an occurrence of ¢ is defined by:

l(’l}i,’l)j)
l(via Uj) + l(vja vi)

Pa(agb):Pa(UiSUj): (2)

We build the temporal qualitative model & of a frequent episode ¢ by dis-
carding those edges of the associated model whose probabilities are lower than
a given threshold k. That is: € = (V, E, g) where (v;,v;) € E < P.(v; <wv;) > k.
Note, as depicted in figure 2, that £ may not be an acyclic graph and therefore
not the representation of an episode.

5 Score-based recognition system

During the recognition process, a window is sliding on the stream of times-
tamped symbols to detect incoming occurrences of frequent parallel episodes.
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Fig. 2. Qualitative models of the episode ABCD from figure 1 with k = % and k = g.

Each occurrence is associated to a qualitative score reflecting whether it is co-
herent with the associated qualitative model. For each pair of symbols, the score
of the subsequence is increased by 1 if these symbols appear in the same order
in the model, decreased by 1 if they appear in the opposite order and remains
unchanged if these symbols are unordered in the model.

Formally, let € = (V, E, G) the qualitative model of a frequent episode ¢ and
(s,Te,Ts) a minimal subsequence covering ¢, with s = (a;);cs. The score of s
with respect to € is S(s) = >,_, 0, where, if a; = g(u) and a; = g(v), 05 is
defined as:

i<j
1 if (u,v) € FE

oij =1 —lif (v,u) € E (3)

0 otherwise

6 Experimentation

We carried an experimentation using the data collected at the Ger’home lab-
oratory [12,13]. The laboratory is equipped with 4 video cameras, and a set
of on/off sensors. The dataset consists of 11 sequences of 4 hours of video and
sensor outputs. During each experimentation, volunteers were asked to perform
various activities of daily living, such as preparing and taking meals. For a first
experimentation, we ran our learning algorithm on one month time of simulated
data and confronted the learned models to the 11 sequences of real data.

6.1 Simulation
Our simulation protocol relies on the following concepts:

— actors behaviours are simulated in the context of a smart home;

— a context consists of several zones (e.g. kitchen, living room, etc.);

— zones are organized in a topology describing which zones are adjacent and
how zones are nested into each other (e.g. kitchen adjacent to corridor, liv-
ing_room contains close_to_table, etc.);

— actors move from zone to zone;

— zones contain interactive devices (e.g. drawer_upper, television, etc.);

— actors and interactive devices have several states (e.g. position, open, etc.);

— states can have one or more values (e.g. in_kitchen, true, false, etc.);

— actors can interact with devices, resulting in a change of states values.
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Fig. 3. The Ger’home laboratory setup
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— states values are reported through (possibly defective) sensors.
Actors behaviours are modelized as follows:

— for each actor, a schedule is defined;

— schedules determine when scenarios occur (e.g. prepare_meal occurs at 11:32,
etc.);

— scenarios consist in a succession of events: movements (e.g. “go to bath-
room”), pauses or interactions with devices (e.g. “switch light_living_room
on”);

— inside a scenario, events do not always happen in the same order; depending
on the occurrences, some events may not as well happen at all;

— events have a duration which describes how long an action takes to be com-
pleted; durations can follow some random distributions described in the sce-
nario description;

— events can pre-trigger or post-trigger the inclusion of additional scenarios in
the schedule (e.g. “switch light_living_room on” will trigger “go to living_room”
first if the actor is not in the correct zone);

— scenarios are organized in a hierarchy (e.g. toilet will interrupt watch_tv but
take_meal will not start until prepare_meal is completed).

Graphical representations of some simulated data and some real data are
depicted in figure 4.

6.2 Performance evaluation

Due to the great variety of the activities performed in the sequences, we focused
our attention on the recognition of the activity “preparing meal”. Our first results
show that our system is able to learn fragments of activities rather than whole
activities.
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Fig. 4. Graphical representations of some simulated data (top) and some real data
from the April, 16 dataset (bottom). The portions of the data shown correspond to the
preparation of a meal.

Evaluating the performances of an unsupervised learning process is a difficult
task. To measure the performance of our system, we first have extracted 13
episodes learned from the training data occurring when meals are prepared.
Next, we tested our recognition system on the 11 sequences of real data and
77% of these patterns were detected.



7 Conclusion

We have proposed a new qualitative model for human activity recognition based
on an unsupervised learning approach using episode mining techniques. Dur-
ing the learning step, we first extract frequent episodes from the training data.
We introduce a qualitative temporal model describing some of the temporal rela-
tions intrinsic to the frequent patterns. Finally, during the recognition process, a
qualitative score is proposed to recognize patterns compatible with such models.

Our first experimentation did not use much of the rich information provided
by visual sensors. We intend to use more visual features in the future.

The whole process is heavily depending on the choice of a width for the sliding
windows and the minimum support for frequent episodes. In future works, we
will investigate techniques to automatically adjust these parameters.
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