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Data Assimilation for Convective Cells Tracking on
Meteorological Image Sequences

Claire ThomasThomas Corpetfiand Etienne Mémin

Abstract

This paper focuses on the tracking and analysis of conveclivuds systems from Meteosat Second
Generation images. The highly deformable nature of coimeectouds, the complexity of the physic pro-
cesses involved, but also the partially hidden measuresasailable from image data make difficult a direct
use of conventional image analysis techniques for task®tgfotion, tracking and characterization. In this
paper, we face these issues using variational data assonitaols. Such techniques enable to perform the
estimation of an unknown state function according to a gogmamical model and to noisy and incomplete
measurements. The system state we are setting in this studlyef clouds representation is composed of
two nested curves corresponding to the exterior frontiEtseoclouds and to the interior coldest parts (core)
of the convective clouds. Since no reliable simple dynahmzadel exists for such phenomena at the image
grid scale, the dynamics on which we are relying has beewttlirdefined from image based motion mea-
surements and takes into account an uncertainty modelitigeafurves dynamics along time. In addition
to this assimilation technique, we show in appendix how eaathof the recovered clouds system can be
labeled and associated to characteristic parameterh @ideath time, mean temperature, velocity, growth,

etc) of great interest for meteorologists.
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1 Introduction

Convective cells are atmospheric events that are known asbeciated with hazardous consequences, such
as strong wind drafts, lightnings, heavy rainfalls, hail®een tornadoes. Over tropical areas such as central
Africa, convective cells produce most of the rain duringri@nsoon period. They are also indirectly linked to
droughts and floods, which might afflict this area. Their gsigland forecasting are thus of the utmost interest
for meteorologists and forecasters.

The measurement of the convective cells parameters canneesitber by the use of conventional probes
or through satellite data. However, over remote areas {likeAmazonian forest for instance), conventional
sensors such as radiosonde, rain gauges, radars or ligltatactors have a limited coverage. Satellite in-
formation constitutes therefore an appealing alterndtivéhe study of convective atmospheric activity over
these particular regions.

Except for large convective systems, the study of the cdiwecells development is particularly intricate
since they are generally very sudden, short-lived and dateshighly deformable objects. As a consequence,
the study of the convective activity requires high spatial eemporal resolution for precise diagnosis and fore-
casts. The new generation of geostationary space-borserseprovides a wider variety of image channels
with narrower bandwidths and an increased spatial and temhpsolution suitable for the analysis of synop-
tic to mesoscale phenomena. In this study we will rely on déthe Infrared (IR) and Water Vapor (WV)
channels of the Meteosat Second Generation satellite (ISGompared to the first version, this sensor has
been improved both on spatial resolutidmpfxel corresponding t8km instead obkm in the first generation)
and temporal sampling ratégmin between two images instead3sfmin in the previous system), in response

to users requirements.



As introduced previously, this paper aims at studying mestfor the reconstruction of a convective clouds
system trajectory. Despite of the spatial and temporaluéisa of satellite images, this task remains challeng-
ing, as images constitute only a 2ixcretesequence along time of a 3D phenomenon. Besides, as comvecti
cloud systems exhibit a complex dynamics in which cells nif er merge, the 2D shape of such clouds
system may change drastically between two successive fiestents. The reconstruction ofcantinuous
trajectory to infer the whole history of a convective sysiarterm of cells birth/death time, or of their activity
phases constitutes hence an intricate issue that can Hagdigndled by running “decoupled” segmentation
processes on successive images.

In the past, several attempts have been proposed in the moleigical community for an automatic detec-
tion and tracking of these phenomena from satellite image [da2,17,29-31, 33, 34, 39]. The first detection
approaches were based on temperature threshold of IR im@igese simple techniques permit to detect the
cold core of convective cells. They, however, do not enabskdiable extraction of the cells contours, which
are very sensitive to the threshold value. A prediction efcblls location roughly identified to the cold blob
gravity centers has been then carried out through coreléichniques. Assuming an effective overlapping
between the predicted cells and the detected ones at trentinstant, such techniques provide successive es-
timations of the cells core average location. Velocity amahatimes others parameters (such as the ellipticity
factor or the distribution of the temperature gradient witie cells cores) are also provided.

In computer vision, a primal strategy to delineate the corg@f complex objects relies on the implemen-
tation of partial differential equations encoding the enin of parametric or non parametric curves toward
the minimizers of an energy functional [8, 9, 24]. The copmwling functionals include generally a data
term representative of a photometric distribution chamazing the object of interest and some regularity con-
straints on the curves. These non linear deterministicmiiation strategies are in practice very sensitive
to the initial curve location and topology. Among the diffat extensions of those methods, the Eulerian
“level-set” approach [35,43] has been specifically propgdealleviate such shortcomings. In this framework,

the contour’s shape is represented as the zero level-satiof@icit higher-dimensional scalar function. The



evolution of this implicit surface describes the contoerslution and naturally enables the handling of topol-
ogy changes. Such techniques have been already proposeaditearological context [10, 39, 51]. However
they generally remain static detection/segmentationagapres applied (quasi-)independently on the images
of the sequence with no temporal consistency guaranty orette/ered shape sequences. Time consistency
is brought considering the estimation of the whole curvegttory on the basis of a system of equations
that couples an evolution model representative of the talgeamics and the complete image sequence. This
constitutes a data assimilation problem that can be harmitleer relying on stochastic filtering or variational
assimilation techniques. Stochastic filtering techniqugdemented through particle filters have been pro-
posed for the tracking of parametric curves [7] or level 4€{[ These techniques, which have the advantage
of being recursive are nevertheless limited by difficult piny issues in high dimensional state spaces. This
limitation refered in the litterature as the curse of dimenality, requires in practice the use of simple para-
metric descriptors for the curve (which prevents any togimal changes) or the definition of simplified linear
motion models. This latter simplification makes impossible reconstitution of complex deformations and
can hardly describe accurately the dynamics of convectits.cCompared to stochastic filtering techniques,
the variational data assimilation framework [27], prosa@econvenient procedure to handle high dimensional
data assimilation problems. This technique belongs toldss ©f smoothing approaches, that operates on the
whole sequence through forward and backward integratibhgmcoupled systems of pde’s (the dynamical
model and its adjoint). This process supplies a singledtayg, solution of the specified dynamics that fits at
best a sequence of observations related to the state \eobiolterest.

In this work, we aim at specifying an image based variatiala assimilation procedure [11, 36—38] for
the tracking of a convective clouds system. The definitiosuah a scheme requires to establish an observation
operator linking the unknown curve with the available datd & define a dynamics thtrepresents, as
accurately as possible, the phenomenon of interestipatlows an efficient estimation of the unknown state
variables. In our case this specification should describestiolution along time of the 2D projection of the

external frontiers of a convective cell and of its core. Anwate dynamics defined at the image grid scale that



accounts for the different physical processes involveth@s¢ meteorological phenomenon is far to complex
to be included in a practical image based assimilation m®cé simplified “imperfect” model has then to be
considered. Such assimilation scheme referred as weakraimesl variational assimilation relies generally
on a physical model simplification defined up to an uncenyamtiable. In this work, we will comply with
the same principle. However instead of sticking to a singaifon of the cells dynamics, which would be in
its own a difficult issue (as to our knowledge no satisfyingletion models are for the moment available),
we will rely on a generic dynamics driven from image basediomoteasurements. This generic model will
allow us to describe the evolution of two nested curves mapréng the cell cores and their external contours.
The simplicity of this model will be paid in return by the fabat as we do not have any dynamical models for
the flow within or in vicinity of the cells, it will be imposslb to set up a denoising data assimilation process
of the velocity measurement as proposed in [11,36]. Nee&¥sis, since the model considered incorporates an
uncertainty related to the curve dynamics, we will show thatproposed model is robust to inaccurate motion
measurements and does not require any specific assimit#ttbe flow velocity fields.

The structure of the paper is organized as follows: sectiornelly describes the data used and justifies the
choice of specific MSG channels; section 3 outlines the manctiples of variational assimilation. In section
4, we describe the proposed data assimilation procedutbdaracking of two nested level sets delineating
respectively the core and the boundary of the convectileTieé section 5 presents some experimental results
and discusses the tracking robustness. Section 6 draws@mrmkisions on this work. Finally, the appendix

opens new perspectives on the use of the estimated levelrgdbeftemporal analysis of convective cells.

2 Dataset

2.1 Channel for the convective cell detection

The first issue consists in describing properly the cloudsgaited as “convective cell” in order to define an

adequate geometrical description together with photamstinatures that characterize them. In the literature



the term “convective clouds” carries some ambiguities &semployed to designate a multitude of very dif-
ferent meteorological phenomena such as: derecho, thstoder, multicell complex, supercell, squall line or
convective cell. As explained by Morel and Senezi in [33hwextive cells, or Mesoscale Convective Systems
(MCS), are convective phenomena that take place at mesmles (250-2500 km) or upper mesacales
(25-250 km). They have been studied for decades. In our stuelyocus on the mesg-cells, and rely on
the spatial description proposed for those cells by HouZ21h A convective cell is a cloud producing low
temperatures, and composed of two distinct regions: theabocbnvective part which consists of intense, cold-
est, vertically extended cores, and the stratiform regloaracterized by a more uniform texture and lighter
precipitation. The stratiform area is partly produced by thssipation of older convective cells and partly
produced by broader sloping mesoscale layer ascent. Tleohtal pattern formed by the convective core
and the stratiform cloud part exhibit large variations gltime and constitute both important indicators of the
internal cloud dynamics. In this work, we will therefore deke a convective cell as two nested curves in

order to distinguish the stratiform area from the actualeative part of the cloud.

The discrimination of convective cells is usually perfodnssing a temperature threshold on IR imagery,
since those events constitute the coldest events obseyveatdllite. In order to isolate these cloud systems,
the image luminance needs to be transformed into tempegatir general, physical temperatures of the sky
can not be directly inferred from satellite imagery [45]. whver relying on a black body assumption an
equivalent blackbody brightness temperature can be ézttéor top of clouds observed through IR channels.
This assumption is valid only for thick clouds like the coatiee cells. However, other elements such as gases
and aerosols located between the cloud of interest and tekitsasensor may absorb or diffuse a portion of
the radiation emitted by the cloud. As a consequence, dugdongwater vapor absorption in the WV 6.2
and WV 7.3 channels, these channels cannot be used for tatupedetermination, as opposed to IR bands,
which are thus commonly adopted for the detection of comweslystem.

Relying on previous studies [2,21, 31, 33,45], we have setkthe IR 10.8 channel for brightness temper-



ature estimation. Two thresholds;(= —20°C = 253K andT, = —60°C = 213K) are used to separate
respectively the convective cells and the core from theratloeids.

Let us recall that, following the formation process imadpe, brightness temperatures are computed from the
IR luminance values using:

Tb:$—B 1)

C1vd
where(C; and C; are constants respectively equalitd910410=5mWm = 2sr~—tem=* and 1.43877Kcm.
Parameterst and B differ for each satellite/channel and their values arelabileé on the EUMETSAT web-
site http : //www.eumetsat.int for infrared and water vapor channels (IR and WV). The rackaR (in

mWm~2sr~1em) is received by the detector and is linearly related to theimance valud by:
R=Ry+al, 2

wherea and R, are constants that might slightly change from day to day amolse values are provided by
EUMETSAT. Let us note however that some very localized ctoaskociated to shorter lifetime (between 30
minutes and one hour) and a weaker convection activity éxbilghtness temperature below the threshold
of —20°C'. Even if these clouds reach also the tropopause, they doaiondp to the class of Mesoscale
Convective Systems. To discard those isolated cloud stoitniss possible to discriminate them based on
the lightnings occurences [33]. However, this requirestamthl data. In our study, this discremination will
be performed naturally through the proposed assimilatioegss. Let us now present the data used for the

motion estimation technique.

2.2 Channel for the optic flow estimation

As further presented in section 4, the assimilation proeessuilt requires the estimation of velocity fields
describing the top of the convective motion. On the basi®ofgarisons studies leaded on atmospherical wind
field estimation from meteorological satellite images P ,45], we selected the WV channels to proceed the

wind estimation. Let us point out that an important chanastie of pure water vapor structures is that they



represent a mixture of radiation originating from differattitudes, located between pressure levels 700 and
200 hpa, ie. altitudes between 3 and 12 km). Consequently, WV channeligige on pure water vapor
area an integration of structures at different heightshéndase of the convective cells, thunderstorms have a
thickness of several kilometers and their wind motion infation might strongly differ at the cloud’s top and
at its base. The use of WV channels for the determination @ivanage wind field related to the convective
cells is hence pertinent. The wind estimation may howevebaaelevant in areas without clouds and with a

poor water vapor content [26]. This has to be taken into actioLthe assimilation process.

3 Data Assimilation

In this section we will describe the general principles & #ssimilation scheme we devised in this study.

3.1 Definition

Variational data assimilation is a technique derived frgstimal control theory [28] to recover a state vari-
able’s trajectory from a sequence of measurements. Opptosgtequential Bayesian filters, which share the
same aim, this framework allows to handle high dimensioystiesns and is thus intensively used in environ-
mental sciences [6,27,47]. In this study, we rely on thisteaork to estimate the complete trajectories along
an image sequence of closed curves representing conveldtives systems.

The data assimilation setup is basically composed of an djeemmics of the system variables, an initial-
ization of the system’s state and an observation equatatrétates the system variables to some measure-

ments:

X + M(X) = v(x,t)
X(z,t,) = Xo(z) +n(z) 3)
Y(z,t) = H(X (z,t)) + e(x, t).

The right hand side of the first equation describes, throutjfferential operatoM, the evolution of the state

function X (z, t) defined over the image plarfe and the whole image sequence time raftget;]. In our



case, the components of this function will be composed ofitaglicit scalar surface functions representing
two nested closed curves. This will be further detailed ariaxt section, but for sake of generality, let us first
consider a general state function. The second equationgetsinitial condition for the state function through
a given initializationX, (z). The last equation links an observation funcfiot, ¢) to the state function . This
relation is formalized through a differential operaltthr The observation function is usually composed of noisy
and sparse measurements. In these three equatigasde are time varying Gaussian noise functions defined
on the whole image plane. Since in our case the observatipandis directly on the luminance function,
I(x,t), whereas the dynamics depends on motion measurementstestifnom the luminance spatial and
temporal gradient§V 1, 9,1), we assume that ande are conditionally independent with respect to the image
sequence. Besides, in order to simplify the estimationreehand in order to fit to simplified variational
assimilation schemes we will assume these noises are &t@uein space but uncorrelated in time. This
restriction could easily be dropped in the following butret price of a much higher computational cost. Noises
v, n ande are thus respectively associated to definite positive edohisms) (z, z')é(t — t'), B(z,z") and
R(z,z")d(t — t') refered as covariance tensors. These tensors represesrrdng involved in the different

components of the system (i.e dynamical model errorsairgttion errors and measurement errors).

3.2 Penalty function

The system of equations (3) could as well be specified thrthugle conditional probability densitigéX (., t)| X (., t,), I),

(X (-, 80)| Xo(.)) andp(Y (., t)| X (., t), I) related respectively to

i) the distribution of the state trajectofy(., t) given the initial state valu& (., ¢,) and the whole image

sequencd = {I(.,t),t € [to,tf]};
i) the distribution of initial state value given the initialredition X, (.) and the image sequence, and

i) the distribution ofY'(., ¢), the complete set of measurements, given the sfadad the image sequence.



For the system we are considering the second distributi@®aisssian whereas the first and the third ones
are Gaussians only if their associated operator (observatid dynamic) are linear. In practice the dynam-
ical operator is highly non linear and due to for instance3Dprojections or indirect measurement of the
quantity of interest, the associated observation opesaterhave to cope with in image are often non-linear.
Generally, it is considered that the less linear these epethe more their distributions depart from Gaussian
distributions.

As in any stochastic filtering problem, we aim here at estimgathe conditional expectation of the state
trajectory given the whole set of available measuremerdstlam complete image sequence. A maximam
posterioriestimation consists in estimating the mode of the distidoub( X |Y, X,, I). Assuming Gaussian
approximations of the pdf involved and uncorrelated erirotsne, this leads to the minimization of a quadratic
functional defined as:

J(X _1 N Y — H(X)||%_.dt lXt — X, |3 1 tfa—X M(X)||2_. dt 4
Xovm) =5 [ Y —HOO[fordt + 51X () = XolBos 45 [ Il +MX)IGdt, (@)
to to

where we have introduced the nofiiY ||% _, associated to the scalar product/if(£2):
(X, A7'Y) = / X (z)A(z, 2" )Y (2")dzdz'.
QJQ

When the assimilation relies on an exact version of the dycgnthe last term of this functional (the
model part) disappears. In that case, the functional theert#s only on the initial condition, and comes to
an initial value control problem [27,47]. This scheme is coomly referred in the literature as variational
data assimilation and abbreviated as “4Dvar” whereas @&sddo dynamics with uncertainty variables, it is
refered as “weak-constraint” variational data assimilatnethodology [4, 5, 15, 48, 49]. Both schemes rely
on the sameadjoint optimization principles [27,47] to minimize the functidnan the following we give a
presentation of this principle.

A minimizer X of functional J is also a minimizer of a cost functioA(X + (60(x,t)), wheref(x,t))

belongs to a space of admissible functions grid a positive parameter. In other words, must cancel out

10



the directional derivative:

x.J(0) = lim dJ(X + B0(x,t))

=0.
B—0 dg

The computation of this gradient can be realized using ajjpfiadformulation”, as explained in the next

section.

3.3 Functional gradient
Introducing an “adjoint variableX :
Ma,t) = | Q713X +M(X)) da', (5)
Q

as well as the Gateaux derivatives at pothbf the operator8 andH (called thelinear tangent operatois

denotedxM anddx H respectively and defined by:

dM(X + 30)

él_)r% 7 = 0x Mo, (6)
the directional derivative of functiondl( X, v, n) reads:
d
éir% % = (0(t,), B~ (X (2, t,) — Xo)) — /<8XH9, RTY(Y - H(X))) dt+/<8t0 + 0xM6O, Ny dt (7)
- t t

Considering the three following integrations by parts, cae get rid of the partial derivatives of the admissible

function@ in expression (7), i.e.

/t<ate7x> dt = <9(tf),)\(tf))—<9(to),/\(x,to)>—/t(9,6t/\>dt, ®)
/ (Ox MO, \) dt = / (0, 0xM* \) dt, (9)
/<6XH6‘7R‘1(Y —H(X)))dt = /(9,6XH*R—1 (Y — H(X))) dt. (10)

11



In the two last equations, we have introduced adjoint opesaty M* anddxH* as compact notations of
the integration by parts of the associated linear tangeatatprs. Gathering all the elements we have so far,

equation (7) can be rewritten as:

OxJ(0) = (0(ts), Aty)) + (0(to), B~ (X (to) — Xo) — Alto)) dt+

/<9, (=0 + OxM*)\) — OxH*R™1(Y — H(X))) dt. (11)

This functional gradient must cancel out to satisfy to oplity conditions. This yields a “forward/backward”

integration of the linear tangent dynamical system anddjsiat.

3.4 Forward/backward equations

Since the functional derivative must be null for any arlritiadependent admissible functions, the right mem-
bers of the three scalar products of expression (11) musidygically null. It follows a coupled system of

forward and backward PDE’s with initial and final conditions

Az, ty) =0, (12)

Az, to) = / B (z, 2\ (X (2, t,) — Xo(2))da!, (13)
Q

WX (x,t) + M(X (z,t))= ; Q(z, ")\, t)da, (14)

O\ — OxM*N\=— [ OxH*R™!(x,2')(Y — H(X))dx" (15)

Q
The forward equation (14) corresponds to the definition ef @djoint variable (5) and has been obtained

introducing@, the pseudo-inverse 6§ !, defined as [6]:

Q(z,2")Q (2, 2" )da' = 6(x — 2)5(t — t").
Q

Let us remark that fof) = 0 we retrieve the case of a perfect dynamics. Otherwise, equgit2) constitutes
an explicit final condition for the adjoint evolution modejueation (15). This adjoint evolution model can be

integrated backward from this final condition assuming thevidedge of an initial guess faX to compute

12



the discrepancy” — H(X). To perform this integration, an expression of #@oint evolution operators
required. Let us recall that this operator is defined fromrde@gration by part of thénear tangent operator
associated to the evolution law operator. The expressi@ucti an operator can be obtained analytically or
from the discrete scheme associated to the linear tangernaimp. As a matter of fact, the adjoint of the linear
tangent operator discretized as a matrix simply considtsdnranspose of that matrix.

Knowing a first solution for the adjoint variable, an initighdate condition for the state variable can be
obtained from (13) and a pseudo inverse expression of thariemce tensoB. From this initial condition,
equation (14) can be finally integrated forward.

It should be noted that equation (14) provides at converganexpression of the model error:

V(a:,t):/QQ(x,x/)/\(a:',t)da:'. (16)

The knowledge of the adjoint variable enables thus to estirttee error associated to the state variable evo-
lution law. This may be sometimes useful to validate or iatk a tracking result, or at least to infer some
confidence measures on the result obtained.

This scheme somewhat differs from traditional weak coistrdata assimilation. As a matter of fact,
in geophysical applications, for computational reasoris generally impossible to consider an uncertainty
variable of the same dimension as the state variable. Toadhis variable a dimension reduction is generally
applied or an explicit deterministic evolution model is iosed to the uncertainty model in order to come back
to an initial value control problem [49]. In our case, thestspace is much smaller than in those applications

and a full uncertainty model can be applied.

3.5 Incremental state function

The previous system relies on a Gaussian assumptip(of., ¢)| X (., t,)) andp((Y-, )| X (., t)) (and implic-
itly thus on linear assumption of the model and observatjmerators). Besides, as due to the non linearity of

the operators involved in the minimization described presly, this procedure constitutes a direct non-linear

13



least squares estimation of the state variable. This psdsdikely to converge toward a bad local minimum
if the initial guess is too far from the sought solution. Threypous minimization can be slightly modified
to follow a Gauss-Newton incremental methodology [14, 48]ich relies on successive linearization of the
operators (and therefore better fits to the Gaussianityngson). This scheme is built introducing a function
of state increments linking the state variable and a backgicolution:d X = X — X,. The linearization of

the model operatdvl around the backgrounty:
M(X) = M(X,) + dx, M(6X),

enables to split equation (14) into two pde’s with an expligitial condition performing a model integration

from a first guess solutioX, (z):

X(x, tO) = Xo(x), @a7)
8, X, + M(X,) = 0, (18)
00X + Ox ,MéX = [ Q(z,z" )\, t)dx’. (29)

Q

Combining equations (12-13) and (17-19) leads to the firgh@kation algorithm. The method first consists
of a forward integration of the backgrourdd, with a perfect system dynamics (18). The current solution
is then corrected by performing a backward integration (%), of the adjoint variable. The evolution of
A is guided by a discrepancy measure between the observatibthe estimateY — H(X). The initial
condition is then updated through equation (13) and a fahirtegration of the incremertX is realized
through the equation (19). The overall process is iterbtirgpeated until convergence. A sketch of the whole
process is summarized in figure (1). As a Gauss-Newton amditon process this non-linear minimization
may fail to converge if the initial condition of the increntahfunction is too far from the sought solution. In
our case, we will show experimentally that even for an inecrrinitial trajectory the system still show good
convergence property. This nice behavior is due to the ghtens we considered, and that enables to correct
efficiently the initial trajectory. These observations apatially highly resolved and allow getting noisy but

good representations of the clouds system at discretantisstBhe assimilation process manage to removes the

14



Let X, (to) = X,.

(i) From X,(t,), computeX,(t), Vt €
Jto, t¢[ with a forward integration of

system (18).

(i) X,(t) being given, realize a back-
ward integration of the adjoint vari-

able with the system (15).

(iii) Compute the initial value of the incre-

mental function (13).

(iv) FroméX (t,), computed X (t), Vt €
Jto, t¢[ with a forward integration of

system (19).

(v) UpdateX = X +6X.

(vi) Return to(ii) and repeat until conver-

gence.

Figure 1: Incremental variationnal data assimilation pssc

noise or the false alarms associated to these observatidmsavides a continuous trajectory of the convective

clouds system.
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4 Application to convective cells

This section presents the principles of the variationad dasimilation scheme we propose for the tracking of

a convective cells system represented by a set of nestedurvis organized as follows:

¢ the section 4.1 introduces the system state to assimilate;

the section 4.2 is devoted to the dynamical model;

the section 4.3 deals with the initial condition;

o the section 4.4 presents the observations and

the section 4.5 is concerned with the definition of the eroaaciance matrices.

We now turn to the definition of the system state.

4.1 System state: convective cells representation

Among the different possibilities available to represdosed curves, the level sets formalism [35, 42] has
proves its ability to manage in an elegant way the changespafiogy (split, merge, ...) that are likely to
appear. As the convective cells often undergo rapid chaingbeir topology and shape, such a formalism is
well adapted to our problem. Within such framework, the ewatrtimet, C;(p) = C(p, t) : [a, b] x R+ — R?,

is implicitly described by the zero level set of a scalar fioce(x,t) : Q x R+ — R:

Ct() = C('vt) = {I € | d)(xvt) = 0}7

where(2 stands for the image spatial domain. The surface is drivehdogontours dynamics and is chosen so
as to have for instance positive values inside the curve agdtive values outside. A common choice for the
implicit function is the signed distance function but anyetsurfaces whose level sets fits the curves of interest

is possible. This representation has the great advantadetodescribing through a single implicit surface a

16



set of non intersecting closed curves. Besides, geometimepties of the curve can be directly obtained from

the implicit surface. The inward unit normal and the mearvature are for instance respectively given by:

W A
n—|v¢| and « dw<|v¢|). (20)

In order to encode the description of a convective cloudesysgtncapsulating a set of convective cells, the

system stat&X we used is then composed of two implicit surfaces:

e Thefirst oneg*®, is devoted to the description of the external delimitagiofithe convective cellg;®(t).

These curves will be associated to a first level of brighttesperature thresholf..

e The second one;® represents the cold core region of each c€li¢t). Itis related to a colder threshold

valueT, of the brightness temperature.

The first level set is defined on the whole image donfin
o°(x,t) : Q x R+ — R,

whereas the second one is defined inside the domain enapsyitthe convective cells contours, =

{z | ¢¢(z,t) > 0} (i.e. the domain delineated by the zero level sep
¢°(z,t) T x R+ — R.

The contours of the convective cores, represented by theleeel set of the second implicit surface, are
thus constrained to lie inside the domain delineated by xkereal frontiers of the convective cells set. Both
implicit surfaces constitute the components of the stat&bke of our data assimilation problem. Let us now

define the dynamical model.

4.2 Dynamical model

In this section, we first introduce (in 4.2.1) a common waydpresent the evolution of implicit surfaces,

where these latter are assumed to be driven by a smooth akteotion field without any uncertainties. As
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will be shown, this assumption needs to be relaxed and wepgtapose a new and original dynamical model
for the two nested curves where the motion uncertaintieseapéicitly taken into account (in 4.2.2). The
resulting adjoint and linear tangent operators, some &ssolcnumerical aspects and the way to obtain the

external motion fields are successively presented in secti®.3, 4.2.4 and 4.2.5.

4.2.1 Implicit surface evolution without motion uncertainties

As commonly done when one deals with implicit representatiave assume that the curves of intetdst =
{e, c} are driven by a smooth external motion fietdr, ¢) along the normat’ and diffuse according to mean

curvature flow [35, 42]:
ac;

ot = (' n' ok, i = {ec) (21)

whereo andx respectively represent a diffusion coeficient and the dureaf the closed curve. A8 (Ci(p),t) =

0, the implicit surface dynamics reads:
oci _
ot

Od + V' 0. (22)

Replacing in this equation the expression of the curve Wg1¢21) and of the normal (20), and extending this

evolution law to the whole plane, we obtain finally the foliogy transport equation:
Orp' + Vo' - w' 4 0k|Ve'| = 0, (23)

where we have considered a velocity fielél(x,t) defined as an extension to the whole plane of the con-
tour Ci(.,t) velocity. This representation provides an Eulerian regméation of the evolving contours. As
such, it allows to avoid the ad-hoc regridding processelafiifferent control points required in any explicit
Lagrangian — spline based — curve description.

However, one can remark that this dynamics reliesipmar ideal noise free external motion field and
requires {{) a smoothing parameter on the curves to guarantee a vigsosittion [42]. This parameter is not

easy to fix, as it is not related to any physical quantity ofdbgect of interest. We will see in the following
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section how this dynamics can be adapted to include sometairtees on the motion field and how this

provides us as a by product a more meaningful expressioredafutve smoothing term.

4.2.2 Implicit surface evolution with motion uncertainties

In this section we introduce uncertainties on the motionl fiebf equation (21) that drives the two curves. To
that end, we will rely on a stochastic formalism. For an idtrction to stochastic calculus, we refer the reader
to [23].

We assume that the curvésare two stochastic processes driven by an Ito diffusion:
dci = (w' - n")n'dt + o,n'dB! + o.ndB] . (24)

Heren’dB™ andn'-dB™ are two independent Brownian motions directed along anpeeticularly to the
curves normals and,,, o, are the uncertainties respectively related to the nornthttamtangent of the curve.

In this model, the curve is transported by a deterministift dssociated to the velocity field (first term

of relation (24)) that is mitigated with isotropic Gaussiaoertitudes —along the normal and tangent— whose
covariances grow linearly in time (second and third term@4§). As previously, the curve location is defined
from the evolution of an implicit surface’(x,t). As this surface depends on the stochastic pro€gsits
differential must be calculated using stochastic calcdifferentiation rules, the so called Ito formula [23].
We get the following stochastic partial differential ecaat(in the following, for sake of clarity, we will drop

the curve’s index = {e, c} unless explicitly needed):

1 02 v A =n
@ +w-Véts D, ax,fx.d<6’tncy>>dt+crn|V¢|dBt =0, (25)
{wizsy={ayy

whereC¥ andC; correspond to the coordinates of the curve-points in thdi@an plan at timet. As pre-
viously, we have introduced velocity drifis() and Brownian motiong3? () which are extensions on the
whole plane of the curves drift and noise. For the drifts, wesidered a unique smooth velocity field defined
on the whole plane for both curves. This velocity field will foether detailed subsequently in section 4.2.5.

As for the noise, we considered a noise function defined fraetaf independent Brownian noise variables

19



localized on the points of a fixed discrete grid and a set ofgian smoothing functions,,, with variancev

and centered on the same points:
Bi(x) =" pu(x — a:) B (). (26)

For a number of point tending to infinity, this function adsrat limiting covariance tensor defined as:
C(z,y,t,5) = pa(x —y)o(t — s). 27

The notation

(X0, Xe) = limae, Y (Xey, — X)) (Xripn — X3,))

t; <t

involved in (eq. 25) denotes the quadratic variation’@f Following stochastic calculus properties, this

quantity is null for continuously differentiable functisand the following relation holds:

t
(/otdBt,/atdBt) :/ oZdt.
0

The termd(X;, X;) = dX'dX, is computed according to the rul¢d B, = dtdt = 0 anddB;dB; = dt. In

our case, we get:

242 2,2
Un¢m+a.T

d(C{,CY) = Wgydt7 (28)
0'72192/)2 + UT¢92c
d(c¢,cy) = f’lezdt (29)
)
d(Ce,CY) = %dt. (30)

Introducing the surface normal expression, the diffusiaving the implicit surface evolution reads finally:

(01 +w- Vo + ﬁ(%(a?@ﬁi +0507) + yy (01 0y + 0502) + 2(07 — 07 )badyday))dt

+0,|VP|ldB =0. (31)

With the expression of the mean curvature:

1

_ _ T 72

Kk = curv(¢)
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we get,

(0e¢ + M(8))dt + 0,,|V@|dB = 0, (32)
with
M) = w- Vo + ZrlV O TV 33

whereV?2¢ denotes the Hessian matrix. It can be observed from (33)fthath incertitudes have the same

strength (i.eo,, = o) this model takes a particular simple form, which reads:

2
B +w- Ve + %m¢)dt+an|v¢|dé —0, (34)

The dynamical model (32-33) constitutes a general stochpisicess allowing to guide a curve through
an implicit surface. Nevertheless, as in our work, we wishtay within a deterministic framework, we will
assume a Gaussian approximation of the state variable Ipitiypalistribution. As the expectation of the

dynamical model is null we get the following approximatian the model pdf:

p(elo) o exp — / 18,6+ M(S)[13+ (35)

where from (27) the covariance tensor is

Q(x,y, t, 5) = 0',21|V¢(I, t)| X |v¢(1j, S)|C(Ia y)d(t - S) (36)

This prior defines our complete evolution model. Let us nbg the inverse of this covariance tensor is not
required in the assimilation process of relation (19) aneksdmt have to be computed. Compared to the model
in (23) where no motion uncertainties were taken into actdbha new formulation in (32-33) is more generic
since it includes both uncertainties along the normal aeddhgent of the curve. It is interesting to observe
that on the deterministic part of the model (first term of tiela(32)), the motion incertitude along the curves
tangent corresponds to a smoothing of the curve and leatie tm¢an curvature flow introduced in (23). The
uncertainty along the curves normal generates also a singath the basis of the Hessi&f? ¢ of the levelset.

In practice, the constamt, ando., are fixed from an external observed displacements field tweo

consecutive images. More precisely, this fidld:, t) : R? x R — R2, given in practice by a procedure
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described in section 4.2.5 is assumed to be constituted isy neeasurements on the normal and the tangent

of the photometric level-lines and of the form:

Vil
(VI

d(x, k) = w(z, k) + o0 (B(z,k +1) — E(w,k))% + 0. (B(z,k +1) — B(z,k))

(37)
We are therefore making here the assumption that the olikerlecity noises and the curve noises are
collinear and have the same variances. Furthermore, wenasthat the smooth drift velocity field, used

to drive the curves, is such that(z,t) = E(d(x, k))/dt and we approach this expectation through a local

spatial mean over a small neighborhdé() of pointa:

1
w(z, k) = @ Iiezvj(z)(d(xi, k)). (38)

The variances of this observed displacement projectedjal@normalized curve normal and tangent provide
an estimation of the noise variance$ and 2. Let us now turn to the constitution of the tangent linear

operator and of its adjoint necessary to the assimilationgss application.

4.2.3 Adjoint and linear tangent operator of the evolution nodel

The tangent linear operator of the curve evolution modeliagoa previous estimate required within the

incremental Gauss-Newton assimilation process reads:

%/J-Iw@)=V6¢?w—atA6¢i+(an—at) VOLVA0OVG: ViV o [ VOO 1| gs,

‘V@ ’ ‘V(Z;z ’ ‘V@ ’

39)

The corresponding adjoint can be computed from the adjditlieodiscrete scheme used for the tangent
linear operator. This strategy is straightforward and elkatnevertheless requires storing a lot of intermediate
information at each grid point when advanced numerical m&seare used. A simpler scheme consists to
operate a discretization of the adjoint of the tangent lirngerator with the same discrete scheme. In our case

this operator is defined as:
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Figure 2: Differences between two strategies of initialization of th level-sets (a): a meteosat image
including a convective cell on the right pafh) the corresponding initial level-set obtained with a signed
distance andc) the corresponding initial level-set obtained based onéhgperature. One can see that the

apparition of a new cell in the left part of the image will beddavored with the signed distance funct{bh

VoI'V264;V; VoIV2g; | VeiVer

oM ! o : o L Id | Ve,
Vo, Vo,

—(0¢p;) = —VégbiTw—atAc?(bi—F(an —0y) -
0 v,

Both strategies are equivalent when the discrete schenegistasmplement the adjoint operator constitutes
the adjoints of the discrete schemes used for the direct mdtiés is the strategy we adopted in our imple-
mentation. Exact discrete adjoints operators of the direxdel have been used for the adjoint evolution law.

Some hints on the numerical schemes on which we relied aea givthe following.

4.2.4 Numerical schemes

In practice, the two level sets of the system state and thacitglfield w are defined on the image grid. The
direct dynamical system (32-33), the backward adjoint @gnand the forward incremental model associated
respectively to operators (39) and (40) are integratedjusminexplicit discretization scheme with a third order
Runge-Kutta scheme that respects a Total Variation Dithingsproperty [44]. The advective term of the level

set dynamics has been also implemented through a TVD nuahediceme in order to achieve an accurate and
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stable discretization. We employed a semidiscrete cesttadme with a numerical convection flux derived
from the monotone Lax-Friedrichs flux [25, 50]. The secordkoioperators have been implemented through

traditional centered discrete schemes.

4.2.5 Observed displacements field

The dynamical system (39) we consider depends on the locahragan external displacements field (cf
relation (38)). This field can be estimated in practice fromimage sequence using a fluid motion estimator.

The estimator on which we relied in this study is formalizedree following minimization problem [12,13,52]:

. oI
argmin [ [#(5 + VI-d+ 10+ a(7 (V6D + F(VE))] 41)
wherel = I(x,t) stands for the image luminance functieh= d(z,t) = (u(z,t),v(z,t))T is the velocity
field to estimateq a smoothing parameter agd= du/dx + dv/dy (resp. £ = dv/dx — du/dy) is the
divergence (resp. the vorticity) of the flow. The functiff) is often the quadratic norm but it can either be a

“robust” or “softer” penalty function that enables to deathwcorrupted data (see [22] for some introduction

to robust statistics). Roughly, this states that the veldizld to estimate should satisfies

1. themass conservation laapplied to the image luminancél /ot + VI - d + I¢ ~ 0 that assumes
that the variation on the density is related to the divergirgions. It has been proved in [13] that this

assumption holds in IR imagery and ;

2. a spatial consistency that allows the estimation of lyigltverging and rotating motion fields, unlike

usual optical flow techniques based on a first order smootifittge components andv.

Variations of such schemes has been successfully useddagdtimation of atmospheric 2D or 3D wind
fields [13,19, 20]. An example of a motion fields estimatedtigh such an estimator on IR images is shown

on figure 3.
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Figure 3:lllustration of the estimation of the velocity fields. (a) a convective cell image superimposed with

the estimated velocity an) the velocity field.

4.3 Initial surface

The initial surface is in practice often chosen as a signethdce function to the contour. Since a distance
function is characterized by a unity gradient moduli§' ¢|| = 1), this strategy leads, following the same
strategy than (36), to a constant covariance at the initiz tand hence does not appear to be an efficient
choice in our case.

As in our application a simple thresholding technique pdesgithe initial contours, it appears more natural
to infer the error covariance between the initial state ddinitial contour (the background error) from the
data, and besides to guarantee some consistency with thel erodr covariance at the initial time. This can
be simply done fixing the initial surface as a smoothed teatpes surface observed at the same moment.
This smoothing is operated in practice through a Gaussiaxatation with a small standard deviation and
guaranties differentiability properties of this surfaBerthermore, this initialization has the great advantage t
include in the implicit surface structural informationgloé temperature map before an eventual cell formation.
This avoids in empty cells areas imposing level sets valnasdepend only on the geometry of the other
detected active cells — or worst on an artificial boundarymhe cell has been detected. Figure 2 shows an

example of the benefit provided by this initialization.
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4.4 Observations

A common way to track objects in images consists in relyingaoreference histogram. However in our
application, such a generic description of the regionstefest is difficult to specify as the spatial organization
of the temperature inside a convective cell strongly ev@bleng time. This evolution is depicted in figure 4.

This figure illustrates a typical evolution of the temperathistograms observed along time for a given of a

convective cell. From this illustration, it is obvious theafixed reference object histogram would be strongly

i

Time evolution (0 to 10h)

Temperature (150 K to 250 K)

Figure 4: Evolution of the non-normalized temperature histogram of aconvective cell sequenceEach
line corresponds to a representation of the temperatutébdison at a given instant of the sequence. The

Y-axis is the successive images of the sequence and thesteptiesents the temperature values observed in

the cell.

sensitive to the instant of acquisition of the first imageted sequence. We thus propose an observation
operator based on the temperature threshold related tasbhgto the convective cell contour and the cell’s
core. Assuming, as it is commonly done in convective cellea®n issues, that the core’s activity (resp.
its external area) lies in temperatures under a given tbtdsh. (resp. abovel,), the functiong, whose

zero-level corresponds to the border to extract, shouldibe as:

H(I(x) = Te)(1 = H(¢(x))) + H(Te — 1(2))H(¢(X)) = €, (42)

wheree = {e, ¢} andH is the Heaviside functionH{ (x) = 0if z < 0 andH (z) = 1 elsewhere). This relation

is zero if I(z) > T, and¢(x) > 0 orif I(z) < T, and@(x) < 0. This measurement model favors thus the
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curve interior to be above of a given threshold and the exté¢oi be lower of the same threshold. Otherwise

this function is always positive. Hence, this relation dealto define the observation systgin= H(¢) as:

y=0
(43)
H(¢) = H(I(z) — To)(1 = H(¢(x))) + H(Ts — I(x))H(¢(X))
The operatoH is non-linear with respect t¢. Its associated tangent linear operator yields:
OH
a—¢(5¢) = [-H(z) = T,) + H(T, — I(x))] 4(¢), (44)

whered(¢) is the dirac function applied to.

4.5 Error covariance tensors

The dynamical model error covariance matriéeand the background error covarianBéhave been defined

in section 4.2 and 4.3 respectively. They are account fogtredity of both the measured velocities from
the image sequences and the input luminance data. As fobdenation error, a similar procedure has been
applied: since the observations are extracted from an irtigshold independently at each point of the image
grid, the error observation covariance tensor has beenedefis a diagonal matrix whose values are directly
linked to the surface gradient magnitude @ thresholding measure is associated to high covariandes va
and hence low uncertainties —resp. a low value and high taingr— for high magnitude of the temperature
gradients —resp. low temperature variations—). The ptapwlity coefficient used in this covariance matrix
constitutes the single parameter of our assimilation m®.ckn practice this coefficient has been set to all

the experiments on which the technique has been run.

Let us now present some experimental results.

5 Experimental results

This section describes some experiments that have beeedcaut on real data of the Meteosat Second

Generation satellite. Before showing the results, let s fiescribe the datasets that have been used as
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Figure 5: Examples of IR 10.8 images on the two different segas of the benchmark.

benchmark.

5.1 Data and geographical area

Our different image sequences were extracted from Augis2805 (time 00h00) to September 1st (time
23h59). The upper left hand corner coordinates of the g@bigal area are (0,-20) degrees in latitude and
longitude, and (25,40) at the opposite point. The regionprires a great part of central Africa, which ex-
tends from the Sahel in the northern part of the image to thategal region in the southern part. These data
occurred during the Sahel rainy season, spreading fromtdudeptember [2], and during the monsoon rains,
which takes place in the southern part. The following banelewssed: WV 6.2, IR 9.7, IR 10.8, and IR 13.4.
IR images were transformed into brightness temperatuiag egjuation (1).

We have selected two sequences, respectively nasiaglé cell and “multiple cells. The figure 5 depicts
one image of two different selected sequences. Irsthgle cellsequence (figure &)), a single large con-
vective cell is visible. With a diameter of approximately02dlometers at its mature stage and a temperature
below —60C, this convective cell belongs to the category of mesoscadats also called super cells. The
multiple cellssequence of figure &) is more complex. It exhibits numerous diagonally organigexller
cells, and might be more considered as a multicellular stbem as a true convective cell. Indeed, the biggest
cell's diameter does not spread more than one hundred kitvmyeand the temperature does not dive much

below the core temperature threhold.
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Figure 6: Results on thesingle cell sequence.The first line corresponds to the contours obtained after the

propagation of the initial contour with the proposed lewaissdynamics; the second line shows the final results

after the assimilation process. The contour of the cellpsagented in black while the core is in white.

5.2 Experiments on thesingle cell sequence

As explained previously, in order to ensure a non overlappgtween the two curves representedspyand

¢. (respectively related to the external contour and the cérhe cell), the surface. is defined over a
support corresponding to the interior of the domain delie@ay zero level set af.. Its assimilation depends
therefore on the estimation of surfage. The estimation of the cell boundary surfagedoes not depend
however on the core surface and can be performed first. Thwiksn of the core surface is then handled
afterward.

The assimilation results are shown in Figure 6. The firstiepgresents five images of the sequence where
the propagation of the initial contours through the dynahimodel are superimposed (the contour in black
represents the external cell and the one in white is relatdtktcore). The second line depicts the results after
the assimilation process. On the first row of this figure, care abserve that the dynamical model provides
already a coarse approximation of the final contour locdtonhe two initial cells (that are merging later in
the sequence). During the initial integration, we see thatioth cells evolve independantly from each other

along the sequence (first line of Figure 6). The benefit of #sinailation process then clearly appears on
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the second line of the figure 6 since the two initial cells neeipether in a unique cell. It can be observed
that the estimated curves related to the contour and theafdbe cell are well in line with the visualized
sequence. They also are in accordance with the usual beludtiese convective systems. Let us now study

the relevance of out approach when several cells split amgene

5.3 Experiments on themultiple cell sequence

This second experiment represents a more complex scergeisaontains several cells at different degrees of
evolution. In addition, as few convective phenomena atébed in the firstimage (i.e. only the biggest cells
are detected through the threshold technique on the firgi@inéhe first integration of the dynamical system
has provided only a rough initial system state for the mas¢piinent cells: the very first forecast of the initial
flat temperature surface (first line of Figure 7) correspongdo the initial condition indeed obviously failed
in predicting a complete series of contours for the difféicmils observed. The results after the assimilation
process are shown in Figure 7. Despite an incomplete andisfiastory initial solution, we can observe
that the process enables to estimate accurately the cergndrthe cores of the different convective cells. The
different split and merge were correctly managed (the ceteglequence can be seeht#p://www.sites.univ—
rennes2.fr/costel/liama/corpetti/ Thom&@srpettieng/ANRMSG.htm).

These two experiments on real meteorological data denaiadtre ability of the proposed assimilation
process to recover reliable curves describing the contudittze core of the observed convective cell.

To highlight the robustness of the assimilation procedigtajs now study the relevance of the proposed

technique in presence of highly corrupted data.

5.4 Robustness in presence of noisy and corrupted data

The Meteosat Second Generation data are received, anaydestored by the EUMETSAT consortium. For
some specific applications, it is also possible to instalingpke reception station using a conventional TV

antenna. The MSG signal is captured and transform into anlangie brightness. In such simple reception

30



b X e — . e & e
> x5 - N - ~ail -
ﬁ»? ﬁ.:;_? "’__ “’_ F=)
- = o . o7 o4
< R = = - *",_“. ""
= - — . - . e
- 5 - - it e

= T - T - || = -
- v e =L wl mpg
Figure 7: Results on themultiple cell sequence.The first line corresponds to the contours obtained after

the propagation of the initial contour with the proposedleset’s dynamics; the second line shows the final

results after the assimilation process. The contour of ¢flécrepresented in black while the core is in white.

stations, it is frequent that the signal is corrupted dueirfstance to interference with aerosols, clouds, ...
Therefore, many images are likely to be unusable. To andhaestability of our approach in presence of
outliers, we have performed the assimilation on a corrupesgsion of thesingle cellsequence where the

following transformations have been applied:

the fourth image has been half bottom cut;

e a Gaussian-noise with a known standard deviation has baedirced in the seventh;

the same noise has been also introduced in the tenth, anojtteftthand quarter has been discarded;

the last image has been suppressed.

On this sequence, the motion field have been estimated usnzpst function of relation (41). Thanks to the
robust normyf(.) used, the outliers areas are “rejected” of the minimizagpimtedure and the solution consists
in a regularization of the motion field by propagating itsetiyence and vorticity on the “noisy” data. The
Figure 8 presents the results after the assimilation soyp&$ed to the original images. The method turns out

to be very efficient since the estimated curves are still ekyged from the ones obtained from the uncorrupted
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Figure 8: lllustration of the assimilation results on cqrted data; the half bottom part of the fourth image has
been cut out, the seventh has been blurred by a known Gaussism the tenth has a quarter missing and is

blurred by the same amount of noise, and finally the last in@gebeen suppressed. The estimated level sets

still correctly delineate the contours of the convectivit@ed its core, even in the case of missing image

data. On all the noisy areas, the associated covarianc&easa#ire very high since the observation provides
no relevant information. As mentioned in previous sectidinsse latter are indeed related to the magnitude of
the gradient of the image luminance. Therefore, on sucliessitiegions, the observation adds no information
and the system state results in a propagation of the dynhsyiseem. This experience emphasizes well the

robustness of the presented approach with respect toetitfpotential sources of degradations of MSG data.

6 Conclusion

In this paper we have proposed an original and efficient tiarial assimilation framework for the tracking of

convective cells from both IR and WV MSG imagery. The techeigelies on an optimal control formulation

which consists to monitor the trajectory of the curves desars from the complete sequence of data. Each
step of the process is composed of two iterative phasesotiaafd linear development of the state variable
from a dynamical model, and the backward integration of gaiatlddynamics incorporating a data measure-
ment model. A time consistent family of state variables isHiy way generated as a satisfying trade-off with
respect to uncertainties of the system dynamics and of &srehtion. Excepted the proportionality coefficient
used in the background error covariance, all the other patensinvolved in the proposed data assimilation

process are estimated from the image data and do not reauyiedahoc tuning.
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The cells are characterized using a state variable compidea levelsets, related respectively to their
boundary and their core. The level set formulation enablestaral topology adaptability that fits well to the
possible splitting and merging phases underwent by a ctimeezell during its life cycle. This approach is
also relevant to properly process such highly deformakldadktructures. The use of two level sets allows
identifying the cold clouds from the other surrounding aradwer ones, but also enables to focus on the actual
convective activity part of the convective cell and to dhigtiish it from the whole cloud.

The dynamical model associated to the level sets assumethéhaurves are propagated by an external
velocity field (in practice estimated on the image but that lsa provided by any measurement techniques)
where the uncertainties along the normal and the tangeheafurve are taken into account. This provides a
generic stochastic process allowing to guide the curvestiir an implicit surface. Of course, the quality of
this dynamical model is related to a global accuracy of tHeoity fields but local velocity errors are handled
in our scheme.

We have outlined the strength of the variational assinafaformulation in its ability to deal with missing
or altered data. Furthermore, it provides a continuouséwmonk for the state variable tracking, and provides
therefore a continuous trajectory of each cell. This ermbketo provide a cell localization even in case of
missing or altered images and to oversample the final tiajg(vith regard to the image temporal lapse rate).
In the intricate situation where a cell undergoes multipkErges and splits simultaneously, this decomposi-
tion of the trajectory into shorter intervals of time proegla clearer temporal interpretation of the diverse
successive topological changes.

We believe that such a tool is very relevant for the climaj@band meteorology community since the
analysis of convective cells is still a very intricate preol.

In order to explore further the potentialities of the levetssassimilation, we present in the appendix a
tool that labels and estimates several of the geometric adidtive features of the cells that characterizes
their development’s phase. This is based on several aumarad semi-automatic tools encountered in the

literature. The association of the assimilation resulth&convective cell activity characterization constisute

33



a valuable and complete tool that might be useful in the nretegist community.

APPENDIX APPLICATION TO THE ESTIMATION OF CHARACTERISTIC PARAMETER®F THE

CONVECTIVE CELLS

Many studies have demonstrated the interest of charaictgrzach convective cell individually, as well
as its phase of development. It is common to characterizeuvbkition of a convective cell by three states:
growing, maturation and decay. According to Barrett andtvMdB], each step of the evolution has its own
particularity. For instance, a cloud produces less rainsrdécreasing stage than during its growth. Thus,
the characterization of the phase should improve the rdiedéimation [32]. In addition, several indicators
related to the stage of development are very useful for apisis. As an example, in [41], the authors have
presented a technique to estimate precipitations usimlismimages based on the “convective cloud area
evolution” index. More generally, several attempts haverbearried out in order to provide to the community
automatic or partially-automatic detection and trackimgj$ [2, 17,18, 33]. In this section, we aim at showing
the interest of the assimilation for the characterizatibthe life cycle of a given convective cell. From the
different curves extracted with the proposed assimilgpiatess, we present a tool that allows us to label each
convective cell, to memorize its history (origin and newig&sued from the current), and to compute several

significant parameters for the characterization of the eotive phenomenon. These parameters are:

e the averaged brightness temperature;

the surface;

the perimeter;

o the averaged divergence;

the volume index [46]:>" n,;(I(x) — T') wheren,; is the number of pixels with the same brightness

temperature;

the gravity center coordinates;
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Figure 9:Example of labeled convective cellsomputed from the assimilation results along the sequence.
¢ the averaged wind speed vector of the center of gravity, itedyby the temperatures of the cell.

In addition to the labelisation and characterization ofheaell, a “contextual” parameter has been added

to precise the origin the cell:
e Normal birth : the cell has just been created and has no antecedent;
e Normal evolution: the cell has a unique antecedent;
e Merge: the cell has several antecedents;
e Split: several cells have the same antecedent;

These labels allow us memorizing the cell history. For eah we are able to identify its date of birth and
death or its type of evolution (merge, split, ancestor,tfdia, ...). To illustrate such labelisation, the figure 9
represents for the second sequence a picture of the laballsdtdifferent stages of development.

The following structure is an example otall identity cardextracted on this sequence:

Label number: 2

Born atimage # 4

Dead at image #7

Type of born: NATURAL

Futur merge: YES
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e Futur split: NO

e Merge with cell(s). 13

e Overlapping (in pix): 22

e Average temperature along life [347.5, 343.5, 340.7, 339.0]

e Surface along life [8, 28, 53, 76]

e Perimeter along life: [8, 24, 35, 39]

e Average divergence along life[0.1, 0.2, 0.1, 0.3]

e Volume index along life [100, 463, 1021, 1593]

(Volume index)/(Surface) along life [12.5, 16.5, 19.3, 21.0]

Gravity center along life: [(140,46), (140,45), (140,44), (140,42)]

This expresses that the cell number #2 triggers on image #haniormal birth (it does not result from any
merge or split of previous cells) and died on image # 7 of tlggieace by merging with another cell to create
the cell # 13. The overlapping between cell # 2 and cell # 12ipiRels. As the cell # 2 is visible on four
images, four values for each parameter field have been &xdrac

In addition to such an “identity card” for each convectivé,deis also possible to characterize the activity
of a convective system in the sens of the definition given 8} {Bat links to the same convective cells future
merge cells. As already mentioned, we have assumed thatveative cell can be characterized into three
phases : growing, maturity and decay. Following [39], tliewective activity can be characterized considering
the joint evaluation of the local divergence contained im 2 motion fields and the temporal variations of
the brightness temperature. For instance, the growingigctiorresponds to the time interval in which the
averaged temperature of the cell decreases while the ackdiprgence is positive; the maturity is associated

to a calming down activity where the top cloud stops cooliogvd and its averaged temperature can even
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(a): born (b): growing (c): maturity (d): decay (e): death

Divergence moyenne temperature mean evolution
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01 340

335

6 8 10 12 14 16 18 20 22 4 6 8 10 12 14 16 18 20 22 24

Average divergence Average temperature
Figure 10:Characterization a convective cell's activity For a given cell (cell labeled #2 in this figure), an
image corresponding to each phase and key events is refgdsdie mean displacement of the cell is also
superimposed to its gravity center. The second line cooredpto the mean divergence and brightness inside

the cell. The vertical red lines corresponds to a merge whbkrs cells whereas blue lines represents splits.

start rising up slightly whereas the decay is characterizned period where the divergence is negative in
conjunction with an increasing temperature. Figure 1Gitiates the phase characterization for the cell labeled
#2. We have also added both indicators (evolution of the rdeemngence and temperature inside the cell) that
enables to characterize its activity.

With such available data, it is possible to print out othexfuscharacterization indicators. For instance,
the figure 11 exhibits some of common descriptors used iermifft previous studies for the characterization
of convective cells [2,17, 18, 33]. From these plots, onesmmthat even if some indicators are correlated
in some phases (for instance, a positive divergence isecelat a positive gradient surface evolution), they
contain all a specific information. The figure {d) exhibits the quantity%%—‘;‘ — div(v;) whereA stands for

the area of the cell. This index, which links the area evohlutb the average divergence has been introduced
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Figure 11: Area and gradient of the area of the cell 2 of themsgsequence along the 23 images of its

existence.

in [29], is null during the growing phase. The others indexetated to the surface, perimeter, volume and
temperature, are estimated from the estimated curves andstociated motion fields. They may provide
precious information that can be used for specialists ttebanalyze and understand the convective cell's
behavior. Such summary cannot be robustly extracted witth@utracking and denoising process performed

through the curve assimilation.

38



Acknowledgment

This work was supported by the French National Agency of Re$ethrough the ANR-06-JCJC-0083 STANDS-

MSG project.

References

[1] R.F. Adler and A.J. Negri. A satellite infrared technéto estimate tropical convective and stratiform

rainfall. J. . Appl. Meteor. 27/pages 30-51, 1988.

[2] Y. Arnaud, M. Desbois, and J. Maizi. Automatic trackingdecharacterization of convective systems on

Meteosat pictures]. Appl. Meteorol.31:443-453, 1992.

[3] E. C. Barrett and D. W. Martin.The Use of Satellite Data in Rainfall MonitoringAcademic Press,

London., 1981.

[4] A.F. Bennet, B. Chua, and L. Leslie. Generalized invansdf a global numerical weather prediction

model. Meteor. Atmos. Phys60:165-178, 1996.

[5] A.F. Bennet, B. Chua, and L. Leslie. Generalized inv@rsof a global numerical weather prediction

model (ii). analysis and implementatiokleteor. Atmos. Phys62:129-140, 1996.
[6] A.F. Bennett.Inverse Methods in Physical Oceanograp®ambridge University Press, 1992.
[7] A. Blake and M. Isard Active contoursSpringer-Verlag, London, England, 1998.
[8] V. Caselles, R. Kimmel, and G. Sapiro. Geodesic activeaors.Int. J. Comput. Vision22(1), 1997.

[9] T. Chan and L. Vese. Active contours whithout edgéSEE Trans. on Image Proc10(2):266—-277,

2001.

39



[10] I. Cohen and I. Herlin. Tracking meteorological stuets through curve(s) matching using geodesic

paths. InProc of 6th IEEE Int. Conf on Computer Visigmages 396—-401, Bombay, 1998.

[11] T. Corpetti, P. Héas, E. Mémin, and N. Papadakis. fnesimage assimilation for atmospheric motion

estimation.Tellus Series A: Dynamic Meteorology and Oceanograptyi(1):160-178, 2009.

[12] T. Corpetti, D. Heitz, G. Arroyo, E. Mémin, and A. Sarauz. Fluid experimental flow estimation

based on an optical-flow schentexperiments in fluids40:80-97, 2006.

[13] T. Corpetti, E. Mémin, and P. Pérez. Dense estimatibfiuid flows. Patt. Ana. and Mach. Intell.

24(3):365-380, 2002.

[14] P. Courtier. Dual formulation of four-dimensional istional assimilation.Quat. J. Roy Meteor. Sqc.

123:2249-2461, 1997.

[15] G. Egbert and A.F. Bennet. Topex/Poseidon tides estichasing a global inverse model. Geo-Phys.

Res 99:24821-24852,1994.

[16] R. M. Endlichand D. E. Wolf. Automatic cloud trackingg@ljied to GOES and METEOSAT observations.

J. Appl. Meteor20:309-319, 1981.

[17] H. Feidas. A software tool for monitoring the featurdsconvective cloud systems with the use of

Meteosat imagesEnvironmental Modelling and Softwarg8(1):1-12, 2003.

[18] H. Feidas and C. Cartalis. Monitoring mesoscale cotivecloud systems associated with heavy storms

with the use of Meteosat imagerjournal of Applied Meteorologyt0:491-512, 2001.

[19] P. Heas and Mémin. 3D motion estimation of atmosphlegiers from image sequencelcEE Trans.

Geoscience and Remote Sens#®y8), 2008.

[20] P. Heas, E. Mémin, N. Papadakis, and A. Szantai. Layestimation of atmospheric mesoscale dynam-

ics from satellite imagernyEEE Trans. Geoscience and Remote Sengif(l2):4087-4104, 2007.

40



[21] A.R. Houze. Mesoscale convective systeiRsy. Geophysicg2:1-43, 2004.

[22] P. Huber.Robust StatisticsJlohn Wiley & Sons, 1981.

[23] I. Karatzas and E. ShrevBrownian motion and stochastic calculuSpringer, 1996.

[24] M. Kass, A. Witkin, and D. Terzopoulos. Snakes: Activantour models. International Journal of

Computer Vision1(4):321-331, 1988.

[25] A. Kurganov and D. Levy. A third-order semidiscrete trah scheme for conservation laws and

convection-diffusion equation&IAM J. Sci. Comput22(4):1461-1488, 2000.

[26] H.Laurentand M. Desbois. Measurement and validatf@araospheric motions detected on water vapor

Meteosat imageryAdv. Space Research?(7):105-114, 1992.

[27] F.-X. Le Dimet and O. Talagrand. Variational algorithfior analysis and assimilation of meteorological

observations: theoretical aspecisllus pages 97-110, 1986.

[28] J.L. Lions.Optimal control of systems governed by PDBgringer-Verlag, 1971.

[29] L.A.T. Machado, H. Laurent, N. Dessay, and |. MirandaaSonal and diurnal variability of convection
over the Amazonia: a comparison of different vegetatioresypnd large scale forcingTheoretical

Applied Climatology78:61-77, 2004.

[30] L.A.T. Machado, W.B. Rossow, R.L. Guedes, and A.W. Walk Life cycle variations of mesoscale

convective systems over the Americddonth. Weather Rev126:1630-1654, 1998.

[31] V. Mathon and H. Laurent. Life cycle of the Sahelian ms&sde convective cloud systemQuart. J.

Roy. Meteo. Socl127:377-406, 2001.

[32] AR.L. McAnelly and W.R. Cotton. The precipitation lifgycle of mesoscale convective complexes over

the central United Stateslonthly Weather Revievt17(4):784—-808, 1989.

41



[33] C. Morel and S. Senesi. A climatology of mesoscale cotive systems over europe using satellite
infrared imagery. i: MethodologyQuarterly Journal of the Royal Meteorological Society8:1953—

1971, 2002.

[34] C. Morel and S. Senesi. A climatology of mesoscale cotive systems over europe using satellite in-
frared imagery. ii: Characteristics of european mesos€alarterly Journal of the Royal Meteorological

Society 128:1973-1995, 2002.

[35] S. Osher and J. A. Sethian. Fronts propagating withature-dependent speed: algorithms based on

Hamilton—Jacobi formulationsl. Comput. Phys79(1):12-49, 1988.

[36] N. Papadakis, T. Corpetti, and E. Mémin. Dynamicaliysistent optical flow estimation. Int. Conf.

Comp. Vis.(ICCV'07)October 2007.

[37] N.Papadakis and E. Mémin. Variational optimal cohtiechnique for the tracking of deformable objects.

In Int. Conf. Comp. Vis.(ICCV'07Dctober 2007.

[38] N. Papadakis and E. Mémin. A variational techniquetiimre consistent tracking of curves and motion.

Journal of Mathematical Imaging and Visip81(1):81-103, May 2008.

[39] C. Papin, P. Bouthemy, E. Mémin, and G. Rochard. Tragkind characterization of highly deformable
cloud structures. Ificuropean Conference on Computer Vision, ECCV 2000, LNCS, Mume 2,

pages 428-442, Dublin, Irlande, June 2000.

[40] V. Rathi, N. Vaswani, A. Tannenbaum, and A. Yezzi. Tragkdeforming objects using particle filtering
for geometric active contourslEEE Trans. Pattern Analysis and Machine Intelligen@9(8):1470-

1475, 2007.

[41] R.A. Scofield. The NESDIS operational convective ppéetion- estimation techniqu#&lonthly Weather

Review115:1773-1793, 1987.

42



[42] J.A. Sethian. Theory, Algorithms, and Applications of Level Set Methad<Pfopagating Interfaces

Cambridge University Press, 1996.

[43] J.A. Sethian. Level Set Methods and Fast Marching Methods: Evolving fates in Computational

Geometry, Fluid Mechanics, Computer Vision and MaterigigSce Cambridge University Press, 1999.

[44] C.-W. Shu. Essentially non-oscillatory and weightedentially non-oscillatory schemes for hyperbolic
conservation laws.Advanced Numerical Approximation of Nonlinear Hyperbd&iguations, Lecture

Notes in Mathematic$1696):325-432, 1998.

[45] A. Szantai and F. Désalmand. Using multiple channelisxfmsg to improve atmospheric motion wind
selection and quality. I@th International Winds Workshop, EUMETSAT, EUM R gages 307-314,

Helsinki, Finland, 2004.

[46] M. Szejwach, . G. and. Desbois. Dynamic classificatibmesoscale cloud pattern¥ournal of Applied

Meteorology 17:1406-1411, 1978.

[47] O. Talagrand and P. Courtier. Variational assimilataf meteorological observations with the adjoint

vorticity equation. I: TheoryJ. of Roy. Meteo. soc113:1311-1328, 1987.

[48] F. Uboldi and M. Kamachi. Time space weak-constrait@a@essimilation for non linear model$ellus

52A:412-421, 2000.

[49] A. Vidard, A. Piacentini, and F.-X. LeDimet. 4D-variabal data analysis with imperfect modé&kllus

56A:177-188, 2004.

[50] Z. Xu and C-W. Shu. Anti-diffusive finite difference wemethods for shallow water with transport of

pollutant. Journal of Computational Mathematic&4:239-251, 2006.

[51] H. Yahia and J.P. Berroir. Segmentation of deformadeyilates with level sets characterized by particle

systems. Innternational Conf. on Patt. Regages 14211423, Brishane, 1998.

43



[52] J. Yuan, C. Schnoerr, and E. Mémin. Discrete orthofjole@omposition and variational fluid flow

estimation.Journal of Math. Imaging and Vis28(1):67-80, 2007.

44



