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Conception correcte et efficace du point de vue
énergétique d’une applications multimédia sur
systéme-sur-puce

Résumé : Ce rapport présente la conception et ’analyse d’applications multi-
média telles quun encodeur JPEG sur une architecture multiprocesseur. Une
approche basée sur des modeéles est adoptée en considérant des spécifications
en UML Marte. Une analyse reposant sur des horloges abstraites est proposée
afin d’aborder la correction des comportements d’un systéme, et trouver les
configurations les plus adéquates pour son exécution, du point de vue de la per-
formance et de la consommation d’énergie. Notre approche permet une analyse
rapide et fiable de I’espace de conception ; cela est crucial pour I'implantation
des systémes complexes.

Mots-clés : Applications multimédia, horloges abstraites, systéme-sur-puce,
analyse de configuration, correction
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1 Introduction

Multimedia embedded systems implemented on system-on-chip (SoCs), e.g.,
found in digital cameras and cellular phones, are omnipresent in our daily life.
They become increasingly sophisticated and resource demanding to meet quality
of service. Their developers must guarantee their correctness and satisfactory
execution performances. Multiprocessor platforms offer a very good opportu-
nity to efficiently implement such systems. In addition, energy consumption
is another major issue when such systems are embedded in portable devices
depending strongly on batteries.

All these aspects make the efficient design of multimedia SoCs very challeng-
ing. To adequately address the aforementioned design challenges, developers
need methodologies for high-level software/hardware co-modeling and analysis
of SoCs. The considered models must be expressive and precise enough for an
early assessment of possible design decisions.

Contributions. In this paper, we propose an approach for embedded system
design and analysis at a high abstraction level in order to reduce the design
space exploration (DSE) efforts in a SoC codesign framework [9]. We describe a
system implementing the JPEG encoder with the standard UML Marte profile
[15], dedicated to the Modeling and Analysis of Real-Time Embedded systems.
We analyze the behavior of the system by considering abstract clocks inspired
by the synchronous approach [5]. Our clock-based analysis aims to guarantee
the functional correctness of the system. It also exploits clock traces to as-
sist a designer in a choice of system configurations offering a good compromise
about correctness, performance and energy consumption. Our approach is typi-
cally very useful in frameworks adopting platform-based design [16], where high
level specifications of system functionality and architecture are refined with
well-characterized components and analyzed so as to rapidly meet design re-
quirements.

Related works. Among existing studies devoted to model-based design and
analysis of embedded systems, we mention ModES [14], Sesame [II] and syn-
chronous modeling of AADL [10]. In ModES, the authors use UML to model
a system. An internal tool (called H-Spex), adopting a probabilistic meta-
heuristic approach, provides designers with a number of processors required for
system execution, maps tasks to processors, allocates processors to bus segments
and sets the voltage of each processor. Its main goal is to minimize as much
as possible the communication costs and the voltage of processors. In Sesame,
authors address SoC design by using a specific UML profile. They generate code
in two languages: SystemC for simulation and Lotos for formal analysis of tem-
poral ordering between events. In [10], AADL models describing an embedded
system architecture are translated to a synchronous language in order to verify
the preservation of the system functional properties. The result is combined
with an associated synchronous program encoding the system functionality in
order to obtain a complete system model for validation. Compared to above
mentioned works, our proposition aims at offering a SoC co-design and analy-
sis methodology. We specify a system using Marte as in [I2]. We propose a
validation of system functional properties as in [10] and [II]. This enables to

RR n°® 7715



Correct and Energy-Efficient Design of a Multimedia Application on SoCs 5

guarantee the suitability of chosen execution platforms regarding the correct-
ness of the system. We also address execution platform properties via processor
frequencies so as to find relevant system configurations optimizing the energy
consumption as in [I4]. For that, we make use of well-known techniques in liter-
ature such as dynamic voltage/frequency scaling (DVFES) [6] or power shutdown
(PS) [13].

Beyond model-based approaches, we can also mention existing commercial
tools that provide RTL (register transfer level) simulation and emulation envi-
ronments for low-level system prototyping [3]. Such environments assist soft-
ware developers in driver debug and integration, and allow hardware engineers
to keep their traditional view of embedded systems. Unfortunately, RTL level
tools cannot adequately support the complexity of multi-processor SoCs re-
quired for multimedia applications because they are very slow for a meaningful
execution of application software. In order to reduce simulation time, many
research efforts have been conducted towards the use of Cycle-Accurate (CA)
simulators. They simulate a micro-architecture at the clock-cycle level and pro-
vide widely used simulators. At a higher abstraction level, an Instruction Set
Simulator (ISS) sequentially executes instructions without any notion of concur-
rency of a micro-architecture. An ISS description can be enhanced with timing
annotations for approximating the execution time and obtaining a behavioral
model. But, the simulation speed with CA or behavioral ISS simulators are
limited to few hundred thousands of simulated cycles per second. Contrarily to
RTL- and CA-based techniques, our approach does not require any simulation
platform. In addition, only an abstract characterization of the hardware and
software parts of a system is required. As a result, no actual IP is needed to
run and analyze a system, and this eliminates the tedious coding/debug efforts
from the problem.

Outline. In the following, Section [2| describes system design with Marte and
abstract clocks. Section [3] presents our clock-based analysis. Section [ reports
experimental results on a JPEG encoder by comparing our clock-based approach
with SystemC simulation. Finally, Section [5] gives conclusions.

2 System design with Marte

In this study, sequences of images (of size 256 x 256) are encoded at a constant
frame rate of 15 frames per second. So, the JPEG algorithm processes a frame
every 66 ms. In order to encode each frame before the next one, a deadline of
66 ms is chosen. We consider finite image sequences.

2.1 Functional part

The JPEG encoder algorithm, modeled on top of Fig.[1] consists of several steps.
First, it splits images into blocks of size 64 pixels (8x8). Here, we consider im-
ages of type luminance/chrominance such as YUV and YCbCr, to obtain the
best compression ratios. Then, a color transformation is applied to pixel blocks
in order to extract information about the luminance and chrominance. After-
ward, a Discrete Cosine Transformation (DCT) is applied to each resulting
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JpegAlgorithm
rgb : RGB2YUV dct : DisCoSTran qu : Quantization hu : Huffman re : Rebuildimage
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I [ [ I
bus: Bus |
Slave —
<<hwRom>> L$‘1:<<hwmnumop>
inst: InstMem data: DataMem Screen: Actuator

Figure 1: Model of the JPEG system in Marte.

block to extract information in terms of frequency and amplitude. A quantifica-
tion is applied to the result. It produces matrices of size 8 x8 to which a Huffman
coding is applied. Finally, compressed images are built from transformed pixel
matrices.

In Fig. the components (or tasks) rgb, dct, qu, hu and re represent
respectively color transformation, discrete cosine transformation, quantization,
huffman and finally the image reconstruction. Furthermore, we define activation
rate relations between these components by using an abstract clock notation [7].
Each component is associated with a finite clock clk, defined as a sequence of
logical instant values: an occurrence of 1 means the component is active and
is simultaneouslzﬂ consuming, executing and producing data (i.e. synchrony
hypothesis [5]), while 0 means no activation.

ckrgp: 1 1 1 1 1 0 0 0 O
ckgep: 0 1 1 1 1 1 0 0 0
ckpy: 0 0 1 1 1 1 1 0 0
clkep: 0 0 0 1 1 1 1 1 0
ck,.: 0 0 0 0 1 1 1 1 1

Figure 2: Trace of functional clocks associated with JPEG tasks.

According to a pipelined execution of the JPEG algorithm, the activations
of det (resp. qu, hu and re) are preceded by activations of rgb (resp. dct, qu

I Actually, an active logical instant corresponds to several processor cycles, i.e., it is not “in-
stantaneous”. In our approach, this number is determined during the mapping of functionality
on a platform.
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Figure 3: Trace of physical clocks associated with processors (f1 = 26M Hz, fo =
200MHz, f3 =100MHz, fy = 50MHz and f5 = 40M H z.

and hu). This is described in Fig. [2, where the functional clocks clk,gp, clkqet,
clkhy, clkq, and clk,. are associated respectively with rgb, dct, hu, qu and re.
The trace reflects the precedence relations about components activations. Note
that more complex execution models can be easily captured by such traces [2 [J.
In the rest of the paper, we refer to such relations as functional clock properties

of the JPEG encoder.

2.2 Execution platform

We consider a parallel random access machine (PRAM) architecture model [§]
to execute the JPEG encoder. PRAM is composed of processors operating syn-
chronously according to a global clock and communicating via a shared memory.
Processors are given the concurrent read concurrent write semantics for memory
access (this may induce access conflicts). In Marte, the Hardware Resource Mod-
eling (HRM) package offers concepts to model hardware resources as illustrated
in in the bottom of Fig. [T} e.g. the stereotypes hwProcessor and hwRam denote
processor and memory. Note that Marte also provides a compact representation
of parallelism (in both application and hardware parts) via the Shaped stereo-
type, which means that the associated entity consists of multiple instances. For
instance, in Fig. [I} the component P345 is formed of three processor instances.

So, we consider five processors Py, Py, P3, Py and Ps (the last three form
P345), with the frequencies f; = 25M Hz, fo = 200M Hz, f3 = 100M Hz, f4 =
50M Hz and f5 = 40M H z respectively. If 1/f denotes the period of a processor
with frequency f, we have 0.04us,0.005us,0.01us,0.02us and 0.025us as period
values for Py, P, P53, P, and P5 respectively. We use these values to define the
activation instants of each processor. Furthermore, for synchronization purpose,
we need to consider a reference (or ideal) clock « that provides a common time
base. We define the period of k as 1/LCM(f1, ..., f5) = 0.005us, where LCM is
the Least Common Multiple. Fig.[3|depicts the periodic activation rates between
processors Pi, P>, P3, P, and Ps according to their periods and the reference
clock k. We refer to these activations as physical clocks x; of processors.

2.3 Mapping and scheduling of functionality on platform
2.3.1 Modeling of allocation

For the execution of tasks rgb, dct, qu, hu and re specified in the functional
part, we model and analyze several possible mapping scenarios onto five pro-
cessors Pi, Py, P3, Py and P;. The Alloc package of Marte provides one with
adequate concepts for specifying the considered tasks allocations on processors.

RR n°® 7715
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In Fig. [1} an example of mapping is shown where rgb and dct are respectively
associated with P1 and P2 by using the allocate connector. The tasks qu,
hu and re are distributed onto the remaining three processors P3, P4 and P5
by using the distribute connector whose attributes (not shown here) exactly
state how each task is allocated.

Furthermore, the number of processor cycles corresponding to task activa-
tions needs to be specified statically during the mapping: we assume that each
activation of a task takes c cycles.

To capture mapping and scheduling choices with abstract clocks, we define a
projection of functional clocks on physical clocks. Then, we use this projection
to describe the scheduling of mapped tasks on processors.

2.3.2 General principle: clock projection

Let us assume the number of instants in a functional clock clk;, i.e. its length,
is smaller to that of a physical clock «;. The mapping (or projection) of clk; on
k; is defined as follows:

1. for each k € [1,length(clk;)], the status (i.e., 0 or 1) of the k' instant of
clk; is mapped onto the j'" instant of x;, where j = (nb_occ(clk;, k,0) +
(nb_oce(clki, k,1) x ¢) +1). The expression nb_occ(clk;, k, 0) returns the
number of instants with the status 0 in clk; that have occurred before the
kth instant whereas nb_occ(clk;, k,1) concerns instants with the status
1. The constant ¢ is the number of processor cycles performed by an

activation.

Let L = length(clk;), every k*" instant of x; s.t. (k > nb_occ(clk;, L,0)+
nb_oce(clk;, L,0) x ¢) is associated with the status value 0. Let us call
clk} the clock resulting from this step;

2. in clk}, the value -1 is inserted at all empty positions where the reference
clock  has an instant occurrence while clk] has not any instant occurrence.
Also, ¢ — 1 values of -1 are inserted after each occurrence of a 1 to delimit
a whole activation. After this step, clk and k have the same length.

From the above clock projection, the occurrence of 1 at an instant in a clock
clk! indicates that the processor corresponding to x; is active and is executing
one instruction cycle at that instant. The value 0 indicates that the processor
is in the Nop state. The meaning of -1 is rather contextual: when a sequence of
such a value is immediately preceded by 1, then it denotes potentially active at
those instants; otherwise, it denotes idle.

2.3.3 Scheduling of tasks on processors

We distinguish several possible task mapping scenarios on an execution platform:

o Mono-task scheduling on each processor. Each processor executes one
task (itself executed only on this processor). For each task associated
with a functional clock clk;, its scheduling on a processor associated with
a physical clock k; is captured by the clock projection defined previously,
according to a number of cycles corresponding to each task activation. An
illustration is given in Fig. (a) where we map rgb, dct, qu, hu and re onto

RR n°® 7715
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Figure 4: Trace sketch of clocks clk; ,, clkgy.,, clky,, clky, and clk;, result-
ing from a mono-task scheduling on each processor (cycles per task activa-
tion: crgp = 1, Caet = 4, cqu = 2, ¢y = 3 and ¢ = 3), with: (a)
fi = 25MHz, f2 = 200MHz, f3 = 100MHz, f1 = 50MHz and f5 = 40MHz
(precedence constraints violated); (b) fi = 25MHz, fo = 200MHz, f3 =
100MHz, f4 = 50M Hz and f5 = 40M H z with a delay of eight logical instants of
the ideal clock for clky,, and six logical instants for clk;,, (precedence constraints
satisfied) and (¢) f1 = 25MHz, fo = 100M Hz, f3 = 50M H z, f4 = 50M H z and

f5 = 40M H z (precedence constraints satisfied).

processors Py, Py, P3, Py, and Ps respectively. For the sake of simplicity,
the very simple values ¢,.qp = 1, Cqet = 4, Cqu = 2, Chu = 3 and ¢ = 3
are associated with rgb, dct, qu, hu and re respectively. The arrows
represent the activation precedences specified in the functional part after
the scheduling is applied.

o Multi-task scheduling on processors. Here, a processor can execute several
tasks. To define such a scheduling, we apply a time slicing to the functional
clocks clk; of all tasks to be executed on a processor with a physical clock
;. We partition every clock clk; into smaller slices (sub-sequence of clk;)
with equal sizes, e.g., a slice s can be a period in the binary notation
of clk;. The scheduling of s is defined as the clock projection of s on
kj. Then, we define the scheduling of the whole tasks as follows: the
processor repeatedly switches from the scheduling of a task to another
after the scheduling of every slice. This is performed until all slices of all
tasks are scheduled.

RR n°® 7715
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Beyond the above two schedulings, one may also need to schedule either
multiple tasks on multiple processors, or one task on several processors (useful
for a parallel execution of a task). These problems are solved by using the same
kind of reasoning as above.

In [12], Marte is used for the co-modeling of SoCs and system-on-program-
mable components. Three abstraction levels are defined with Marte in order
to describe SoC architectures: an abstract platform architecture consisting of
an untimed system model, an execution platform architecture refining the un-
timed model with timing constraints and separating software from hardware
components, and a detailed platform architecture including further details such
as power consumption. While this separation of concerns is interesting, authors
do not address at all analysis issues, necessary for system validation. The next
section deals with a clock-based system analysis.

3 Clock-based system analysis

We assess the design choices resulting from the previous section, w.r.t. the
correctness of functional clock properties, performance and energy consumption.

3.1 Analysis of functional clock properties

It is important to preserve the functional clock relations when synthesizing a
scheduling of a system after a mapping. Typically, a data consuming component
must not be executed without having received its required data. To check the
precedence imposed on activations of rgb, dct, qu, hu and re tasks, we analyze
the clock trace in Fig. {4] (a). We can deduce that the clock properties are not
respected all. The constraint between clk:’rgb and clk],, is violated since the
second (resp. the third) activation instant in clk;gb is preceded by the second
(resp. the third) activation instant in clk;gb. In other words, processor P
is activated very frequently while processor P; has not produced yet the data
required by P» for processing.

To solve the above issue, we distinguish different solutions. The first solution
consists in delaying the activation of the fastest clock so as to postpone the
execution of its associated processor. This solution works here because the
analysis is done over finite image sequences, hence with finite clocks. With
infinite clocks, we have to reason on a macro-period over considered clocks,
i.e., on a repetitive finite portion of an infinite clock trace. In Fig. [4| (b), by
inserting eight logical instants of the reference clock in clk},, and six instants in
clk;u, the activation precedences become correct. The black and gray triangles
respectively indicate deadline and specific response times.

Another solution consists in modifying the frequency in order to satisfy the
functional clock properties. Let us reduce the frequency of P from 200M H z to
100M H z. We obtain the trace in Fig. 4| (c) where the functional clock properties
are satisfied between clocks clk;gb and clk),.,. An important benefit of the new
processor configuration is the subsequent reduction of power consumption since
P, operates at a lower frequency while ensuring a correct functional behavior
and deadline constraint.

RR n°® 7715
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3.2 Ewvaluation of execution time

To compute the total execution time of the system for performance evaluation,
we have to determine the amount of computational workload of each processor.
If a given processor has a frequency f and executes C activation cycles during
a complete execution of an application, then its corresponding execution time
is given by: %

In Fig. {4 (c), it takes 9 cycles in clk],, to execute the first two activations.
Hence, the corresponding execution time by processor P, at 100M H z is % =
0.09us.

3.3 Minimizing energy consumption

During an execution, we define the slack time of a task as the difference between
its completion time and its associated deadline. In Fig. (b), the deadline value
is pointed out by the black triangle on the 26" instant of the reference clock.
The response time of rgb task is pointed out by the gray triangle on the 21"
instant. In Fig. c), this response time occurs at the 25" instant after a
reduction of the associated processor frequency. As a result, the slack time
is shorter, which also reduces the energy consumption, while the functional
properties are still verified. This reasoning is applied statically on the set of all
correct traces obtained from our clock-based scheduling.

Another way to estimate the energy consumption F of a system in our
framework is to consider the execution time 7' calculated previously with power
consumption W information of every task in the JPEG, obtained from a profiling
on given experimental platforms: £ =T x W.

4 Validation on JPEG encoder: clock-based ap-
proach vs SystemC simulation

To validate our clock-based design and analysis, we compare our results with
those obtained with the cycle-accurate (CA) simulation in SystemC. CA sim-
ulation is largely used in industry and is provides good performance accuracy.
However, it is time consuming. We use the SoCLib library [17], which provides
an MPSoC simulation environment at cycle accurate level. We executed the
JPEG application according to the mentioned configurations.

4.1 Configuration specification

We consider nine mapping configurations of the JPEG encoder, summarized in
Table In the first five configurations (i.e., configurations 1, 2, 3, 4 and 5),
the JPEG tasks are distributed according to the number of processors corre-
sponding to a pipelined execution model. For the configurations 6, 7, 8, and 9,
processors carry out the same algorithm of JPEG encoder on different image
blocs corresponding to single program multiple data (SPMD) execution model.

In addition, Table [2| gives pre-profiling data about the JPEG, used as input
information for our clock-based approach. It shows measures of processor cycles
and power consumption per task activation for one image, on a RISC processor

RR n°® 7715
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Configurations ID | Number of Proc. Allocation type
1 1 task /processor
2 2 task /processor
3 3 task/processor
4 4 task /processor
5 5 task/processor
6 2 sub-image /processor
7 3 sub-image /processor
8 4 sub-image /processor
9 ) sub-image /processor

Table 1: Mapping configurations for the JPEG encoder.

Task | # Cycles | Power (mW)
rgh 7534 3741
det 7214 3776
qu 6920 3858
hu 5504 3675
re 4594 3653

Table 2: Cycles and power consumption per task activation in JPEG.

of type PowerPC 405 CPU Core, at 300MHz (using the Power Analyzer N6705A
of Agilent).

4.2 Results

Fig. [5]shows the experimental results of an evaluation of execution time through-
out the clock based analysis and CA simulations in SystemC. The results ob-
tained from the clock-based analysis keep the same tendency as those observed
in SystemC. This provides a designer with a consistent basis to assess the dif-
ferent configurations.

We consider a rate of 15 frames per second for the encoding, a duration
of 1/15 ~ 0.66ms is obtained for encoding each image. Let us consider this
duration as an image processing deadline. Provided a mapping configuration
where the precedence relations on task activations are satisfied and the process-
ing deadline is met, we can determine the minimal frequencies based on the
clock-based analysis so as to reduce the slack time much as possible. Those
frequencies contribute to reducing the energy consumption. They are indicated
in Table [3| for configurations 1, 6, 7, 8 and 9.

Beyond the above qualitative reasoning about the energy minimization by
shortening the slack time, we can also estimate quantitatively the energy con-
sumption. For that purpose, given the execution time evaluated for each task
with the clock-based approach, we compute the energy dissipation in configu-
rations 1, 6, 7, 8 and 9 as shown in Fig. [6] This is achieved by accumulating
the energy consumption of all tasks via the product of their corresponding pre-
determined power consumption (see Table [2) and execution times. We observe
again that our approach leads to the same tendency as the considered CA sim-
ulation.
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Figure 5: Comparison of execution time according to the two approaches.

Processors | Processor cycles | Minimal frequency (MHz)
Procl 32529428 493
Procl 16490607 250
Proc2 16604443 252
Procil 14668654 223
Proc2 12622744 192
Proc3 6369273 97
Procil 8497715 129
Proc2 8556568 130
Proc3 8556568 130
Proc4 8615442 131
Procil 8638148 131
Proc2 6523480 99
Proc3 6523480 99
Proc4 6523480 99
Procbh 6583327 100

Table 3: Frequency values for configurations 1, 6, 7, 8 and 9.

RR n°® 7715



Correct and Energy-Efficient Design of a Multimedia Application on SoCs 14

w
a
o

w
=]
=]

N
a
o

Energy (uJ)
BN
a o
o o

=
o
o

o
[=]

[=]

1 6 7 8 9

Configurations

@ SystemC simulation
m Clock based analysis

Figure 6: Comparison of energy consumption to the two approaches.

Concerning the accuracy of our clock-based approach compared to CA sim-
ulation (which is more precise), the maximum estimation error is of 28% for
execution time (Fig. and of 11.6% for energy consumption (Fig. |§D In-
deed, this difference is explained by the fact that the clock-based analysis does
not fully take into account synchronizations overhead in multiprocessor system
as well as additional activities that are intrinsic to parallel processing such as
shared data communication overheads which are accurately evaluated with Sys-
temC simulator.

On the other hand, since the SystemC implementation and CA simulation
requires a significant time (about one week to achieve all experiments) com-
pared to the clock-based technique (half a day), the latter approach is therefore
preferable for a preliminary rapid exploration of large design spaces. Finally,
our clock-based analysis is applicable modularly to any periodic clock trace
independently from the number of clocks in the trace. Since multimedia appli-
cations have generally regular (repetitive) behaviors, they can be characterized
with periodic clock traces. In that sense, our proposition is scalable.

Finally, we can also notice that the presented work contributes to bridging
the gap existing between on the one hand, the functional specification of a
system where computations and communications are considered as synchronous,
and on the other hand, the corresponding implementation on an asynchronous
platform. Compared to existing works on the same topic [4], we target an
explicit asynchronous hardware platform model from which useful information
such as processor characteristics allow us to address both functional correctness,
performance and energy issues.

5 Concluding remarks

This paper illustrated the design and analysis of a JPEG encoder on a mul-
tiprocessor hardware architecture. Starting from a high-level modeling with
the standard UML Marte profile, we proposed an analysis approach by con-
sidering abstract clocks inspired by the synchronous approach [3], for a fast
reasoning about functional correctness and best design choices regarding tem-
poral performance and energy consumption. In particular, we addressed the
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energy consumption by reasoning on clock traces expressing correct execution
of system functionality on given architecture configurations. We were able to
identify minimal processor frequencies in such configurations in order to save
energy. We also estimated the energy consumption for some software/hardware
mapping configurations. While the clock-based reasoning is less accurate than
a cycle accurate simulation in SystemC, it provides very similar observations in
a faster way.

To achieve our clock-based analysis, we combined the TimeSquareﬂ clock
simulator, and a few abstract clock comparison functions encoded in Ocaml
[I]. However, a more complete and seamless implementation of the approach
remains to be done.

As future work, we plan to improve the presented clock-based modeling by
refining it with an estimation of synchronization overhead in multiprocessor
system and shared data communication overhead at high abstraction level. The
aim is to make the analysis more accurate in order to reduce the gap between
our results and those obtained with lower level simulation approaches.
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