A Multi-Front Eikonal Model of Cardiac Electrophysiology for Interactive Simulation of Radio-Frequency Ablation

E. Pernod¹, M. Sermesant¹,³,*, E. Konukoglu², J. Relan¹, H. Delingette¹, N. Ayache¹

¹INRIA, Asclepios Team, Sophia-Antipolis, France
²Microsoft Research, Cambridge, UK
³King’s College London, St Thomas’ Hospital, UK

*Corresponding author: maxime.sermesant@inria.fr, 2004 route des Lucioles, 06902 Sophia Antipolis, Tel: +33 4 92 38 78 11, Fax: +33 4 92 38 76 69

Abstract

Virtual reality based therapy simulation meets a growing interest from the medical community due to its potential impact for the training of medical residents and the planning of therapies. However, computer models of the human anatomy are often very computationally demanding, thus incompatible with the constraints of such interactive simulations.

In this paper, we propose a fast model of the cardiac electrophysiology based on an eikonal formulation implemented with an anisotropic fast-marching method. We demonstrate the use of this model in the context of a simulator of radio-frequency ablation of cardiac arrhythmia from patient-specific medical imaging data. Indeed, this therapy can be very effective for patients but still suffers from a rather low success rate. Being able to test different ablation strategies on a patient-specific model can have a great clinical impact.

In our setting, thanks to a haptic 3D user interface, the user can interactively measure the local extracellular potential, pace locally the myocardium or simulate the burning of cardiac tissue as done in radio-frequency ablation interventions.
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1. Introduction

Cardiac arrhythmias are pathologies characterised by an abnormal heart beat or rhythm. The contraction and relaxation of the heart is indeed controlled by the depolarisation and repolarisation of the cardiac cells that propagates through the myocardium, from the sinus node, the natural pacemaker of the heart, to the ventricles. The abnormal propagation of the electric wave inside the heart leads to dysfunction of cardiac mechanics causing a loss of efficiency when pumping the blood to the general circulation.

Treatment of cardiac arrhythmias has considerably changed, for instance with radio-frequency (RF) ablation becoming widely available as an alternative to drug therapy. These interventions are carried out under x-ray guidance, with specialised catheters for making invasive recordings of the electrical activity in the heart, and even reconstruct the chamber geometry. RF ablation can be used to burn the pathological cardiac cells responsible for abnormal electrophysiological propagations. One source of difficulty for cardiologists when performing this intervention is to locate those cells based on the reading of multiple electrical signals acquired in the heart. In many cases, the therapist adopts a trial and error approach by continuously checking if the electric propagation is altered by the performed ablation. Furthermore,
partly due to the challenge in performing the intervention, a large proportion (around 50\%) of patients being ablated have a recurrence of the pathology at least 6 months after the intervention.

Therefore, these procedures can be highly effective with minimal side effects but some groups of patients have unsatisfactory success rates and may entail long procedures with high x-ray radiation dose to both patient and staff. Moreover, serious side effects can arise if the lesions extend beyond the target area, for the ablations. There is a need for substantial innovation in order to reliably achieve successful results in an acceptable time, with lower radiation dose and reduced risk of accidental damage to adjacent structures.

The aim of this research work is to design models of the cardiac electrophysiology that are suitable for clinical use and to propose methods to combine these models with interventional data in order to better estimate the patient cardiac function and help in the training, planning and guidance of such procedures.

During the last decades, important progress has been made in modelling the cardiac electrophysiology, with the design of more and more complete ionic models \[1\]. However, the integration of such models at the scale of the organ often proves difficult, as this results in complex reaction-diffusion equations which require careful mathematical analysis and produce important computational load. See for instance \[2\] for an analysis of this problem.

To tackle this, rule-based models were developed in many areas of computational biology allowing to study the spatial interaction of cells with discretised behaviours. This leads to a better understanding of interaction phenomena at a much larger scale. There have been many examples of cellular automata used to model excitable media. However, cellular automata do not derive from the discretisation of a continuous model, thus the impact of the topology and size of the grid on the resulting dynamics is difficult to control, for instance on the anisotropy \[3\]. Different extensions to the classical cellular automata have been proposed in the literature to better reproduce the behaviour of reaction-diffusion models (like curvature \[4\]) but these often remain ad hoc as this is not the discretisation of a continuous model.

In this article, we propose to integrate both the continuous dynamics, through an eikonal approximation of the reaction-diffusion systems, and the discrete states, through a cellular automaton, in order to achieve fast simulations of the propagation, while preserving most of the properties of the reaction-diffusion model. To achieve this, we use the Fast-Marching Method (FMM) with several improvements, in order to be able to take into account the anisotropy of the propagation and the existence of several fronts.

Virtual-reality based surgery simulation opens up new fields in medical training and planning of therapies. In this paper, we investigate the development of a simulator prototype for rehearsing RF ablation of the myocardium based on the proposed model.

2. Electrophysiology Models

Modelling the cell electrophysiology is an active research area since the seminal work of Hodgkin and Huxley \[5\]. The precise modelling of the myocardium involves a cell membrane model embedded into a set of partial differential equations (PDE) modelling a continuum. We can divide these models into three categories, from the more complex to the simpler (numerically):

- Biophysical models: semi-linear evolution Partial Differential Equation (PDE) with ionic models (up to fifty equations for ions and channels \[6, 7, 8, 9, 1\])
- Phenomenological models: semi-linear evolution PDE with mathematical simplification of biophysical models (bidomain, monodomain \[10, 11\])
- Eikonal models: one static non-linear PDE for the depolarisation time derived from the previous models (Eikonal-Curvature \[12\], Eikonal-Diffusion \[13\])

PDE based electrophysiology models are more sophisticated and can account for complex physiological states such as ischemia or arrhythmia. However, they often rely on a large set of parameters that are
difficult to personalize and are computationally very demanding at the organ scale. Indeed the space scale of the electrical propagation fronts is in general much smaller than the size of the ventricles and fine mesh must be used.

On the other hand, eikonal models only simulate the time at which a front reaches a given point and therefore lead to much faster computations. Such models can be used to estimate patient-specific parameters [14], or explore a large set of simulations [15].

Eikonal models are derived as asymptotic solutions of PDEs and therefore both approaches can be easily compared [16, 17]. Differences can appear due to the boundary conditions: for PDEs, these are Neumann boundary conditions, which impose the no-flux condition at the boundary, whereas the eikonal equation has no such constraints. Another difference can arise from the fact that in PDEs the speed of the travelling front is time dependent whereas in eikonal form, only a constant speed asymptotic value is considered. In [17], Konukoglu et al. have added correcting terms in the eikonal models in order to minimize those discrepancies.

One important limitation of eikonal models is that they only describe the time of depolarization without describing the state of repolarization and refactoriness of cardiac cells. Those phenomena are very important for the simulation of arrhythmias. Jacquemet [16] proposed an extension of those models to consider periodic arrhythmia without taking into account the dynamic aspect of restitution curves. In the remainder, we detail a multi-front eikonal model which captures the main characteristics of cardiac electrophysiology propagation (anisotropy, refractory period, repolarisation, restitution curve) at a low computational cost [18].

2.1. The Anisotropic Fast Marching Method

The classical FMM [19] can be used to very efficiently solve the standard isotropic eikonal equation:

$$F(X)\sqrt{\nabla T(X)^t D(X)\nabla T(X)} = 1$$  \hspace{1cm} (1)

where $T(X)$ is the arrival time at point $X$ and $F(X)$ the local speed function. $D(X)$ is a $3 \times 3$ symmetric tensor defining the anisotropy of the propagation at point $X$. In the classical isotropic case, $D(X)$ is the identity matrix. Whereas in the anisotropic case, it captures the fact that the electrical propagation is roughly three times faster along the fibre orientation than in its transverse direction. Therefore, this tensor is computed as:

$$D(X) = \frac{1}{9} I + \frac{8}{9} f(X) \otimes f(X)$$  \hspace{1cm} (2)

where $I$ is the identity matrix and $f(X)$ is the unit fibre orientation vector at point $X$.

In this method, points are separated into three sets: $UN\!\!\!O\!\!\!W\!N$, $TRIAL$, and $Known$, and the $TRIAL$ set of points $X$ is ordered along the increasing associated times $T(X)$. $N(X)$ is the neighbourhood of $X$. In the initialisation step, all points are labelled as $UN\!\!\!O\!\!\!W\!\!\!N$ with a time of $+\infty$, starting points are labelled as $Known$ with a time of 0, and their neighbours are iteratively updated. The FMM algorithm is described here briefly, see Algorithm 1.

Algorithm 1 Fast Marching Method

while TRIAL list is not empty do
    $X \leftarrow \arg\min_{X \in TRIAL} \{T(X)\}$
    remove $X$ from $TRIAL$ and add $X$ to $KNOWN$
    for all $X_i \in N(X)$ and $X_i \notin KNOWN$ do
        compute $T(X_i) = UPDATE(X_i,X)$
        if $X_i \notin TRIAL$ then add $X_i$ to $TRIAL$
    end for
end while

Taking into account the anisotropy of the propagation is important in many cases of excitable media. But introducing this phenomenon in the FMM is not trivial. Indeed, the regular FMM uses the collinearity between the time gradient and the characteristic direction to solve the equation very efficiently, but in the anisotropic case these directions do not match any more.

There have been many different algorithms proposed to solve such anisotropic equations using single-pass [20, 21] or iterative [22, 23] methods. We proposed a fast algorithm for solving anisotropic
eikonal equation on general meshes without increasing the neighbourhood size around each vertex and following the characteristic direction similar to single-pass methods. The idea is to include a recursive correction scheme taking into account the fact that, due to anisotropy, the immediate neighbourhood used for computation may not always contain the characteristic direction at the time it is computed. To achieve this, an additional CHANGED list is introduced which is also empty at the beginning and which is used during the recursive correction step. This efficient algorithm can cope with very important anisotropies and can be applied to more general forms of static convex Hamilton-Jacobi equations, and on Cartesian or unstructured grids [24]. Pseudo-code is provided in the following algorithms 2 and 4 (UPDATE function in Annex).

The anisotropic FMM algorithm is not significantly longer to compute than the standard FMM algorithm, especially when the anisotropy is moderate. For instance with a factor of three between longitudinal and transverse speeds as in cardiac tissue, simulation on a 13 000 nodes mesh only takes few seconds. The results are presented on a cubic mesh, composed of 13 000 nodes and 75 000 tetrahedra. The initialisation is in the front top corner (see Figure 1).

2.2. A Multi-Front Fast Marching Approach

The FMM is a static method to solve for an evolving front, in the sense that the variable of the eikonal equation is time. But for our purpose, we can have several fronts evolving at the same time, because cardiac cells go back to a resting state, so they can be excited again before the first front disappeared. The key idea is to introduce a time-stepping scheme while using the FMM to compute the propagation during each time step.

In order to achieve this, we also have to introduce a refractory state, between the excited and the equilibrium state, otherwise, any node going back to the equilibrium would immediately be excited again by his neighbours still excited. This is in agreement with cardiac electrical action potential propagation, where cells have this refractory period [1]. The Multi-Front FMM is described in algorithm 3.

---

**Algorithm 2 Anisotropic Fast Marching**

```plaintext
while TRIAL or CHANGED are not empty do
  if CHANGED is not empty then
    X ← argmin_{X ∈ CHANGED} \{T(X)\}
    remove X from CHANGED
  else
    X ← argmin_{X ∈ TRIAL} \{T(X)\}
    remove X from TRIAL and add X to KNOWN
  end if
  for all X_i ∈ N(X) and X_i ∈ KNOWN do
    compute T(X_i) = UPDATE(X_i, X)
    if T(X_i) < T(X) then
      T(X) ← T(X_i)
    else if Y_i ∈ UNKNOW then
      T(Y_i) ← T(Y_i)
      remove Y_i from UNKNOW and add Y_i to TRIAL
    end if
  end for
end while
```

This Multi-Front FMM is able to simulate an impulse train on a piece of excitable media (see Figure 2).

2.3. Cardiac Electrophysiology Simulation

The presented algorithm can be used to simulate transmembrane potential propagation in cardiac tissue. The idea is to compute the depolarisation time using the Multi-Front Anisotropic FMM. The local speed \( F \) corresponds to the local tissue conductivity. Then, when a given vertex is depolarised, we use the time-stepping to know when the vertex goes into repolarisation and then refractory period, and when it is excitable again. The time during which a cell is depolarised is called the Action Potential Duration.
Figure 1: Isochrones of the simulated front, red colour corresponds to small times, green to large times. (Top) Isotropic Fast Marching (Bottom) Anisotropic Fast Marching on tetrahedral unstructured grid, the anisotropic direction is vertical. Initialisation is in the front top corner.

(APD) and it corresponds to the period during which the cardiac fibres are actively mechanically stretched. Furthermore, we can compute a pseudo transmembrane potential, which is at 10 mV when the vertex is depolarised (red), and -90 mV when it is excitable (blue), and interpolated using a precomputed curve in between (see Figure 3). Compared to similar approaches in propagation simulation [25], it could be seen as a “continuous cellular automaton”: the states are still discrete, but the propagation is continuous.

To better simulate the cardiac cells' behaviour, it is important to introduce the restitution curve, which is the relationship between the pacing frequency and the APD [11]. Several different curves can be found in the literature, depending mostly on the experimental protocol [26]. This can be directly used within our model, as we compute the APD at cycle $n + 1$ as a function of the previous diastolic interval (DI) $DI_n$.

**Algorithm 3** Multi-Front Fast Marching Algorithm on a period $T$. $IT$: Integrated Time, $ET$: Elapsed Time, $RT$: Repolarisation Time, $RP$: Refractory Period

\[
\begin{array}{l}
\ IT = 0.0 \\
\ \text{while } IT < T \ do \\
\ \ \ ET = 0.0 \\
\ \ \ \text{while } TRIAL \ \text{not empty and } ET < \text{timeStep} \ do \\
\ \ \ \ X \leftarrow \ \text{argmin}_{X \in TRIAL} \{T(X)\} \\
\ \ \ \ \text{remove } X \ \text{from } TRIAL \ \text{and add } X \ \text{to } KNOWN \\
\ \ \ \ \text{for all } X_i \in N(X) \ \text{and } X_i \in UNKNOW \ do \\
\ \ \ \ \ \ \ \text{compute } T(X_i) = \text{UPDATE}(X_i, X) \\
\ \ \ \ \ \ \ \text{if } X_i \notin TRIAL \ then \ \text{add } X_i \ \text{to } TRIAL \\
\ \ \ \ \ \ \ \ ET = T(X_i) - IT \\
\ \ \ \ end \ for \\
\ \ \ \end{while} \\
\ \ \ IT += \ \text{timeStep} \\
\ \ \ \text{for all } X \in KNOWN \ do \\
\ \ \ \ \text{if } IT - T(X) > APD(X) \ then \\
\ \ \ \ \ \ \ \ \text{remove } X \ \text{from } KNOWN \ \text{and add } X \ \text{to } REFRACTORY \\
\ \ \ \ \ \ \ \ RT(X) \leftarrow T(X) + APD(X) \\
\ \ \ \ end \ if \\
\ \ \ end \ for \\
\ \ \ \text{for all } X \in REFRACTORY \ do \\
\ \ \ \ \text{if } IT - RT(X) > RP(X) \ then \\
\ \ \ \ \ \ \ \ \text{remove } X \ \text{from } REFRACTORY \ \text{and add } X \ \text{to } UNKNOW \ \\
\ \ \ \ end \ if \\
\ \ \ end \ for \\
\ \ end \ while 
\end{array}
\]
(time during which a cell is repolarised):\[ APD_{n+1} = T_{close} \times \log \left( 1 - \frac{(1 - h_{min}) \times \exp \left( \frac{-D_{In}}{T_{open}} \right)}{h_{min}} \right) \] (3)

2.4. Radio-Frequency Ablation Model

There are numerous publications on the detailed simulation of the radio-frequency ablation, as this technique is widely used in different clinical applications (liver tumours, cardiac arrhythmias) \cite{27,28,29}. Such models aim at predicting the evolution of the tissue temperature as a function of the delivered energy taking into account various cooling effects. This is important in order to ensure that the heated tissue creating lesions do cover the targeted volume, in an optimal time.

Here, as a first approximation, we used a very simplified model for which the lesion size is user-defined and the conductivity $F$ of tetrahedral elements considered as ablated is set to zero.

The parameter values of the electrophysiology model as function of tissue type are summarized in table 1. Restitution curves for healthy and peri-infarct cardiac tissues are shown in Figure 4.

3. Implementation

3.1. Visualisation and Computation in SOFA

The proposed work has been implemented in an open source framework, SOFA \cite{30} suitable for real-time modelling of deformable structures and mechanical behaviours, particularly for medical simulation.
SOFA is an open-source library mostly written in C++ and using XML script language. Its architecture has been designed to be very modular with a lean core containing the overall architecture and prototype functions and on the other side, a large set of modules derived from the core. To link the different components (C++ modules of the framework) together, scene graphs (simulation tree in XML format) are used to describe a simulation.

In this work, several modules related to haptic rendering and collision detection have been used to provide a satisfactory user interface. Furthermore, we developed specific data containers in order to store the semantic and structural information associated with a tetrahedral mesh of the myocardium: definition of endocardium, epicardium surfaces, scar regions and fibre orientation at each tetrahedron (see Figure 5). For the scene visualisation, SOFA integrated graphical interface based on 3D OpenGL was used. Volumetric meshes can be displayed with one dimensional textures either to represent the pseudo action potential or the isochrones. The multi-front anisotropic FMM was implemented as a SOFA solver component combined with the time-stepping mechanism already implemented in SOFA.

3.2. Benchmarks

We benchmarked the performance of our multi-front anisotropic FMM (on a Intel Xeon CPU, 8 cores, 2.66 Ghz, 16 Go RAM) to evaluate the effect of mesh resolution and conduction anisotropy on our algorithm. In a first stage, we used a simple geometry representing a beam of size 5×2×2 cm with different mesh resolutions 6: Those tetrahedral meshes have been tessellated from a regular voxel grid. In those

<table>
<thead>
<tr>
<th>Mesh size</th>
<th>Tetrahedra</th>
<th>Vertices</th>
<th>Grid resolution</th>
</tr>
</thead>
<tbody>
<tr>
<td>Small</td>
<td>51 840</td>
<td>10 309</td>
<td>60×12×12</td>
</tr>
<tr>
<td>Medium</td>
<td>101 250</td>
<td>19 456</td>
<td>75×15×15</td>
</tr>
<tr>
<td>Large</td>
<td>240 000</td>
<td>44 541</td>
<td>100×20×20</td>
</tr>
</tbody>
</table>

Table 2: Meshes used for the benchmarks
experiments, we assumed that the conduction velocity along the beam longest axis was 50 cm/s (typical velocity in cardiac tissue) starting from a single point located at a corner of the beam. In case of anisotropic simulation, the conduction velocity was set to be three times slower along the beam shortest axis. In Figure 1, isochrones of two propagations are displayed, showing the effect of anisotropy.

The time step for those benchmarks has been set to 3 ms thus requiring around 33 to 43 iterations before depolarising the whole beam. In Figure 7 we plotted the computation time spent during each time step for the isotropic and anisotropic cases and for the three mesh resolution. As expected, in the isotropic case, the beam is depolarised in a bit more than 100 ms and the computation time reaches a plateau when the front corresponds to a section of the beam and therefore the same number of nodes needs to be updated at each time step.

A second set of benchmarks was performed on a myocardium mesh consisting of 10 213 vertices and 47 382 tetrahedra (see Section 4.1). In this case, anisotropic propagation was simulated with the same anisotropy ratio and conduction velocity as in the beam experiment. Figure 8 (Top) shows the plot of the computation time per time step as done previously on the beams as well as the percentage of nodes labelled as accepted (or depolarised) or refractory (in their refractory period). One can see that the computation time curve is bell-shaped which matches the pattern observed on anisotropic propagation for the beam. Furthermore, one can see that the proportion of depolarised nodes increases to 100 % when the myocardium is fully depolarised. Then, this proportion slowly decreases as more and more nodes are labelled as refractory and then at rest. One should notice that

<table>
<thead>
<tr>
<th>Mesh size</th>
<th>Isotropic (ms)</th>
<th>Anisotropic (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Small</td>
<td>1.10</td>
<td>1.40</td>
</tr>
<tr>
<td>Medium</td>
<td>2.23</td>
<td>2.84</td>
</tr>
<tr>
<td>Large</td>
<td>5.51</td>
<td>7.15</td>
</tr>
</tbody>
</table>

Table 3: Total computation time to depolarise a beam as a function of mesh size and anisotropy ratio.

Figure 7: Computation time per time step as a function of mesh resolution and anisotropy.
the change of states (from accepted to refractory to rest) requires a negligible computation time.

![Graph showing computational time per time step and percentage of nodes in refractory and accepted states](image)

Finally, in Figure 8 (Bottom) we investigate the discrepancy between the simulation time and the computation time. Ideally, one would expect that computation time for a single time step of 3 ms is exactly 3 ms. However, unlike classical PDE iterative solvers, our algorithm is asynchronous in the sense that the number of nodes processed at each time step may greatly varies. In this figure, we compare the cumulative computation time in red and orange with the ideal cumulative time in case of synchronicity (computation time is equal to simulation time) in blue. One can see that the computation time is always lagging behind the simulation time. This delay grows quickly during the depolarisation phase (where the anisotropic FMM is computed) but resides during the repolarisation and diastolic phase (where only the states are updated). In the case of isotropic propagation the total computed time for a single heart beat is almost equal to the total simulated time (near 0.9 s). However, the perceived propagation is slightly distorted since the depolarisation is artificially slowed down while the diastolic interval is accelerated. The anisotropic propagation is even more distorted with a 60% increase in total computation times. This study shows that while our proposed algorithm is fairly close to real-time computation (up to a factor 1.9), it entails some significant alterations in the perceived propagation which must be corrected by a further speed-up.

4. Radio-Frequency Ablation Simulator

In addition to simulating cardiac electrophysiology, we propose in this paper to develop a simulator to train cardiologists in performing RF ablation. To be complete such simulators should also reproduce the catheter navigation performed under X-ray guidance which contributes to the difficulty in performing the intervention. Several research groups [31, 32] and commercial companies [33, 34] are developing such endovascular navigation simulators, but we focus on the simulation of electrophysiology propagation and radio-frequency ablation which are suitable for real-time interaction.

4.1. Simulation Scene

As explained previously, multi-front anisotropic FMM is an efficient computational method to approximate the propagation of transmembrane potential in the heart. We can thus visualise that potential as a coloured texture. In order to illustrate the radio-frequency ablation simulation, we build a simulation scene corresponding to ischemic Ventricular...
Tachycardia (VT), an example of cardiac arrhythmia. In this pathology, the myocardium includes several necrotic regions or scars that appear after an infarct. Those scars can be imaged with a specific MR protocol, late enhancement MR, and are known to correspond to regions of very low conduction velocity. In the scene, we have decided to create synthetically a partially transmural isthmus between the two scars regions, which occurs frequently on patients suffering from VT [35]. This isthmus, represented in red in Figure 9, is composed of peri-infarct tissues for which the propagation of electrical waves is slowed down.

![Figure 9: Conduction velocities of the myocardium. Zones in wireframe have normal conductivity while blue regions (scars) have lower values and the red region (isthmus) has intermediate values.](image)

To prevent fast heart beats and re-entries, radiofrequency ablation has been shown to be an efficient therapy if performed optimally [36]. During this procedure, catheters are used to permanently burn cardiac tissues with electromagnetic radiations having low voltage and frequencies in the radio-frequency range. When heated, the damaged tissue is no longer able to conduct electrical waves preventing the arrhythmia from occurring.

Concretely in SOFA, to simulate this pathology, a volumetric mesh of the right and left ventricles with scars has been generated from MRI. This mesh is composed of 10 213 vertices and 47 382 tetrahedra. Figure 9 shows the conductivity map on this mesh. Healthy tissues have a conduction velocity of 50 cm/s whereas the scar regions (in blue) have no conduction velocities and the isthmus (in red) has a conduction velocity of 30 cm/s.

4.2. Interactive Simulation

We first developed two mechanisms with which the user can interact with the scene. The first one consists in locally modifying the conductivity of a region of the myocardium whereas the second one performs an electrical stimulation which generates an additional electrophysiological wave by forcing the state of neighbouring nodes.

We bound those two interactions to mouse events and then, to improve the realism of the simulation, we interfaced them with a 3D user interface. Ideally, the user should interact with a force-feedback interventional radiology simulator which would allow the user to navigate a catheter through blood vessels and perform various actions (measuring potentials and ablating tissue). However, as a first prototype, we are using the Xitact ITP instrument [33] which is designed for laparoscopic simulation with force-feedback. This tool allows 3D positioning and consists of one tracked instrument with a button and two pedals.

For this instrument the position and orientation of its tips can be read through a serial port at a high frequency. A complete description of the handling of haptic device, positioning and force feedback in the SOFA framework, can be found in [37].

![Figure 10: Picture of the ITP Xitact tool and its corresponding model. The tool tip corresponds to a sphere collision model.](image)

4.3. Instrument Model

Due to the nature of the 3D user interface, we assume that catheters are rigid instruments thus avoiding the simulation of flexible catheters that would be
Figure 10 shows that the instrument is modelled as a thin rigid shaft with a sphere at its extremity. This tip is used to simulate the catheter interaction (potential stimulation and ablation). The sphere serves as a collision model for the collision detection with triangles on the myocardium surface (see Figure 11). Thus, as soon as the sphere intersects a triangle, a collision is detected and the information is sent through the default collision pipeline of the SOFA framework [30]. Upon the detection of a collision, no force-feedback is sent back to the device in this first prototype. Instead, to guide the user, the part of the mesh being in collision is highlighted as a selected area and its scale may be modified as seen in Figure 11. Then, the user can push a button on the ITP device either to simulate cardiac tissue ablation (changing its conduction velocity to zero) or to perform an electrical stimulation. A foot pedal is used to change the nature of the interaction.

Figure 11: Collision model representations. A sphere model is used for the tool whereas the myocardium collision model consists of tetrahedra. The contact region is shown in green.

In future work, we plan to use the Xitact VIST-C device for this simulation. By integrating our proposed algorithms of fast cardiac electrophysiological modelling with existing developments on catheter navigation already implemented in the SOFA framework [31], we think that a more realistic simulator should be built in the near future, although some work remains to be done.

5. Simulation Results

To display the electrophysiology simulations, we use a colour map from blue to red, to represent the transmembrane potential of each vertex. Depolarised vertices are red, repolarised vertices are blue. At the initialisation stage, all vertices are set to the resting state.

Then, a stimulation is performed periodically at the apex of the right ventricle at a period of 300 ms to simulate a clinical procedure called VT Stim. This procedure is performed to test the inducibility of ventricular tachycardia of a patient and decide whether a defibrillator should be implanted. The electrical wave resulting from the stimulation takes approximately 250 ms to cover the two ventricles.

The first row of Figure 12 shows the resulting wave propagation (the cardiac fibres responsible for the anisotropy can be seen in the first image). As expected, the scars remain blue, since it is non conductive whereas the isthmus zone has a different behaviour than neighbouring healthy tissues. Indeed, the wave enters the isthmus through the upper side (A) and then exits by its lower bound (B). Then, due to different parameter values of the restitution curve, these vertices have a longer refractory period than healthy tissue (second row of Figure 12). As a result, when the second wave (wave T+1) reaches the upper bound of the isthmus, it can no longer go through this path. However, as the isthmus is no longer in refractory period when the second wave reaches the point B, it can then enter the isthmus through this point. This pattern is called an unidirectional block, and it can generate a re-entry wave (third row of Figure 12). In an ischemic VT, this re-entry wave can turn around the scars through the isthmus and then create additional ventricular contractions leading to tachycardia. In those cases, when the wave T+1 goes through the isthmus from the point B, on the other side (point A), healthy tissues are already repolarised state. Thus, when reaching the point A, the wave will be able to propagate into the heart, as it is the case in the third row of Figure 12, and potentially sustain itself by repeating this pattern.

Additionally to the simulation described above, we simulated interactively the radio-frequency ablation
therapy. In this case, the aim is to close the isthmus in order to prevent re-entry loops. With this setting, several radio-frequency ablations are performed around the isthmus in order to burn its tissue and get
a large region with zero conduction velocity which blocks electrical waves. To ensure that the path is completely blocked, stimulation can be performed during the intervention by actioning a foot pedal. By applying stimulations near the scars, one creates a new potential wave to check that the isthmus has been successfully ablated.

Figure 13: Simulation of the ablation of the isthmus. Colours reveal the underlying conductivity (green: healthy, red: scar). There is an associated video.

5.1. Discussion

To assess the accuracy of the simulation, it is possible to compare the simulated isochrone map with the one measured by catheters during the intervention using contact (i.e. the NavX or Carto systems) or non-contact (such as the Ensite balloon) endocardial mappings. Further evaluation can be performed by comparing stimuli conditions which can induce VT.

In terms of haptic simulation, no validation from clinicians can be performed at the moment since our prototype does not reproduce virtual catheter guidance to the heart, as it uses laparoscopic instruments for force feedback.

6. Conclusion and Perspectives

We presented a new algorithm to achieve close to real-time simulations of cardiac electrophysiology. This model opens up possibilities for filtering (smoothing) and interpolating electrophysiology recordings, which could provide diagnosis and therapy planning tools. An excellent example application is the planning of radio-frequency ablation. Such a real-time model can be embedded in an intervention simulator to test several ablation strategies.

To improve the model, future work includes speeding-up the algorithm to reach synchronicity and taking into account the impact of the curvature of the front on the propagation speed in the multi-front case. Accuracy of the method with respect to the mesh and the gradient approximation must also be carefully estimated.

This model has been integrated in the open source framework SOFA. Using a 3D user interface, we have presented a complete pipeline for the interactive simulation of cardiac radio-frequency ablation. A first prototype has been demonstrated for ischemic ventricular tachycardia where re-entries may occur through an isthmus surrounded by scar regions. A 3D rigid instrument allows the user to interactively simulate radio-frequency ablation by zeroing the conduction velocity around intersected tetrahedra. The user can also apply focal stimulations to check the effect of ablations.

There are several ways to improve the realism of the current prototype. For instance, the electrophysiology model could be extended to better represent the pathological behaviour and to include patient-specific tissue properties, such as conductivity and restitution curves. Real-time coupling between mechanical deformations and electrophysiology propagations should be developed in order to provide additional realism. Finally, catheter navigation should be made more realistic by using interventional radiology force-feedback simulators.

Annex

In order to compute the depolarisation time of a vertex $X_i$ within a tetrahedron $(X_i, X, Y, Z)$, Algorithm 4 is presented. It involves three alternative minimisations depending on the number of known neighbours among the three vertices $X, Y, Z$. These min-
imisations can be computed analytically and correspond to three distinct cases [23]:

1. If \( X_i \) has only one known neighbour \( X \) then the update does not include a minimisation and it is computed directly by linear extrapolation.
2. If \( X_i \) has two known neighbours \( X \) and \( Y \), then the minimisation corresponds to solving the following quadratic equation involving \( v(p) \), the point on the segment \([X, Y]\) located along the characteristic direction, \( p \) being its barycentric coordinate \((p \in [0, 1])\):

\[
T(X) - T(Y) + \frac{v(p)'D^{-1}(\overrightarrow{XX_i} - \overrightarrow{YY_i})}{F[v(p)'D^{-1}v(p)]} = 0,
\]

with

\[
v(p) = \overrightarrow{XX_i}p + \overrightarrow{YY_i}(1 - p)
\]

3. If \( X_i \) has three known neighbours \( X \), \( Y \), \( Z \), the solution becomes more complicated and we do not include it here in the interest of space. We refer the interested reader to [23].

**Algorithm 4** Computation of \( \overline{T}(X_i) = \text{UPDATE}(X_i, X) \) in a Tetrahedrisation

\[
\overline{T}(X_i) \leftarrow +\infty
\]

Update \( X_i \), the neighbours of \( X \) (which is known) within the surrounding tetrahedra \( TET_{X_i}^X \).

for all \( TET(X, Y, Z) \in TET_{X_i}^X \) do

if \( Y, Z \in \text{KNOWN} \) then

\[
\overline{T}(X_i) \leftarrow \min\{\overline{T}(X_i), \min\{v(p, q) \in [0, 1]^2 \mid (T(X)p + T(Y)(1 - p))q + T(Z)(1 - q) + [v(p, q)'D^{-1}v(p, q)]^{1/2} / F\} \}
\]

where \( v(p, q) = \overrightarrow{XX_i}p + \overrightarrow{YY_i}(1 - p)q + \overrightarrow{ZZ_i}(1 - q) \)

else if \( Y \in \text{KNOWN} \) then

\[
\overline{T}(X_i) \leftarrow \min\{\overline{T}(X_i), \min\{v(p) \in [0, 1] \mid (T(X)p + T(Y)(1 - p) + [v(p)'D^{-1}v(p)]^{1/2} / F\} \}
\]

where \( v(p) = \overrightarrow{XX_i}p + \overrightarrow{YY_i}(1 - p) \)

else

\[
\overline{T}(X_i) \leftarrow \min\{\overline{T}(X_i), T(X) + [\overrightarrow{XX_i}'D^{-1}\overrightarrow{XX_i}]^{1/2} / F\}
\]

end if

end for
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