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are then used as a sohd
to base subseguond

Tinaion

opereior. Lur statisticut resuls
theoretical foundation on whic
computations such as, for e sumg fo, the detorn
of toeal syrlace curvature using local geometric moadeis
curface segmentation’ ™
We tie the resutty of the anajvas of the uncert 14t
involved in edge detection 1o the estimation of loca
LT LT s by w Kalman filtering technigue.
KH Sie the instantiation of these local models s sh nilar
the method of Sander and Zucker™ | the utilizati
«;1% uneeriaintics viclds ngmsx_w;z.; pesults. o addigon,
Kalman fillering permits imcrementil and selcctive
incarporation of pew data. thus ensuring that the jocas
madels are fit 1o, and only o, relevant it points, We
cxpect that this will perost us (o effectively deal with
the problem of discontinuities where the local surface
spreothness assumptons break do
From the local fitting, we caleudate for each odge
poinE & mcHn curvature. d Ciaussian curvature, and
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principal curvature direetions, and covariance matsiges
defiping the uncertaimty. We define tocal curvalwe
images by projecting at e ach point the curvatures of the
neighbours onto the tangent p sane. This vields the ocal
aspect of the curvatures at a point.

From the curvature liekd we extyadt wypical pomnts
such as curvature oxtrema, pm solic points, umbic
potnts. This is done by s ﬂu tocal image of the
curvatures defined at each {u } point. For mstance,
to select the extrema of the maximum curvature in the
maximum curvature direction, we employ an ateorithm
vory simitar to the extraction o{ the extrema of the
gradient magnitude m the gradient direction used i
many 2D edge detection algo méﬁm&“‘ =

From these typical points we extract characten NS
Haes such as Hne of maximum curvature ealiema and
parabolic lines, 1o obl yin Hnes of masimum curvature
extrema. we perform a 3D hysteresis thresholding on
the extrema curvature points using the XTI
curvature, Here again the algorithm i very similar 1o
that wsed (o threshold the local gradient extrema
described by Monga ef al”

The ;mg»s [ s o

nived as follows. I the pextseeton
we show how uncertainty Lxﬁwxx unifyving the 3 i} adge
detection snd the surface fiting. We deal first with the
general problem of uncerts dnty in m;i,m fitting, and
then with the actual determimation ol the unee rlami
from our particular operalor {Periche oporator), \\ ¢
introduce the Jocat geometric models and curvature
computations, and st up the Jocal surface littin
problem and the Ralman filter torme s for copy
with uncertain (i s, The inhorent uncerfainty e xuim g
from the 3D gradient operator is determined. along
with how this is related o the Kalman filter,

I the third section we deal with the use of these
curvatires o extract typical curvagiure features. We
utilize the projection on the tangent plane of local
images of curvatures which is frame invariant, Thus we
reduce the extraction of typical curvature features o
the filtering of the locul images of curvitures.

The final section presents some expermment i oresults
for 31y synthetic images and e al data. For f‘éf'*i data we
demonsirate the stability of the mean I Gaussian
cvatures using two 31D scanner images z*»% the same
organ taken at different positions, We also show somwe
vesnlis g the extraction of focal curvature extroma on i
MR image of the fnee.

Jd

PARAMETRIC LOCAL SURFACE MODEL
Problem formulation

o this sectinn we set up the fovad parametnic surtace
briefly how o compute sufiace

mw}a s, deseribe
curvatures {rom ihe models, and present the probiem
m <§ sermining the paramters of the models from the
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H

data {%c&‘%\-xd om J%c, 3D gradient operator. We thux
assume that we are v%w; the locations of cstimated
surfage points I u h& ir estimated surface normals N
&or*f’awmdm“ W téw ctor gradient (see Monga and
: and Monga el e ;" fon how to compuie them).
Uhsipg ™ we gan wmix;; how fungond ;‘u’ezm} coordinate
sysien al P_owhich we denote (P QN1 Note thad the
Basis (P, Q) of the tangent plane al 745 arbitrary - the
anty constraint is that the coordinale svsiem b rzg;'%zi--

sanded and orthopormal.

fn the following. #1is the ;*w nt at which the surface
paich 15 being St and (0, are neighbourng estimated
surface points with .lx\fkidu normals 1. with both
given in Ps tangoend pla ¢ coordinates {i?w dcwiwp,
ment is simpler in these umrdimém: WO AP every-
thing iato the actual image courdinates given below),

{ocal geometric model

W assume that the datn rewrnet d by the i’*!’:u?im';
operator represent ao sy wurm tes of points and nor
mals from a {mmu&;? surtn CWe treal a surface ay o
differentiable manifold and §§;md loca! charts (paramat
izations) at all the estimated surface points, Thus. &t
Ped we assume that the focal chart {01

{# a sii?ia.‘wmm‘g)?sim‘s Pe

gw;a sct D7y is such that
Py e (00 and s mhe iGH

Ww

in /Y (hased on I's tangent plane courdinates) s

raph of sonw faaction b gt B owirhe

fihis gs always brug inoseme tocal charty The
expansion of 7 about the origin s

fi{p, g1

Since our ultimate goul is compuiation SHE
ansd related information, we fake the stmplost

chart which is appropriaie. .o, where




iS4 porad Frortic a{’iziu}’}(}

e curvature

svature of the surface
s docud par Hagiliz“ 4 in f’
i plane coordinates, '?"ézg,: surface pormal at P11

souloas:

SRGNIE

following, we take it as understood  that
featives are evalusied ar (00 0, e the |
nhicir, ) The malricus

;
i
o
joN
{h,,
i

sre determined Drom the fest and second fundamental
11 rw;wi‘i' ' sy of the swisce {{e. & denotes
ey product) e mu gl CUrvitlures K. Ko ot &
A { e ?&} mmzdm m’ are the two cigenvalues of
the matrix M FT and the Gapssian and mean our-

VaATUTOS aro

clively. We show how to compute uncerbantios in

Ceurvalul o

RECURSIVE ESTIMATION OF SURFACKE
PARAMETERS

Instantinting the model

Now, we wish 1o determine the loval guadiic surface
passing through p sind P2 owhich “hest” (o sense i"i;‘iii\‘
precise bejow) fits neighbouring points O, P i

and  therr zmm";ii 0, ) in 5’ 5
tangent plane coordinate system, the equation ol the

guadric gives us @ inst measurement equation:

F2pog d g g Da 0 )

sostiton of O, and the parameters 2, v
v detormit wedd from the duta.
: polat locations, the

,ﬁ@f‘:?i

herween the
which are (o
fry addition toy ostimated surfae
30 gradient operaior provides an estimate of g
direction, aad wo can use the measured normu
point (2, 1o further constrain the guadric
parameters, We know that, in the mgont
the quadric’s normal at point (? i

1
i

coordinaics,

vl 10 0o £ 16f Vi sl jou?

mow | - p g

Denoting the sealed normal me asir f)«i at point {; by

(o, H,. 1Y ={a & we o abain two
MOTe Measurement equalions:

fate ! gof e, U {3
fsie fogy=p s {3 {4}
the  thy mpeasyrement

m]‘iuim?éi% which constrain the determination of the
paramelors ¢ guadric @t pont P '3‘%’;0@«:
cquations sliwaid be compared to iu' four equation

of Sander and ,,fm kaz Squation £, f?n,
cquations gizf» AT iz;za were based on
unif normals and lnvolved o sondinear combination of
F.w. The only restriction on our equations hore is the

v
=
oo
jot

3
ol

tangent plane coordinates of 77 has 2 nonzero third

componeni. which s reasonable i we assume z%;;zi
O, Hes in the neighbourbood of point 2. (In fact, i the

surtace i regular. such a noighbourhoond exists’ al
feast before disgretization™). When this componont
vanishes, the local parametrization of the quadsic in
these caordinates s no longer valid, and point (4,
siuld not be taken mio account.

Dyenating:

Vs }.'f 2 gy
. e f i

3, 2/

the measurement equations (£, -8 at £ can be put
i matnix form:

Nom-recursive minimum variance least-squares
solution

We wish o weight the measgrement equations by the
upcertanty of our meas pargmicters, Lo, the
coordinates ol points 0, and attached novnmals o, Unce
this is done {of, next sections), we ond up with a matr
Wowhich is the covarinnee of A x—h

W FHAx b (A x—Db) ]

Then a weighted  least-sguares solution x o owr
problem at P ousing ol {\, i L. om i osoime
neighbourhood wif SO TR

B W A b))

AT AW

dy it




WO

£§

Mx zscww;m 1o ¢ "um;xz% sxg i
1o update the current solation {x,.

IV QigLiii%‘ii}?i}éi

nd the wdeel value x of
This is a measure of the quabty

estimale %, 4

redating the current
the parameter vector.
of our esthmate — a small covariance means that the
computed estimate x; is expecied fo lie close to the
ctual parameters x. 1t is necessary 1o nitial z;g: the
filter with (xa. S¢). which can be taken as x, =0, 8,
x ¢ 1 when no g priord information is available z:.i:m‘a
any of the parameters,

Fractical details

For simplicity. the preceding development was pro-
sented with all data assumed to be in /s tangent plane
coordinate system. We now show how (o transform
from the actual dats points @, and normal vectors
w,. each with their yespective associated covariance
matrices Wy, and W, measured in a global coordinate
systent, i,t’x the coordinate system of the image, ©
variables v = {pg. G s G By and assoctated
covariance matrix W, in P's tangent plane coordinates,
Thus we can apply the above theory divectly to the
e data.

Computing paramelers ¥

We now assume that Q= (v, v o andmg = (L0,
. ¥ oare given in a global « coordinate system (X, Y. 72 }
To express thom in 5’ s tangent plane coordinates {7,
o, N } il pont ffe .Y, weo cormpute:

FUN IR A % RN
G w R ! g =R1 n
and

(Ps i

o sy xuiwix at 7

e

Compuiing covarianees %ﬁg
We gssume thal the oos <o wi‘ point @, and s
normal B, 400 given in § e svstent (X,
Y, £ by Wi, and Wi, 2‘{,:%}“%{5%4{3%., Since, for any
affine transtormation of a random variable v,
Sy, v we haven

i
¢
|4

Fiiw,w) (w,—w)}s= M EHy, v} (v vy At

anee mainices exoressed o Ps

svstem (P QN are

the corresponding covar
fangent plang coordinate

W, = RWRL W, = RW R

which are 33 matrioes.
In fuct. i we express mo= o)

pmpent plane coordinatos, we
covariance ol ;@ {z;;"yj ;ma% A
] Py iatvix

W o

%}yg = »gi W n,j(‘:

where §, is the Jacobiun matnix

¢ change of variables, Therefore the 53X

W, G
%% §F 9 = ) }
< Boy W,

s

is the covariance of our measurcment vector (P
a5 B

’i‘iw AN 3
order approximation by

ariance matrix W, is computed as a 1

%% y§ - Yi’ fon, }“

where 1 s the Jacobian matri

s 30 ST D S B U
/ g8 Zpdhlgs . s

| < ¢ { i IR U
% { / e 0

frrage gni
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0
unveriainty in ¢
aimu;mz :
he o m 1ris

deal with
s with e orror i
determine
aseeded Tor the oc 1
b abvove, s ai derive e ’xmw iw;&ii
¢ ihye uncerial %I in edge position y and Mag spitude 18
sy dependent on the orentation of the u}w with

v the image coordinate axes.

AL .vd;,.a, goiecton

smoothing” componem

CONTY g?s’kizg‘m

with the impulse responsgl

FS{0 Sy L

i image Laplacan,

the zero-orossings of f).

won detectod us
“The extensions of Canny’s model in 21 and 3D a
Bt dine and a giwu dividing iza’
evel 14 ad O

e sﬁxkﬁi‘w%& a “ffd‘*‘
Space ito bwo arcas of constant grey

{see Figures Tand 23
T mmpsw the unceriam
consider the ‘perfect 3D edge’

1y i edge localization, we

as being defined by a

plane:

is modelied by s;of’;'z*p%é&g Hix, v, z) with zero-mean
adelitive Gausstan noise 7l v 71 {8 generalization of
(he Canny 12} %.,dz;t raodet)

34 that  the noise
By, ¥, SRES R NSRRI where  the #,s
arg inde g%zxisk at zero-mean Gaussian nols Wi
COVarianee A point (e, Yoo Zp) 1y dete
being 8« i

SRUT i separable ity

By == Bl

EO LI
SINOTS IRY A RN E LU

g, [C= D) (o ¥

)

This convotution product can be rewrilien as;

?};3 3};& &




whore Fy = [H o+ D, (ideal edge component) and N, =
{3+ Dy (notse component). We first compute:

o opom

and then approximate the result using a first order
Tavlor expansion of Py around the origin. We obtain™

where

(bt 3@ B Jabt v B Ta b
“¥

S AEEY 4 3ah 4 30+ 3 h 4+ a)

(@ b+ 1)

}“{{g! f}} wn - : e - -
{a+ by a4+ 1y (B4 1)

Also, by using the fact that Fref(xy dy=0 and [

S{x)y dy = 1, we have:

RN

] ey

N

Dixg—x YoV, zg— 2)dydydz

o ) L) e | a0 (03

dy + ‘ milzy o {zg— 23 dz

Since #, at edge points, point (X, Yo, o) 15 an edge
point when Pyt V=0, Hence, for cach detected
edge point. we have EIPil= EING]. Now. a simple
computation shows that:

where:

hla, by = ~
( fla, b)Y Va

Fquation (5) provides a quantitative estimate of the
quality of edge localization. As m the {1y cuse, this
shows that a large value of « vields good localization.
The function fi{a. b) appears as a correction factor
which depends on edge orientation. and which 13
minimum when the plane is parallel to oune of the
coordinates axes, i.e. when ¢ and b both tend to zevo or
when one of them tends to infinity. In these three cases,
h{a, by~ 1. The maximum value of Mabyis {1, 1} =
128721V 3 = 3.52, obtained with cdge planes whose

The computation was performed using the symbelic mathematics
PrORInm Maple™. The listing of the result before evalyation of the
symbolic expression is 1o Ioag (30 pages) 1o be included in this
publication.

403K

Big i1

Figure 3. Change of monstony of i fa, {1}

normal is parallel w vector, (1, 1. = 1), In this case, the
tocalization is more than 3.5 times less accurate than in
the previous cases! This clearly demonstrates the
importance of accounting for the uncertainty in edge
localization as @ function of edge spatial orientation.
The 2D case is covered by sctting b=10, which
vietds:
] {a+ 1)
Tlg, () s o
(@, 0) fla, By Va+1 o+ nY

In this case. the minimum value of e, 0) s 1 fora =0
or g% {edges parallel to the coordinaie axes). The
maximum value (producing the worst localization)
is 2V7 =283 and is again obtained for a=1 {sce
Figure 3).

Uncertainty of gradient magnitude

As we showed above, it is important to estimaie the
value of A to compute the accuracy of edge localization
and to estimate the uncertainty in the edge direction.
fnformation on both is provided by defermining the
edge gradient, which is computed by convolving the
image with three derivative filters:

2 (v v, 2y = dixyS(y) §{z}
g2 v, 2) =S d(N S ()
23ly, v, 2y = S(x)S{y)diz)

where S(x) is the previously defined smoothing filter,
and d{xy is the derivative filter:

d{x)y = oxe N

where ¢ 15 a constant, For the ideal edge M

£x

{’;ﬁ(:; i (;‘ {\X(Ez 'g/!i‘;h e o {{f "Iigllifh e
j I f H(x, v, 2) 8y (g x, yo o ¥ 20— 2 dy dv dz

G, = [H o
Geo= > g5l

give the gradient vector Go= (G, Gy, G ). whose
direction s orthogonal to the contour, o Gex (4.
b1y =0. However. the gradient magnitude thus
obtained again depends on the orientation of the
contour, and is given by "

Far a point lying on the contour, Le. Ze™ 6, byy.

image and vision compiting




pigure 4. Change of monotony of gla,0)

where 2 (a, b)is the ratio of two polynomials in ¢ and b:

{ab+ b+ ayb(a+ 1)+
P3a’ 4 8a® 4+ 8a+ 3)+ b {at +Ra’
1547+ 8a+ 1) +5(2a" + 8a™ + 8a
2ay a4 3at+ 0%y Vg

(b 1) (a+b) (a+ 1)

gla. by =

It s interesting to study how g(a, b) varies with
divection (g, b3, It has a maximum value of 1 for a
contour plane paraliel to one of the coordinate system
axes, Lo, when g and b both {end 1o zero or when one
of them tends to infinity, and mkes its minimum valoe
085 tor (e BYy= (1, 1).

I owe set b= 0, we have a 21D contour, and i this
case:

(a8 +3a+1) Va
{a+1¥

zia, Uy=

Again, the maximum value of 1 is obiained for =0 o1
‘ s, The minimum value g{1. 0) = 0.88 is obtained
for g =1 (see Figure 4},

Practical computation of uncertainty

Position uncertainty

it is now possible to include the correct values of a. b
and A in equation (3) of the standard deviation of edge
localization, This is done by computing first the
sradient vector G = (G, G, G, giving:

We then compute the gradient magnitude [ Gol.
and divide it by the correcting factor gla, b} to obtain
A=1Goli/g(a, b). Putting these values back mto

equation (3}, we obtain the standard deviation of edge
localization:

gla, by=gla, by hta, b}

This covariance is finally included in a covariance
matrix cxpressed in a coordinate system {1} K)
artached to the edge. i.e. such that the K axis is parallel
to (a. b, —1y, and the T and J axes arc paraliel to the
edge plane. This covariance matrix has the form:

4 0 U

=10 0 0

o0 ol

vol 10 no 6 julviaugust 1992

The important fact here is that the ‘covariance o
ranges between a minimum value of one and a
maximum value oy, as a function on the 3D orienta-
tion of the edge, and that the 1atio Ty O pax 19 close
1 9.51

Knowing the orientation of the 1. J and K axes, we
can eventually express %, in the (X, ¥, Z) coordinate
system of the image a8

Ty R R
where R, is us above, Finally, digitization noise is taken
trto account by computling:

where o, o, and ¢, are directly proportional to
voxel size in the 1, J and K directions. respectively.

Normal uncertainty
For the computation of the uncertainty of the surface
normal direction, i.¢. of its coordinates, recall that each
component of Gg is obtained by convolving with
gilx, ¥, z) for i=1.2 or 3. The covariance of cach
component of G is:

3
2
“:} X¥No

o

“t = 'W(;_, = W(;:

Now, we divide Gy by g2{a. b) to compute a correctly
scaled gradient vector, and this vector is used as the
surface normal estimate denoted n,; above, Therefore,
the covariance attached to this normal vector is

“This is the covariance that was used in the experiments.
Note that the computation applies 1o a point located
exactly on the ideal edge. In fact, since we have
estimated the uncertainty on edge localization, it
should be possible to bound the error in position, and
also 1o compute an upper bound on W, . This will be
done in the near future, '

What about other edge detection operators?

The same computation scheme could be used for any
lincar edge detection operator. Notice that the be-
haviour of isotropic operators such as Gaussian filter
and its derivative does not depend on the edge
ovientation. For Canny’s operator (first derivative of a
Giaussian) the uncertainty in the 1D, 2D and 31 cases
are the same up to a multiplicative constant due o the
noise. If we compare for all edge orientations the
Gaussian and the Deriche filters, we obtain equivalent
performances (the Deriche filter is better for an edge
orientation close 1o X, Y, 7 axis, and Gaussian is better
for an edge orientation along diagonals). We choose
the Deriche filter because its recursive implementation
vields a substantial saving in computing tme. This is

409




particularly important for 31 medical images where the
huge amount of data makes the algorithmic complexity
and the storage requiremenis key points for edge
detection.

FROM CURVATURES TO TYPICAL
FEATURES

For each edge point, the previous section determines
the Gaussian and mean curvatures, principal curvature
directions. and the corresponding covariance matrices,
Note that the scale is defined by the size - the

o
neighbourhood used to fit the local geometric model
in this section we deal with the extraction of more
global curvature features from the local curvatule
information.

1.ocal curvature maps

A practical way of characterizing the behaviour of the
curvature in the neighbourhood of a point is 1o define
local curvature maps (technically the pullback of the
ficld onto the tangent plane as used by Sander and
Zucker?? for the computation of the direction field
index). Given a point /' and its tangent plane defined
by (P, Q, NI, let Vobe the intersection of a sphere
whose centre is P and radius r with the set of the edge
points {this defines a neighbourhood of Py, and let W
be the orthogonal projection of the points of Vonto the
tangent plane, At cach pomt of W we aitach the
curvatures of its corresponding points in V. The size of
 could be determined using the distance of the points
to the tangent plane and the angle between the gradient
at a point and the gradient at point P. We thus define a
map characterizing the behaviour of the curvatures
around P,

Extracting lines of curvature extrema

From the local curvature hmages we can extract, for
instance. the maxima of the maximum curvature in the
maximum  curvature direction. This may be done
similarly to the classical extraction of the extrema of the
gradient magnitude in the gradient divection in 2D edge
detection methods™ ™,

Let C(Py be the local maxinum curvature map
attached to point P, and let G (P) be the maxinum
curvature direction. We compare the value of the
maximum curvature along the straight line defined by P
and G(F) and retain P if its maximum curvature is 8
local extrenum along this direction. Thus we abtain
tocal curvature extrema candidates. To remove false
extrema, we perform a 3D hysteresis thresholding using
the mean curvature already determined. This is done
analogously to the thresholding of the local gradient
extrema in the edge detection scheme deseribed in
Monga et al. ™.

RESULTS

Extraction of 3D edges

We performed three dimensional edge extraction, with
the methods presented above. and then hysteresis
thresholding, using first the original gradient magni-
tude Gy, and then the correctly scaled gradient magni-

418
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wde Gofgla, b)Y, Figure 5 shows a cross section of a 3D
medical Magnetic Resonanct Image of a body display-
ed at the tevel of the heart. Figure & shows the result of
hysteresis thresholding on the original gradient magni-
rude, while Figure 7 shows the results obiained with the

Figure 5. Original MR image
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Figure 6. Hysierests thresholding of edges with ot ginal
gradient magnitude

i

Figure 7. Hysieresis thresholding of edges with correviest
gradient magnifude
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Figure 8. Difference Between previous edge images

-0
Figure 9. Elliptic paraboloid showing surface shape of
the synthetic volwme

correctly scaled gradient magnitude. The low and high
thresholds are exactly the same for both image. Figure
10 shows the difference between the two results,
flustrating the advantage of using the corrected value
of gradient magnitude. We see that an important piece
of contour is ignored if we do not correct the gradient
magmtade,

Figure 10. Perspective view of the 3D image of the
vertebra for position A

Curvatures for synthetic data

We buit @ synthetic volume whose implicit equation is
given by

with a= 1720, b=025 ¢= —4, d= —12, ¢ = 224
(sce Figure 9 for a surface representation}). This was
done by creating a 3D digital image with points of
maximum (resp. minimum) intensity within {resp.
outside of) the volume, We extracted 3D edges with the
algorithm described above. These edge poinis corres-
pond fo the surface of an ideal elliptic paraboloid,

First, note that there exists a single surface point T
such that the equation of the entire surface takes the
reduced form

-y EN . }X’ };’ ES

3

when {3, ¥, 27} are expressed in the local tangent
plane coordinate system attached to point 7% This point
" the vertex of the paraboloid and its coordinates are
given by

e —d g \
I ( L e 4 é,}

L 2a 0 2b /
For this particular point, the local quadric approxima-
tion is a global one, and the ideal parameters are &= 24,
=0, g=2b s therefore possible to estimate these
parameters with all the detected surface points (about
350 points). In this case the convergence is excellent
wowards the exact values. We show in Table 1 the
results obtained with a smaller but stll rather large
number of edge points (86}, We show successively the

FTable 1. Estimation of the parameters (2, £, ¢} of the loeal quadrics

Poins covrdinues fdeat Positions -+ Normals ingertainty Predicted
o
ey HEEIEY g.8172 {11082 .01
(40.24.1) fu ) 00000 0.600 (103 {1008
36 Neighbours = 0.5 9304 0,360 {444 .02
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Pable 2. Bstimation of gaussian and mean curvatures £, and O

Point Predicred
covrdinates fdval Postiions 4 Normuals 4 Dppcerfadingy o
(48}, 24, 1) .03 ~i3, {312 (.0062 HEG Y HRIES
(3.3 4.16 116 5,298 (023
s (3022 (1.089 G163 G.0157 0,088
83,23 §.337 (3.297 {2024 R
.33 4801 ~{ 003 .48 0.00Y
righbours PRENS 0.1 (.143 4018
(36, 22, 2} B3 5018 3012 (3.606
3 Neighbours (133 (3.172 .127 0015
{3, 23, 1 (3.013 (3.073 0,017 (3,023
2% Meighbours 0.3 .35 1.21 (44362
g (.00 0.040 HALE 2003
e U7 0105 01 (109 (.01

results obtained for a least squares estimation with
points only (measurement equation 1), then adding
normals (measurement equations F2-FE3). Finally, we
show the results obtained when uncertainty  on
positions and normals is taken into account, following
the computations of the previous sections. 1t is easy 1o
check that pot only is the estimate obtained much more
accurate, but also that the computed standard deviation
o on the error estimation is perfectly coherent with the
ohserved error.

At other points £ on the surface, we applied our local
quadric approximation with smaller neighbourhoods
(containing about 30 points). The size of the
neighbourhood is both controlled by limiting the angle
between the neighbours’ normal and P's normal, and
Also the distance between neighbours and P, We used
the local approximation to compute locally the
Craussian and mean curvatures (Cg and €3 InTable 2
we show the results obtained for this computation with
the previous three methods, Here again, the results are
much more accurate with the last approach, and the
output covariance agrees almost perfectly with the
observed ¢ryors.

Curvatures for real data

The goal of the experiments reported here is to show
the stability of the mean and Gaussian curvature
provided by our algorithm. We consider two 30D

Figure 11. Perspective view of the 3D image of the
vertebra for position B
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scanner images of the same veriehra obtained at 1wo
different positions A and B (see Figures 9 and 10). We
perform the sequonce of processes (edge detection,
approximation of the curvatures) for a part of the
verbetra, We obtain Gaussian and mean curvature
images corresponding 1o positions A and B (see Figure
11, and Plates 1 and 2 on p. 416} We compute the rigid
transformation {rotation and translation) from B to A
B-A using an algorithm described elsewhere’. We
compare mean and Gaussian  curvature images of
vertebra A to the meuan and Gaussian curvature images
of vertebra B transformed by B-A (see Figure 11, and
Plates 1 and 2 on p. 416). This allows a valid comparison
of the curvatures computed for positions A and B. The
stability of the results obtained for the two positions
shows clearly the robustoess of our algorithms.

Typical curvature features for synthetic and
veal data

Figures 1220 and Plates 36 (p. 416-417) present
some results for the determination of the extrema of
the maximum curvature in the maximum curvaitre
direction. We notice that our local approximation
scheme provides a continuous maximum  curvature
ficld, allowing us to detect reliably and accurately the
curvature extrema. Regarding our experiences, this
continuity is mainly due to the continuity of the
orientation  of the gradient used for the loval
approximation.

Using covariance matrices in our least mean syuare
criterion  introduces  a  ponderation  between the
equations taking into account the position of the points
and the normal orientations. For the original data
corresponding  to Figures 1218 und Plates 4-0
(p. 416-417) the step edges have a very strong anpli-
tude. This implies that the localization criterion is over
estimated due to the first order approximation {the
jocalization is inversely proportional to the step
amplitude), and therefore the weight put on the
position equations is 100 high. We also remark that the
gradient coordinates are real values, but that the point
coordinates are integer values which could induce false
discontinuity, Given that each point produces 0n¢
measurement  equation using its position angd WO
measurement equations using the orientation of s
gradient, we can evaluate the ratio between point

/ image and pision compuiing
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Figure 12. Perspective views of the 3D edges matched w
curvature direction coloured in dark {the ratio defining the
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Figure 13. Projection of the extrema of the maxivuan
cursature bn the maxintunt curvature direction corres-
ponding {0 the previous figure (the ratio defining the
weighting pointinormal in the least mean squares is

about 140}
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Figure 14. Projection of the extrema of the maxinm
crrvature i the maxinum curvature direction (the raiio
defining the weighting pointnormal in the least mean
squares is aboui 1140} the algorithm providing the

extrema ts shightly different

information and normal information. 1t we apply
exactly the theoretical calculus presented before for
these datir. we obtain a ratio of 1712 (1 for point and 12
for normal). This allows to obtain rather good results
hut where some false discontinuities still remain,
Experimentally a ratio of V40 yields a good trade-off
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ith the extrenia of the maxinuon curyvaiure in the mayinum
weighting pointinormal in the least mean squares is about

Figure 15. Projection of the extremu of the maximum
curvature in the maxivm cirvature direction the ratio
defining the weighting pointinormal in the least mean

squares is about 1i320)
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Figure 16. Projection of the extrema of the axim
curvanire in the maxivum curvature direction {the ratio
defining the weighting pointinormal in the least inean

squares is about 1753)

hetween the smoothness and the preservation of the
singularities. The distortion of the theoretical optimum
and the experimental one is due to the reasons we
reported here. We also perform some expericnces with
a ratio of 175 and we obtain a bad continuity for the

maximum curvaiure field.




Figure 17. Cross sections of the vertebra for position A
(see Figure 10) where the local curvature extrema are
dark (left to right and top to bottom)

The main practical conclusion of our experiences is
that the gradient orientation (approximating the
ortentation of the normal to the surface) 1s 4 strong
regularization criteria for the local approximation. This
illustrates the applicability of our theoretical develop-
ments, although its direct applicability is spoiled by first
order approximations and by discretization.

Figure 18. Perspective views
corresponding to Figure 17

Figure 20. Perspective views
corresponding to Figure 19
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Figure 19. Cross section of the vertebra for position B
(see Figure 11) where the local curvature extrema are
dark (left to right and top to bottom)

CONCLUSION

Our main objective was to develop robust and reliable
tools useful for modelling and analysing surfaces of 3D
objects. In this paper we showed the importance of 2
careful quantitative analysis of the various sources of
uncertainty for computing second order derivative
features (mean and Gaussian curvatures) on a discrete
surface. '

We analysed quantitatively the uncertainty in edge
position, orientation and magnitude produced by the -

image and vision computing



multidimeasionai (2D and 3D) versions of the Monga—
Deriche-Canny recursive separable edge-detector. We
showed, for instance, that depending on the
orientation, the position uncertainty may vary with a
catio larger than 2.8 in the 2D case, and 3.5 in the 3D
case. We showed that to estimate edge magnitude, the
gradient magnitude must be corrected by a factor which
depends on the orientation, and whose relative
variation is close to 20%.

Then we revisited the algorithm initially proposed by
Sander and Sucker for locally estimating the curvature
of a discrete 3D surface, and we modified the original
measurement equations and proposed an optimal
estimation scheme to account for the previously
computed uncertainties and corrections,

We tested the corrected edge detectoron 2D and 3D
medical images, and showed the importance of the
corrected edge magnitude for edge detection. We also
‘tested the surface modelling algorithm on discrete 3D
objects — not only are the results obtained more
accurate, but the computed measure of uncertainty
attached to the results agrees extremely well with the
true one.
We  also show how to use these curvatures o
determine typical curvature features on which
registration and/or tracking procedures can robustly
rely.
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From voxel to intrinsic surface features
by O Monga et al.

Plate 1. 1st column: 3D image (5 successive planes) corresponding 1o
mean curvature for position A; 2nd column: 3D image corresponding
10 mean curvature for position B transformed by B-A; 3rd column: 3D
image corresponding to mean curvature for position B; 4-6th
columns: as previous columns, respectively, but for Gaussian curva- . , .
;ﬁ;ﬁi’ rg;;;fs(;f gﬁezghbourh()ad used for the local approximation for Plate 2. As columns 1 and 2 of Plate 1, but

using a neighbourhood of size 10 for the
local approximation

Plate 4. Sign of the Gaussian curvalue for a NMR image of the head
where we have extracted the part corresponding to the face. Green =
hyperbolic points; red = points where Gaussian curvature is zero;
Plate 3. As Plate 1, but for Gaussian grey = elliptic points (the ratio defining the weighting pointinormal in
curvature the least mean squares is about 1/40)
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Plate 5. Maximum curvature map. Red = extremum of the maximum
curvature in the maximum curvature direction (the ration defining the
weighting pointinormal in the least mean squares is about 1/40)

Plate 6. Extrema of the maximum curvature in the maximum curvature
direction (in red) corresponding (o Plate 5
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