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Abstract

In this article we see quasi-cyclic codes as block cyclic codes. We gener-
alize some properties of cyclic codes to quasi-cyclic ones such as generator
polynomials and ideals. Indeed we show a one-to-one correspondence be-
tween ℓ-quasi-cyclic codes of length ℓm and ideals of Mℓ(Fq)[X]/(Xm

−1).
This permits to construct new classes of codes, namely quasi-BCH and
quasi-evaluation codes. We study the parameters of such codes and pro-
pose a decoding algorithm up to half the designed minimum distance. We
even found one new quasi-cyclic code with better parameters than known
[189, 11, 125]F4 and 48 derivated codes beating the known bounds as well.

1 Introduction

1.1 Context

We noticed that many of the codes with the best known minimum distance are
quasi-cyclic codes or derivated from them [12, 7]. From this point of view, this
family of codes is very interesting. Moreover, quasi-cyclic codes were studied
for their application in McEliece cryptosystem [13, 2] – or equivalently in
Niederreiter’s [14, 10]. Indeed they allow an interesting key reduction compared
to Goppa codes. However, since the decoding of random quasi-cyclic codes is
difficult, only quasi-cyclic alternant codes are proposed for this cryptosystem.
The high structure of alternant codes is actually a weakness and a cryptanalysis
was proposed in [5]. For these reasons, studying the decoding methods and the
general behaviour of quasi-cyclic codes remain interesting topics.
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The structure of quasi-cyclic codes has been studied in different ways. In
[6], they are seen as concatenation of cyclic codes while in [11] they regard
them as linear codes over an auxiliary ring. In [3], their approach is more
analogous to the cyclic case. Indeed they consider factorisations of Xm − 1 in
Mℓ(Fq)[X ] – with reversible polynomials – in order to construct ℓ-quasi-cyclic
codes cancelled by those polynomials, called Ω(P )-codes. This leads to the
construction of self-dual codes and codes beating the known bounds. However
the factorisation in this ring remains difficult. In [4] the author gives an
improved method in particular cases for the factorisation of Xm − 1.

In this article, we prove, analogously to cyclic case, an one-to-one corre-
spondence between ℓ-quasi-cyclic codes of length ℓm and principal ideals of the
ring
Mℓ(Fq)[X ]/(Xm − 1). Additionally, we prove that all its ideals are principal.
Moreover, from the BCH and evaluation codes definitions, we propose two new
classes of quasi-cyclic codes, namely quasi-BCH and quasi-evaluation codes. We
propose also a new natural notion of folded and unfolded codes, which permits
to decode and list decode polynomially – in the length of the code – some of
these new codes. For the quasi-BCH codes which are not decodable thanks to
the folding notion, we propose an unambiguous decoding algorithm based on a
key equation. Finally, from the quasi-evaluation code definition, we exhibit a
quasi-cyclic code whose parameters are better than the previous known and 48
other codes derivated from the first one have also better parameters than known.

The subsection 1.2 is devoted to some recalls about Ω(P )-codes and defini-
tions. Then in section 2 we prove the correspondence between principal ideals
and quasi-cyclic codes. The section 3 deals with the definition, paramaters and
the decoding algorithm of quasi-BCH codes. Finally, the section 4 introduces
the quasi-evaluation codes and gives lower bounds on its parameters.

1.2 Quasi-cyclic codes seen as block cyclic codes

1.2.1 First definitions

Frow now on, we consider ℓ-quasi-cyclic codes as codes stable by T ℓ with n = mℓ
and T is the circular shift defined by:

∀c , (c1, c2, . . . , cn) ∈ F
n
q , T (c) , (c2, c3, . . . , c1).

In [3] they consider an action of polynomials with matricial coefficients on
vectors of (Fmq )ℓ ∼ F

mℓ
q in the following way:

Mℓ(Fq)[X ]× (Fmq )ℓ −→ (Fmq )ℓ ∼ F
mℓ
q





deg(P )
∑

i=0

PiX
i, c



 7−→ P ∗ c ,

deg(P )
∑

i=0

Pi.(T
ℓ)i(c).

Thanks to this action, we can define Ω(P )-codes by
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Definition 1.1 (Ω(P )-code). Let P ∈ Mℓ(Fq)[X ] be a reversible polynomial

such that P (X) divides Xm − 1 then Ω(P ) , {c ∈ (Fmq )ℓ : P ∗ c = 0} is a
ℓ-quasi-cyclic code.

Further information may be found in [3] and [4]. However all the quasi-
cyclic codes cannot be obtained this way. The general case will be detailed in
this paper.

1.3 Folded and unfolded codes

Since we see quasi-cyclic codes as a generalization of cyclic codes, we define
two maps allowing a link between the two notions.

Let ℓ be an integer, then there exist an irreducible polynomial P (X) ∈ Fq[X ]
with degree ℓ and α ∈ Fqℓ a root of P such that

Fql = Fq[α] ≃ Fq[X ]/(P (X)).

We define the folding of a ∈ Fql by

φ : Fℓ
q −→ Fq[X]/(P (X)) −→ Fq[α]

(a1, a2, . . . , aℓ) 7−→ a1 + a2X + · · ·+ aℓX
ℓ−1

7−→ a1 + a2α+ · · ·+ aℓα
ℓ−1 = a.

And the unfolding is the inverse

φ−1 : Fq[α] −→ Fq[X]/(P (X)) −→ F
ℓ
q

a = a1 + a2α+ · · ·+ aℓα
ℓ−1

7−→ a1 + a2X + · · ·+ aℓX
ℓ−1

7−→ (a1, a2, . . . , aℓ).

Note that these maps are Fq-linear. We propose also to extend these definitions
to codes.

Definition 1.2 (Folded code). Let C be a Fq-code in (Fℓq)
m. We defined the

folded code of C by

φ(C) , {(φ(c1), . . . , φ(cm)) : c = (c1, . . . , cm) ∈ C} .

Definition 1.3 (Unfolded code). Let C be a Fq-code in (Fqℓ)
m. We defined the

unfolded code of C by

φ−1(C) ,
{(

φ−1(c1), . . . , φ
−1(cm)

)

: c = (c1, . . . , cm) ∈ C
}

.

Lemma 1.1. Let C be a ℓ-quasi-cyclic code over Fq of dimension k. Then there
exists an integer r such that 1 ≤ r ≤ k and for any generator matrix G of C
and 0 ≤ i ≤ m− 1, the rank of the iℓ+ 1, iℓ+ 2, . . . , (i+ 1)ℓ colomns of G is r.

Proof. Let pri,j the projection of the i, i+ 1, . . . , j coordinates:

pri,j : F
n
q −→ F

j−i+1
q

(x1, . . . , xn) 7−→ (xi, xi+1, . . . , xj−1, xj).
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Let r = dimpr1,ℓ(C) and G be a generator matrix of C. Then G has no zero
column so r ≥ 1. The rows of G, denoted by g1, . . . , gk form a basis of C thus
r ≤ dim C = k. Moreover we have

r = dimpr1,ℓ(C)

= dim〈pr1,ℓ(g1), . . . , pr1,ℓ(gk)〉

= rank of the matrix formed by the first ℓ columns of G.

Now let 0 ≤ i ≤ m− 1. As T ℓ ∈ Aut(C) we have

r = dimpr1,ℓ(C)

= dim〈pr1,ℓ T
−iℓ(g1), . . . , pr1,ℓ T

−iℓ(gk)〉

= dim〈priℓ+1,(i+1)ℓ(g1), . . . , priℓ+1,(i+1)ℓ(gk)〉

= rank of the iℓ+ 1, iℓ+ 2, . . . , (i + 1)ℓ columns of G.

Remark 1. Using the notations from the proof of Lemma 1.3, it is easy to see
that 〈priℓ+1,(i+1)ℓ(G)〉 = 〈prjℓ+1,(j+1)ℓ(G)〉 for all 0 ≤ i, j ≤ m− 1.

Definition 1.4 (block rank). We call the integer r from Lemma 1.3 the block
rank of C. Note that r depends only on C and not on a generator matrix of C.

Remark 2. Observe that

• The folded code of a ℓ-quasi-cyclic code of length mℓ over Fq is a Fq-cyclic
code of length m over Fqℓ .

• The unfolded code of a cyclic code of length m over Fqℓ is a ℓ-quasi-cyclic
code of length mℓ over Fq.

2 Classification of quasi-cyclic codes

It is well-known that there is an one-to-one correspondence between cyclic codes
of length n over Fq and monic factors of Xn− 1 in Fq[X ] – that is to say ideals
of Fq[X ]/(Xn − 1). In [3, 4] the authors start to exhibit such a correspondence
for quasi-cyclic codes. Indeed they show that there is a correspondence between
a sub-family of ℓ-quasi-cyclic codes of length mℓ over Fq and reversible factors
of Xm − 1 in Mℓ(Fq)[X ] – the polynomials cancel those quasi-cyclic codes.

In this paper we prove that every single ℓ-quasi-cyclic code of length mℓ over
Fq corresponds to a principal ideal of Mℓ(Fq)[X ]/(Xm− 1). Furthermore every
ideals of this ring are principal.
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2.1 Building a quasi-cyclic code from a principal ideal

Let I be an ideal ofMℓ(Fq)[X ]/(Xm−1). Let us consider the following Fq-linear
map:

Mℓ(Fq)[X ]/(Xm − 1)
rowi−→ (Fℓq)

m ∼ F
mℓ
q

Q(X) =

m−1
∑

j=0

QjX
j 7−→ rowi(Q(X)) = (rowi(Q0), . . . , rowi(Qm−1)).

Definition 2.1 (Code associated to an ideal). Let I be an ideal of
Mℓ(Fq)[X ]/(Xm − 1). We define the code CI associated to I by

CI =
ℓ

∑

i=1

rowi(I),

the Fq-vector subspace of Fmℓq generated by the vectors of row1(I), . . . , rowℓ(I).

Proposition 2.1. Let I be an ideal of Mℓ(Fq)[X ]/(Xm − 1). Then

CI = row1(I).

Proof. Let Q(X) ∈ I and i ∈ {1, . . . , ℓ}. Let P1,i be the permu-
tation matrix that exchange row i and row 1. Then P1,iQ(X) ∈ I
and row1(P1,iQ(X)) = rowi(Q(X)). Thus rowi(I) ⊂ row1(I) for all i ∈
{1, . . . , ℓ}.

Remark 3. Using the same notations as above, we see that:

• row1 is a Fq-linear map.

• I is a Fq-linear space, so is CI .

• Multiplication by X in I corresponds to ℓ-right shift in CI .

• Multiplication by a matrix in I corresponds to a linear combinations of
words in CI.

Corollary 2.2. Let I be an ideal of Mℓ(Fq)[X ]/(Xm − 1). Then there ex-
ists P1(X), . . . , Pr(X) such that I = (P1(X), . . . , Pr(X)) and CI is spanned by
{rowk(X iPj(X)) / i = 0, . . . ,m− 1, j = 1, . . . , r, k = 1, . . . , ℓ} as a Fq-
linear space and is a ℓ-quasi-cyclic code of length mℓ over Fq.

Example 1. Let F4 = F2[ω] and I = 〈P (X), Q(X)〉 ⊂ M3(F4)[X ]/(X5 − 1)
with

P (X) =





ω 0 1
ω ω 0
ω2 ω2 0



X4 +





ω ω2 ω2

0 ω 1
ω2 0 ω



X3 +





0 ω2 ω
ω ω2 ω2

0 1 ω2



X2+





1 0 ω2

0 ω 1
0 ω 1



X +





1 0 ω2

0 1 ω2

0 0 0




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and

Q(X) =





ω 0 1
ω ω 0
ω2 ω2 0



X4 +





0 1 ω2

0 1 ω2

0 ω 1



X3 +





ω ω2 ω2

1 ω ω
ω ω2 ω2



X2+





1 ω2 1
0 ω2 ω
0 1 ω2



X +





1 1 0
ω ω2 ω2

ω2 1 1



 .

Then CI is a code over F4 of length 15 spanned by

(ω, 0, 1, ω, ω2, ω2, 0, ω2, ω, 1, 0, ω2, 1, 0, ω2)

(ω, ω, 0, 0, ω, 1, ω, ω2, ω2, 0, ω, 1, 0, 1, ω2)

. . .

2.2 Building a principal ideal from a quasi-cyclic code

In this subsection C denotes a ℓ-quasi-cyclic code of length mℓ over Fq.
Let r be the block rank of C, the following algorithm compute a basis of C

from r vectors of C and their shifted. We call the first index of a nonzero vector
(x1, . . . , xmℓ) the least integer 0 ≤ i ≤ m − 1 such that (xiℓ+1, . . . , x(i+1)ℓ) 6= 0
and denote it by F(x1, . . . , xmℓ). Let

p : Fmℓq −→ F
ℓ
q

(x1, . . . , xmℓ) 7−→ (xiℓ+1, . . . , x(i+1)ℓ),

where i = F(x1, . . . , xn) and p(0) = 0.

Proposition 2.3. Algorithm 2.2 returns r linearly independent vectors
F = (g1, . . . , gr) of C and a basis G of C made of g1, . . . , gr and some of their
shifted.

Proof. We will proove by induction on j that #p(F ) = #F and 〈G〉 =
〈{gi|F(gi) ≥ j}〉. When j = m − 1 we have #B′′ = #B, FT = ∅ and
G = B. Thus 〈G〉 = 〈{gi|F(gi) ≥ m − 1}〉. Moreover we have F = B, thus
#p(F ) = #p(B) = #B = #F .

Now let j < m − 1. We first have to proove that #B′ ≤
#F for step 11. Remark that F 6= ∅ and consider the projection
pr : 〈p(B′)〉 ⊂ 〈p(F )〉 ⊕ 〈p(B′′)〉 → 〈p(F )〉. If pr(x) = 0 then x ∈ 〈p(B′′)〉. But
x ∈ 〈p(B′)〉. As 〈p(B′)〉 and 〈p(B′′)〉 are direct summands we must have x = 0.
Thus pr is injective. As the matrix G formed by the gi’s is in row-echelon form
we have #p(B) = B. By the inductive hypothesis, #p(F ) = #F . Therefore we
have #B′ ≤ #F and one can pick #B′ vectors from F .

Before step 13, the matrix formed by the elements of F is in row echelon

6



Algorithm 2.1 Basis computation with the block rank

Compute a generator matrix G′ of C in row echelon form
and denote by g1, . . . , gk its rows.

1: F,G← ∅.
2: for j = m− 1→ 0 do

3: B ← {gi|F(gi) = j}.
4: B′′ ← ∅.
5: for each element x of B do

6: if p(F ) ∪ p(B′′) ∪ {p(x)} are independant then
7: B′′ ← B′′ ∪ {x}.
8: end if

9: end for

10: B′ ← B\B′′.
11: Take a subset F̄ of F such that #F̄ = #B′.
12: FT ← {T (j−F(x))ℓ(x)|x ∈ F̄}.
13: G← G ∪B′′ ∪ FT .
14: F ← F ∪B′′.
15: end for

16: return F,G.

form thus the vectors of G ∪B′′ ∪ FT are linearly independent and we have

#(G ∪B′′ ∪ FT ) = #G + #B′′ +#FT
#(G ∪B′′ ∪ FT ) = #G + #B′′ +#B′

= #{gi|F(gi) ≥ j + 1} + #B
= #{gi|F(gi) ≥ j + 1} + #{gi|F(gi) = j}
= #{gi|F(gi) ≥ j}

by the inductive hypothesis. Thus after step 13 we have 〈G〉 = 〈{gi|F(gi) ≥ j}〉.
Before step 12, the construction of B′′ in steps 4 to 9 implies that

#p(F ∪B′′) = #p(F ) + #p(B′′) = #F +#B′′.

Thus after step 13 we have #p(F ) = #F .

Corollary 2.4. There exists g1, . . . , gr linearly independent vectors of C such
that g1, . . . , gr, T

ℓ(g1), . . . , T
ℓ(gr), . . . , T

(m−1)ℓ(g1), . . . , T
(m−1)ℓ(gr) spans C.

Corollary 2.5. We denote by gi,j the j’th coordinate of gi. Let

Gi ,











g1,iℓ+1 . . . g1,(i+1)ℓ

...
...

gr,iℓ+1 . . . gr,(i+1)ℓ

0











∈Mℓ(Fq)

and

g(X) ,
1

Xν

m−1
∑

i=0

GiX
i ∈Mℓ(Fq)[X ],
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where ν is the least integer such that Gi 6= 0. Then C = C〈G〉.

Definition 2.2 (Generator). Let C be a quasi-cyclic code. Let g1, . . . , gr be such
that g1, . . . , gr, T

ℓ(g1), . . . , T
ℓ(gr), . . . , T

(m−1)ℓ(g1), . . . , T
(m−1)ℓ(gr) span C. We

call the polynomial g(X) ∈Mℓ(Fq)[X ] from Corollary 2.5 a generator of C.

Theorem 2.6. There exists a one-to-one correspondence between ℓ-quasi-cyclic
codes of length mℓ over Fq and ideals of Mℓ(Fq)[X ]/(Xm − 1). Moreover any
ideal of Mℓ(Fq)[X ]/(Xm − 1) is principal.

Proof. Let I be an ideal of Mℓ(Fq[X ])/(Xm − 1), CI be the ℓ-quasi-cyclic asso-
ciated to I and g(X) be a generator of CI .

Let P (X) ∈ I. By definition of g(X), there exist c
(i)
jk ∈ Fq such that

rowk(P (X)) =

m−1
∑

i=0

r
∑

j=1

c
(i)
jk T

iℓ(gj)

for k = 1, . . . , ℓ. And then

P (X) =









m−1
∑

i=0









c
(i)
11 . . . c

(i)
ℓ1

...
...

c
(i)
1ℓ . . . c

(i)
ℓℓ









X i









g(X).

Thus I ⊂ 〈g(X)〉. Conversely let P1(X), . . . , Pn(X) be generators of I. By

definition of g(X), there exist b
(j)
i ∈ Fq such that

rowj(g(X)) =
n
∑

i=1

b
(j)
i rowj(Pi(X)).

Thus we have

g(X) =
n
∑

i=1











b
(i)
1 b

(i)
2 . . . b

(i)
ℓ

b
(i)
1 b

(i)
2 . . . b

(i)
ℓ

. . . . . . . . . . . . . . . . . . .

b
(i)
1 b

(i)
2 . . . b

(i)
ℓ











Pi(X)

and g(X) ∈ I.
Thus the map C 7→ 〈g(X)〉 is the inverse of C 7→ CI by Corollary 2.5.

Example 2. If I = 〈P (X), Q(X)〉 ⊂M3(F4)[X ]/(X5− 1) is as in the previous
example, the row echelon form generator matrix of CI is

G =













1 0 ω2 0 0 0 0 ω2 ω ω 0 1 0 0 0
0 1 ω2 0 0 0 0 0 0 ω ω 0 1 0 ω2

0 0 0 1 0 ω2 0 0 0 0 ω2 ω ω 0 1
0 0 0 0 1 ω2 0 ω2 ω ω 0 1 ω ω 0
0 0 0 0 0 0 1 1 0 ω2 0 ω 0 ω2 ω













.
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Algorithm 2.2 gives that (g4, g5, T (g4), T (g5), T
2(g5)) is a basis of CI. Moreover

g(X) =





0 1 ω2

0 0 0
0 0 0



+





0 ω2 ω
1 1 0
0 0 0



X+





ω 0 1
ω 0 ω
0 0 0



X2+





ω ω 0
0 ω2 ω
0 0 0



X3.

is a generator of CI and I = 〈P (X), Q(X)〉 = 〈g(X)〉.

2.3 Properties of generators

Proposition 2.7. Let C be a ℓ-quasi-cyclic code of length mℓ over Fq. Let
P (X) be a generator of C and Q(X) a generator of its dual. Then there exists
U(X) ∈Mℓ(Fq)[X ] such that

P (X)
(

tQ∗(X)
)

= U(X)(Xm − 1)

where Q∗ denotes the reciprocal polynomial of Q and tQ the polynomial whose
coefficients are the transposes of the coefficients of Q.

Proof. Since P (X) =

m−1
∑

i=0

PiX
i is a generator of C, the rows of the matrix

(

P0 P1 . . . Pm−1

)

and their shifted span C. Similarly Q(X) =

m−1
∑

i=0

QiX
i and the rows of

(

Q0 Q1 . . . Qm−1

)

and their shifted span C⊥. By definition of a dual code, we have

(

P0 P1 · · · Pm−1

)











tQ0
tQ1

...
tQm−1











=

m−1
∑

i=0

Pi
(

tQi
)

= 0.

As C and C⊥ are ℓ-quasi cyclic codes we also have

m−1
∑

i=0

Pi
(

tQi+j mod m

)

= 0

for all j ∈ Z. Therefore

P (X)
(

tQ⋆(X)
)

=

m−1
∑

j=0

m−1
∑

i=0

Pi
(

tQi−j mod m

)

= 0 mod (Xm − 1)

Hence the proposition.
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3 Quasi-BCH

Since the quasi-cyclic codes can be viewed as a generalisation of cyclic codes,
it is interesting to focus on the generalisation of BCH codes. We start with an
explicit definition of this family of codes, then we study the parameters of such
codes and finally we present a decoding algorithm designed for these codes.

3.1 Definition

Definition 3.1 (Primitive root of unity). Let ℓ,m and e be positive integers.
Let q be a power of a prime integer. A matrix A ∈Mℓ(Fqe) is called a primitive
m-th root of unity if

• Am = Iℓ,

• Ai 6= Iℓ if i < m,

• det(Ai −Aj) 6= 0 whenever i 6= j

Proposition 3.1. Let q be a power of a prime and e, ℓ and m be positive integers
such that qeℓ = 1 mod m. Then there exists a primitive m-th root of unity in
Mℓ(Fqe).

Proof. There exists a primitive m-th root of unity α ∈ Fqeℓ . Let A ∈ Mℓ(Fqe)
be the companion matrix of the irreducible polynomial f(X) ∈ Fqe [X ] of α over
Fqe . There exists P ∈ GLℓ(Fqeℓ) and an upper triangular matrix U ∈Mℓ(Fqeℓ)
whose diagonal coefficients are the eigenvalues of A such that A = P−1UP . The
eigenvalues of A are exactly the roots of f and then are primitive m-th roots of
unity. Therefore A satifies the three conditions of Definition 3.1.

Definition 3.2 (block minimum distance). Let C be a linear code over Fq of
length mℓ. We define the ℓ-block minimum distance of C to be the minimum
distance of the folded code of C.

Definition 3.3 (Left quasi-BCH codes). Let A be a primitive m-th root of
unity in Mℓ(Fqe) and δ ≤ m. We define the left ℓ-quasi-BCH code of length
mℓ defined by A with designed minimum distance δ over Fq by

Q-BCHq(m, ℓ, δ, A) ,






(c1, . . . , cm) ∈ (Fℓq)
m

∣

∣

∣

∣

∣

∣

m−1
∑

j=0

Aijcj = 0 for i = 1, . . . , δ − 1







We call the linear map

SA : (Fℓq)
m → F

ℓ
qe

c = (c1, . . . , cm) 7→
∑m−1
j=0 Aijcj

the syndrome map of Q-BCH(m, ℓ, δ, A).
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Proposition 3.2. Using the same notations as above Q-BCHq(m, ℓ, δ, A) has
dimension at least (m− e(δ − 1))ℓ and ℓ-block minimum distance at least δ. In
other words Q-BCHq(m, ℓ, δ, A) is a [mℓ, (m− e(δ − 1))ℓ,≥ δ]Fq

-code.

Proof. According to the definition of left quasi-BCH codes,

H =











Iℓ A · · · Am−1

Iℓ A2 · · · A2(m−1)

...
...

...

Iℓ Aδ−1 · · · A(δ−1)(m−1)











∈M(δ−1)ℓ,mℓ(Fqe)

is a parity check matrix of Q-BCHq(m, ℓ, δ, A). Let

V =











Iℓ A · · · Aδ−1

Iℓ A2 · · · A2(m−1)

...
...

...

Iℓ Aδ−1 · · · A(δ−1)2











.

Using the Vandermonde matrix trick we find that

detFqe
V =

∏

i<j

detFqe
(Ai −Aj)

By the definition of A we have detFqe
V 6= 0 and H has full rank over Fqe . Let

i : F
mℓ
q → F

mℓ
qe be the canonical injection and denote by h : Fmℓqe → F

(δ−1)ℓ
qe

the Fq-linear map given by H . Then we have dimFq
(Imh) = e(δ − 1)ℓ.

Thus dimFqe
(Imh ◦ i) ≤ (δ − 1)ℓ and dimFq

(Im h ◦ i) ≤ e(δ − 1)ℓ. There-
fore dimFq

(kerh ◦ i) ≥ mℓ− e(δ − 1)ℓ. Suppose that there exists a codeword
c = (c1, . . . , cm) ∈ C \ {0} with ℓ-block weight b ≤ δ − 1. Note i1, . . . , ib the
indices such that cij 6= 0 for i = 1, . . . , b. This implies that the matrix











Ai1 Ai2 · · · Aib

A2i1 A2i2 · · · A2ib

...
...

...

A(δ−1)i1 A(δ−1)i2 · · · A(δ−1)ib











has not full rank which is absurd.

Example 3. Consider the left 3-quasi-BCH codes defined by primitive roots in
M3(F22) of length 63 over F2 with designed minimum distance 6 defined by a
21-th root of unity in F22 . In other words, taking the above notations, we have
q = 2,m = 21, ℓ = 3, e = 2 and δ = 6. There are 22 non-equivalent codes
splitting as following:

Number of codes Parameters
2 [63, 33, 6]F2

18 [63, 33, 7]F2

2 [63, 36, 6]F2

11



Notice that their dimension is always at least (m − e(δ − 1))ℓ = 33 and their
minimum distance is at least δ = 6.

Example 4. Let q = 5,m = 7, ℓ = 3, e = 2 and δ = 3. Let ω ∈ F52 be a
primitive (52 − 1)-th root of unity and

A =





ω9 ω4 ω22

ω11 ω11 ω15

ω2 ω19 1



 ∈M3(F52).

Then the left 3-quasi-BCH code of length 21 defined by A with designed minimum
distance 3 over F5 has parameters [21, 9, 7]F5

. It is in fact C〈g(X)〉 with

g(X) =





1 4 3
3 3 4
1 1 4



X4 +





4 0 0
4 0 0
4 0 4



X3 +





3 0 4
0 3 4
0 0 0



X2+





2 3 2
4 4 4
3 1 1



X +





1 0 0
0 1 0
0 0 1



 ∈M3(F5)[X ].

And we have tg(A) = tg(A2) = 0. Note that this is true for all quasi-BCH codes
up to Aδ−1.

3.2 Decoding algorithm

In the case that the folded code of a ℓ-quasi-BCH code C over Fq is a BCH code
over Fqℓ , we propose a decoding algorithm for BCH codes in order to decode
the quasi-BCH codes. Indeed, let c ∈ C be a codeword of a quasi-BCH code,
e ∈ (Fℓq)

m be an error vector and y , c + e be the received word. Then we
obtain thanks to the folding function

φ(y) = φ(c) + φ(e)

dec(φ(y)) = φ(c)

φ−1(dec(φ(y))) = c,

where dec is a decoding map of φ(C) which is able to decode up to the Hamming
weight of φ(e) which is at most w(e).

As the BCH codes are alternant, we can also use the list decoding algorithm
proposed in [1]. Thus we are able to decode the quasi-BCH codes up to the
qℓ–ary Johnson bound, which is

qℓ − 1

qℓ
m



1−

√

1−
qℓ

qℓ − 1

δ

m



 ,

in polynomial time in m.
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It may happen that φ(C) is not a BCH code or the BCH code obtained is
trivial (that is φ(C) = {0}). In order to tackle these problems we propose a
decoding algorithm based on a key equation. As in the scalar case, we propose
first, to compute the localisator and evaluator polynomials by solving the key
equation and finally to compute the error vector e with to the two previous
polynomials.

3.3 The key equation

As in the scalar case, we propose to exhibit a key equation for the quasi-BCH
codes and a method to solve it. So we are able to decode these codes up to the
half the designed minimum distance. Fix a Q-BCHq(m, ℓ, δ, A) code. We first
need to introduce some notations.

In the sequel of the article, all vectors are considered to be column vectors.
Consider Fℓq as a product ring of ℓ copies of Fq. Let f =

∑

fiX
i ∈ F

ℓ
q[[X ]] and

g =
∑

gjX
j ∈Mℓ(Fqe)[[X ]]. We define a map

Ψ : Fℓq[[X ]]×Mℓ(Fqe)[[X ]] → F
ℓ
qe [[X ]]

(g, f) 7→
∑

i,j gjfiX
i+j

where the gifj are matrix-vector products. In the sequel we will denote Ψ(g, f)
simply by g⋄f . Note that we have (fh)⋄g = f⋄(h⋄g) for any h ∈Mℓ(Fqe). Let c
be a codeword of Q-BCH(m, ℓ, δ, A) sent over a channel, y ∈ (Fℓq)

m the received
codeword and the error vector e = y− c such that w(e) = w ≤ ⌊(δ − 1)/2⌋. Let
Supp(e) = {i1, . . . , iw}, αj = Aij and yj = eij ∈ F

ℓ
q for j = 1, . . . , w.

Definition 3.4. We define the localisator polynomial by

Λ(X) ,

w
∏

i=1

(1− αiX) ∈Mℓ(Fqe)

and the evaluator polynomial by

L(X) ,
w
∑

i=1





w
∏

j 6=i

αi(1− αj)X



 ⋄ yi ∈ F
ℓ
q[X ].

Lemma 3.3. Let B ∈Mℓ(Fq), a nonzero matrix, then 1−BX is invertible in
Mℓ(Fq)[[X ]] and its inverse is

+∞
∑

j=0

BjXj.

Note that the inverse is a right- and also a left-inverse of 1−BX.

By the previous lemma, the localisator polynomial Λ(X) is invertible in the
power series ring Mℓ(Fqe)[[X ]] and we have

13



(

Λ(X)−1
)

⋄ L(X) =
w
∑

i=1

(

αi(1 − αiX)−1
)

⋄ yi

=

w
∑

i=1





+∞
∑

j=0

αj+1
i Xj



 ⋄ yi

=

+∞
∑

j=0

w
∑

i=1

αj+1
i yiX

j

Using the fact that y = c+ e and that by definition SAi(y) = SAi(e) for any
i = 1, . . . , we have

(

Λ(X)−1
)

⋄ L(X) =

+∞
∑

j=0

SAj+1(e)Xj , S∞(X).

Proposition 3.4. For any Q-BCH(m, ℓ, δ, A) we have that

Λ(X) ⋄ S∞(X) = L(X)

and therefore
Λ(X) ⋄ S∞(X) ≡ L(X) mod Xδ. (1)

We will refer to this equation by the key equation.

3.3.1 Solving the key equation

We take the same notations as in the previous section. In the scalar case, the
extended Euclid or Berlekamp-Massey algorithms can be used to solve the key
equation for BCH codes. There is no Euclidean algorithm over matrix rings [9]
so we propose an algorithm to solve equation (1). We denote by Sδ(X) the
polynomial S∞(X) mod Xδ.

As in the scalar case we can solve the key eqaution with linear algebra. The
key equation can be rewritten as

(

Λ0 . . . Λδ−1 L0 . . . Lδ−1

)

































S0 S1 . . . Sδ−1

S0

...
. . .

...
S0

−1 0 . . . 0

0 −1
...

...
. . . 0

0 . . . 0 −1

































= 0 (2)
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Where the Si’s and Li’s are columns vectors such that the Si’s are the
coefficients of Sδ in F

ℓ
qe and the Li’s are the coefficients in F

ℓ
qe of L(X). The

Λi’s are the coefficients of Λ(X) in Mℓ(Fqe). This system of linear equations
over Fq has many solutions since there are ℓδ+ δ unknows and only δ equations
for each row of

(

Λ0 . . . Λδ−1 L0 . . . Lδ−1

)

.

However, we are only interested in the solution such that (Λ0, . . . ,Λδ−1) is
an error locator polynomial. In other words, if we let B be the solutions of
Equation 2 and

S =

{

∏

i∈W

(1−AiX) ∈Mℓ(Fqe)

∣

∣

∣

∣

∣

W ⊂ {1, . . . ,m} and #W ≤ ⌊(δ − 1)/2⌋

}

be the set of all possible locator polynomials corresponding to errors of weight
at most ⌊(δ − 1)/2⌋, we are interested in the elements of B ∩S.

Proposition 3.5. Taking the same notations as above, it exists one and only
one solution of Equation (2) in S.

Proof. Equation 1 ensures that there exists at least one element in B ∩ S.
If there were more than one solution in S there would exist more than one
codeword in a Hamming ball of radius ⌊(δ − 1)/2⌋ which is absurd.

3.3.2 Unambiguous decoding algorithm

In this subsection, we prove that, as in the scalar case, the roots of the localisator
polynomial (in Fqe [A]) give us precious information about the localisation of
errors. The factorisation of polynomials of Mℓ(Fq)[X ] is not unique, all the
roots of the localisator polynomial do not indicate an error position. In this
sense the following proposition is helpful.

Proposition 3.6. Let Q-BCH(m, ℓ, δ, A) be a quasi-BCH code, e be an error
vector in (Fℓq)

m and Λ(X) be the localisator polynomial associated to e. We have

ei 6= 0⇐⇒ Λl(A
−i) = 0.

Proof. By definition, we have Λ(A−i) = 0 if ei 6= 0. Conversely, if ei = 0 then
αjA

−i 6= Iℓ for j = i1, . . . , iw. Thus 1 − αjA−i is a unit in Fqe [A] by definition
of A. Therefore Λ(A−i) 6= 0.

These roots can be found by an exhaustive search on the powers of A in
at most m attempts. At this step the support of the error vector e is known.
The last step to complete the decoding is to find the value of ei for all i in the
support of error W .

Proposition 3.7. Let Q-BCH(m, ℓ, δ, A) be a quasi-BCH code, e be a error
vector in (Fℓq)

m, W = Supp(e) be the support of the error vector, Λ(X) be the
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localisator and L(X) be the evaluator polynomials associated to e. If A−i is a
root of Λ(X) for i ∈ W , then

ei =
∏

j∈W\{i}

(Ai −Aj)−1L(A−i)

where L(Aj) denotes
∑

(Aj)iLi.

Proof. Let i0 ∈W . We have

L(A−i0) =
w
∑

i=1

w
∏

j 6=i

αi(1−A
−i0αj)yi

=
∏

j∈W\{i0}

Ai0 (1−A−i0Aj)ei0

=
∏

j∈W\{i0}

(Ai0 −Aj)ei0

By definition of A, Ai0 −Aj is invertible for all j ∈W hence the result.

Algorithm 3.1 Decoding algorithm for quasi-BCH codes

Input: the received word y and the quasi-BCH code with designed minimum
distance δ

Output: The codeword c, if it exists such that d(y, c) ≤ ⌊(δ − 1)/2⌋.
Sδ(X)← Syndrome of y.
Compute Λ(X) and L(X) with linear algebra (section 3.3.1).
R← roots of Λ(X) in Fqe [A].
W ← {i|A−i ∈ R}.
e← (0, . . . , 0).
for i ∈ W do

ei =
∏

j∈W\{i}(A
i −Aj)−1L(A−i).

end for

return y − e.

4 Evaluation codes

4.1 Definition

Is is also possible to construct quasi-cyclic codes which are a generalization of
evaluation codes. First, let us define

(Fq[A])[X ]<k , {P (X) ∈ (Fq[A])[X ] | deg(P (X)) < k}.
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Proposition 4.1. Let q be a power of a prime and ℓ,m be positive integers
such that m = qℓ − 1. Let A ∈Mℓ(Fq) be a primitive m-th root of unity. Then

Fq[A] ≃ Fqℓ .

Proof. Let µ(X) be the caracteristic polynomial of A. We have µ(X) | Xm− 1,
thus the eigenvalues of A are all distinct. They are also primitive m-th root of
unity and are therefore in Fqℓ but not in any subfield. Hence µ(X) is irreducible
over Fq and Fq[A] is a field.

Definition 4.1 (Quasi-cyclic evaluation codes). Let ℓ be a positive integer and
q be a power of a prime. Let m = qℓ − 1 and k ≤ m. Let A ∈ Mℓ(Fq) with
order m. Let π be a Fq-linear map from Fq[A] into F

ℓ
q. We denote by CA,k,π

the image of:

(Fq[A])[X ]<k
evA−→ (Fq[A])

m π×m

−→ (Fℓq)
m

P (X) 7−→
(

P (A0), . . . , P (Am−1)
)

7−→
(

π(P (A0)), . . . , π(P (Am−1))
)

.

Proposition 4.2. CA,k,π is a ℓ-quasi cyclic code over Fq of length ℓm and
dimension at least kℓ− dimFq

(kerπ×m).

Proof. By Proposition 4.1 the statement about the dimension of CA,k,π is obvi-
ous. Let

P (X) =

k−1
∑

i=0

m−1
∑

j=0

PijA
jX i ∈ Fq[A][X ]<k

with Pij ∈ Fq. Then

Q(X) =
k−1
∑

i=0

m−1
∑

j=0

PijA
j+iX i ∈ Fq[A][X ]<k

is such that Q(Ai) = P (Ai+1) for all i ∈ Z and CA,k,π is ℓ-quasi cyclic.

4.2 Proposition and remarks

Proposition 4.3. Using the notations from Definition 4.1, if π is such that for
B = (bij) ∈ Fq[A]

• π(B) = (bi1, . . . , biℓ) for some i,

• or π(B) = (b1j , . . . , bℓj) for some j,

then dimCA,k,π ≥ kℓ and CA,k,π has minimum distance d ≥ m− k + 1.

Proof. In both cases, it suffices to notice that π×m is injective. If
π×m(B1, . . . , Bm) = 0 then detBi = 0 for i = 1, . . . ,m. As Fq[A] is a field
we must have Bi = 0 for i = 1, . . . ,m.

In fact under the assumptions of the proposition π×m is an isomorphism
since #(Fq [A])

m = qmℓ = #(F ℓq )
m.
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Remark 4. • For some particular choices of π, especially when the dimen-
sion decreases, we observe that the minimum distance may be multiplied
by ℓ − 1. In that way, with

A =





0 ω 0
ω ω2 ω2

1 ω2 1



 ∈M3(F4) with F4 = F2[ω],

k = 4 and π((bij)) = (b2,1, b1,2, b2,3), we found a [189, 11, 125]F4
-code.

According to [7], the previous best known minimum distance was 121.

• As in the scalar case, one can evaluate the polynomials at less than
m = qℓ − 1 points. In that way, we found the following new best codes
together with the previous best known minimum distance:

[186, 11, 122]F4
, 120

[183, 11, 119]F4
, 117

[180, 11, 116]F4
, 114

[177, 11, 113]F4
, 112

• Using different constructions from previous codes – as for example punc-
turing [8] – we found with the help of Markus Grassl 49 new codes. There
are listed in Table 1. All these constructions are detailed in [7].

New codes over F4

[171, 11, 109]4 [172, 11, 110]4 [173, 11, 110]4 [174, 11, 111]4 [175, 11, 112]4
[176, 11, 113]4 [177, 11, 114]4 [178, 11, 115]4 [179, 11, 115]4 [180, 11, 116]4
[181, 11, 117]4 [182, 11, 118]4 [183, 11, 119]4 [184, 10, 121]4 [184, 11, 120]4
[185, 10, 122]4 [185, 11, 121]4 [186, 10, 123]4 [186, 11, 122]4 [187, 10, 124]4
[187, 11, 123]4 [188, 10, 125]4 [188, 11, 124]4 [189, 10, 126]4 [189, 11, 125]4
[190, 10, 127]4 [190, 11, 126]4 [191, 10, 128]4 [191, 11, 127]4 [192, 11, 128]4
[193, 11, 128]4 [194, 11, 128]4 [195, 11, 128]4 [196, 11, 129]4 [197, 11, 130]4
[198, 11, 130]4 [199, 11, 131]4 [200, 11, 132]4 [201, 10, 133]4 [201, 11, 132]4
[202, 10, 134]4 [202, 11, 132]4 [203, 10, 135]4 [204, 10, 136]4 [204, 11, 133]4
[205, 11, 134]4 [210, 11, 137]4 [213, 11, 139]4 [214, 11, 140]4

Table 1: The 49 new codes over F4 which have a larger minimum distance than
the previously known ones.

Remark 5. We have proven in Proposition 4.1 that Fq[A] is a field such that
[Fq[A] : Fq] = ℓ. Thus there is a Fq-linear isomorphism from Fq[A] into F

ℓ
q.

Consider the following one:

Fq[A]
ψ
−→ F

ℓ
q

B = b0Iℓ + b1A+ · · ·+ bℓ−1A
ℓ−1 7−→ (b0, b1, . . . , bℓ−1).

Then
CA,k,ψ = ψ×m(evA(Fq[A][X ]<k))
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is still a ℓ-quasi cyclic code of length mℓ and dimension kℓ.
Chosing a Fq-linear map π as in Definition 4.1 here comes to choose a ℓ× ℓ

matrix Π over Fq. Note π the map from F
ℓ
q into F

ℓ
q corresponding to the right

multiplication by Π. Then

CA,k,ψ,π = π×m(ψ×m(evA(Fq[A][X ]<k)))

is a ℓ-quasi cyclic code of length mℓ and dimension ≥ kℓ− dim(kerπ).
Given A, we noticed that there exist matrices Π for which the obtained mini-

mum distance is always greater than a bound (that is much higher than m−k+1).
For instance, taking ℓ = 3, q = 4 and the matrix

Π =





1 ω2 ω
ω2 ω 1
1 1 1



 ,

give codes with minimum distance close to 2(m−k+1). Observe that this matrix
has rank 2 and its columns span a code of minimum distance 2.

5 Conclusion

In this paper we dealt with the generalization of results for cyclic codes to quasi-
cyclic codes. We proved a correspondence between quasi-cyclic codes and ideals
of a matricial polynomial ring, which happen to be all principal. Then we built
new classes of codes, quasi-BCH codes and evaluation codes and gave decoding
algorithms. Finally those constructions allowed us to find a lot of new codes
beating previous minimum distance bounds. A deeper study of the decoding
algorithms for such codes remains an open problem.
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