
HAL Id: inria-00615066
https://inria.hal.science/inria-00615066

Submitted on 17 Aug 2011

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Extension of the ICP Algorithm to Nonrigid
Intensity-Based Registration of 3D Volumes

Jacques Feldmar, Jérôme Declerck, Grégoire Malandain, Nicholas Ayache

To cite this version:
Jacques Feldmar, Jérôme Declerck, Grégoire Malandain, Nicholas Ayache. Extension of the ICP
Algorithm to Nonrigid Intensity-Based Registration of 3D Volumes. Computer Vision and Image
Understanding, 1997, 66 (2), pp.193–206. �10.1006/cviu.1997.0606�. �inria-00615066�

https://inria.hal.science/inria-00615066
https://hal.archives-ouvertes.fr


Extension of the ICP Algorithm to non rigid

Intensity-based Registration of 3D Volumes

J. Feldmar1, J. Declerck2, G. Malandain2 and N. Ayache2

1: Department of Engineering Science,

Oxford University,

Parks Road, Oxford OX1 3PJ, England

E-mail: jfeldmar@robots.ox.ac.uk

2: INRIA SOPHIA, Projet EPIDAURE

2004 route des Lucioles, B.P. 93

06902 Sophia Antipolis Cedex, France.

1



Abstract

We present in this paper a new registration and gain correction

algorithm for 3D medical images. It is intensity based. The basic

idea is to represent images by 4D points (xj ; yj; zj ; ij) and to de�ne

a global energy function based on this representation. For minimisa-

tion, we propose a technique which does not require computing the

derivatives of this criterion with respect to the parameters. It can be

understood as an extension of the Iterative Closest Point algorithm

[5, 56] or as an application of the formalism proposed in [13]. Two

parameters enable us to develop a coarse-to-�ne strategy both for res-

olution and for deformation. Our technique presents the advantage of

minimising a well-de�ned global criterion, to deal with various classes

of transformations (for example rigid, a�ne, volume spline and ra-

dial basis functions), to be simple to implement, and to be e�cient in

practice. Results on real brain and heart 3D images are presented to

demonstrate the validity of our approach. We also explain how one

can compute basic statistics on the deformation parameters to con-

strain the set of possible deformations by learning and to discriminate

between di�erent groups.
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1 Introduction

Registration is a key problem in medical imaging. Indeed, the physician must

often compare or fuse di�erent images. The problem is as follow: given two

3D images, �nd the geometric transformation that best superimposes them,

with respect to some constraints. If both images come from the same patient

and from a rigid anatomical organ, then the problem is rigid registration.

Otherwise it is non-rigid registration.

Registration techniques can be classi�ed into two classes: 1) techniques

using additional arti�cial markers and 2) techniques without such mark-

ers. A�xing markers can be very invasive or can produce unacceptable

constraints. The technique proposed in this paper does not require mark-

ers.

Di�erent methods have been proposed to try to solve the registration

problem without additional markers and without user's interaction. Usually,

registration is based on a representation computed from the 3D images. This

representation can be high level (graphs, crest points, crest lines), interme-

diate level (surfaces, contours) or low level. We do not present a review

here of the numerous registration methods based on high and middle level

representations; complete reviews can be found in [3, 8, 23, 52].

The registration method presented in this paper is related to intensity

based techniques. Most such methods were developed for 3D-3D rigid regis-

tration and try to maximise the correlation [30, 55] or the mutual information

[15, 46, 53] between the two images. We explore a low level method because

high or middle level representations can be di�cult to compute, either be-
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cause of the image acquisition modality or because it is not easy to extract

features of the organs in the images.

Brain images are a good example of images that are di�cult to segment.

A lot of research has been done to try to solve this problem [33, 35, 54]. How-

ever, matching two MR brain images from two di�erent patients is important

in practice. Indeed, we have access to a brain image which has been man-

ually segmented (or labelled) (courtesy of Ron Kikinis, at the Brigham and

Women's hospital, Boston) and we use it as an anatomical atlas. Hence, non

rigid inter-patient registration allows us to label automatically a MR image

of a new patient into anatomical regions based on knowledge of voxel-to-voxel

correspondence.

Previous research has aimed to compute such a match based on crest

lines, surfaces or contours [19, 23, 31, 45, 47, 49, 51] or based directly on the

intensities in the images [4, 12, 16, 25, 27, 39, 50]. The algorithm presented

in this paper aims to compute a global geometric transformation that

minimises an explicit global criterion and uses a coarse to �ne strategy to

try to avoid local minima. The closest algorithm to ours is probably presented

in [25]: both correct for geometric and intensity di�erence. However, the

minimized criteria are di�erent (see section 2) and the search strategies di�er

fundamentally in their nature.

Note that this idea to deform an atlas towards an image can be criticized

since it is not proven that there always exists an homology between two

di�erent brains [34]. However, these deformation procedures are very useful.

One of the di�culties is to segment (for point based techniques) or to correct

the intensities (for intensity-based techniques) of the images that have to be
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registered. This is partly because of the variable shape of the brain but also

because of the gain problem in the MR images. We present in this paper a

new registration and gain correction algorithm which is intensity-based. This

algorithm has numerous applications. Indeed, it should enable us to perform

registration when contour (or higher level feature) extraction is di�cult. It is

an extension of the ICP algorithm [5, 9, 11, 37, 56]. Our technique has several

advantages: minimising a well-de�ned global criterion, to deal with various,

well-de�ned classes of transformations (for example rigid, a�ne and volume

spline or radial basis functions); to be simple to implement; and to be e�cient

in practice. Moreover, since each deformation is described by a small set of

parameters, we have a highly compact information for describing a shape,

which makes possible the computation of statistics to classify deformations

without the problem of the curse of dimensionality.

In this paper, we �rst expose the representation on which the algorithm

is based and the corresponding minimised criterion (section 2). Then, we

describe the minimisation algorithm (section 3) and the computation of the

representation (section 4). We then present initial results obtained with brain

and heart images which demonstrate the validity of our approach (sections

5 and 6). We conclude by sketching future research directions.
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2 A global correlation criterion

2.1 The classical criterion

The most straightforward idea for registering two images i1 and i2 with in-

tensity functions I1(x; y; z) and I2(x; y; z) is to minimise the criterion:

C(f) =
X

Mi2i1

(I2(f(Mi))� I1(Mi))
2;

where f is a 3D-3D geometric transformation.

If it is necessary to correct the intensity to register the two images, one

can minimise the following modi�ed criterion:

C 0(f; g) =
X

Mi2i1

(I2(f(Mi))� g(I1(Mi);Mi))
2;

where f is a 3D-3D geometric transformation and g is an intensity correction

function. These formulations have a fundamental drawback: they imply a

search for an exact superimposition of the two images even if this might not

always be possible with the considered class of transformations or deforma-

tions. We want to bring closer together the points with similar intensity but

we want to keep a constrained deformation.

2.2 Our criterion

In our formulation, we consider 3D images as hypersurfaces in a 4D space.

Hence, an image corresponding to a function i = I(x; y; z) is represented

by a set of 4D points (xj; yj; zj; ij). The �rst three coordinates are spatial

coordinates and the fourth one is intensity coordinate (more details will be

given in section 4.1).
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We propose to minimise a global criterion measuring the correlation be-

tween the two images by deforming the scene image into the model image.

Given our formulation, this means that we deform the 4D surface, that is, we

both correct the geometry and the intensity in the image1. The minimised

energy function is:

E(f ; g) =
X

(xj ;ij)2SceneImage

d( (f(xj); g(xj; ij));CP4D(f(xj); g(xj; ij)) )
2 (1)

where

� xj denotes the three spatial coordinates of point Mj, i.e. (xj; yj; zj)

and ij denotes the intensity in the image at this point.

� f is the 3D-3D geometric transformation of the scene image. Note

that it does not depend on the intensity.

� g is a 4D-1D function which associates an intensity value to a point

in the image depending on its position and its current intensity.

� CP4D is the function which associates with a 4D point its closest point

among the points describing the model image.

� Finally, d is a �distance� function on 4D points M = (x; i) and N =

(x0; i0),

d(M;N) = (�2
1(x� x0)2 + �2

2(y � y0)2 + �2
3(z � z0)2 + �2

4(i� i0)2)1=2:

1We choose a global function for intensity correction otherwise registration would not

make sense.
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Of course, the choice of the �i's is crucial. It determines how far,

in terms of spatial distance and intensity, one needs to search for the

matching point. In practice, �1; �2; �3 are the inverted voxel dimen-

sions and �4 is computed by solving:

�2
1�x

2 + �2
2�y

2 + �2
3�z

2
� �2

4�i
2 = 0;

where (�x;�y;�z) is the spatial displacement expressed in voxels di-

mensions necessary to correct for a di�erence in intensity �i. In order

to understand this equation, consider a point M = (x; y; z; i) in the

scene image and two points M1 = (x; y; z; i0) and M2 = (x0; y0; z0; i)

in the model image. At stage 1, the matched 4D point is located on

a segment of the hypersurface I(x; y; z) which boundaries are M1 and

M2. If we want to match the point M with a point close to M2 and

not to M1, then we have to choose:

�2
4 �

�2
1(x� x0)2 + �2

2(y � y0)2 + �2
3(z � z0)2

(i� i0)2
;

otherwise, we choose

�2
4 �

�2
1(x� x0)2 + �2

2(y � y0)2 + �2
3(z � z0)2

(i� i0)2
:

Of course, a key point is also to choose the de�nition domain of the energy

function E: this constraints the functions f and g. We discuss this issue in

more detail in the conclusion. For example, if the two images are from the

same anatomical object, and if the voxel intensities correctly represent the

associated tissues, then the searched function f will be a rigid displacement

and g will be �xed to be the identity function.
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When the two anatomical regions do not come from the same patient, or

when the anatomical region is deformable, the function f can be an a�ne,

a spline or a radial basis function (RBF) (see appendix A). When the

intensity in the images is perturbed by a distortion, one can also search g

as an a�ne, polynomial, spline or RBF function, depending on the physical

analysis of the perturbation.

2.3 Smoothing

When f and g are deformation functions, it is often necessary to add a

smoothing term to E. In these cases, the energy function becomes:

Esmooth(f ; g) = E(f ; g) + �
X

(xj ;ij)2SceneImage

Smoothness(f ; g; (xj; ij));

where Smoothness(f ; g; (xj; ij)) is typically the sum of the norm of the sec-

ond derivatives of f and g with respect to each of their coordinates (�bending

energy�) respectively at points (xj) and (xj; ij). The parameter � is experi-

mentally determined as described in the results section.

2.4 Use of the gradient information

Even if the algorithm deals directly with intensities, it can be desirable to

enhance the importance of areas where the intensity varies a lot. These

are the areas where the norm of the gradient is high. In such cases, we

may weight each term of the energy E with the norm of the gradient at the
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corresponding point:

E(f ; g) =
X

(xj ;ij)2SceneImage

k~rSceneImage(xj)k:d( (f(xj); g(xj ; ij));CP4D(f(xj); g(xj ; ij)) )
1=2

(2)

This new criterion can be surprising since at boundaries, the intensity is not

well de�ned. However, this criterion gives good results in practice.

Note that it is also possible to use information about the gradient direc-

tion. In this case, the points representing the images are no longer 4D but are

7D points: three spatial coordinates, one intensity coordinate and three gra-

dient coordinates. Hence, the distance between two points is a compromise

between the spatial distance, the di�erence of gradient norm and orientation

and the di�erence of intensity. The minimisation of the corresponding energy

tends to minimise this di�erence between the two sets of points describing

the images. This way of using the gradient information is similar to the use

of surface normals presented in [24] for rigid surface registration: it gave sat-

isfactory results though a precise theoretical approach would be necessary,

as exposed in [42].

3 Minimisation technique

To minimise the energy function E or Esmooth, we developed a technique

which does not require computation of the derivatives of these functions

with respect to the parameters. It can be understood as an extension of the

Iterative Closest Point algorithm [5, 56] or as an application of the formalism

proposed in [13].
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3.1 The algorithm

The minimisation algorithm is iterative. At each iteration i, we update

estimates fi and gi of f and g in two stages:

� Stage 1: we construct a set of pairs of 4D points Matchi by associating

with each point Mj in the scene image the point Nj such that:

Nj = CP4D([fi�1(xj); gi�1(Mj)]);

where xj are the three spatial coordinates of Mj. Matchi is the set of

pairs (Mj; Nj).

� Stage 2: we compute the least squares sense transformations fi and gi

corresponding to Matchi. These are the fi and gi that minimise:

X
(Mj ;Nj)2Matchi

d((f(xj); g(Mj)); Nj)
2+

X
(Mj ;Nj)2Matchi

Smoothness(f ; g;Mj):

For the rigid, a�ne, spline and radial basis transformations classes and

for the smoothing terms which we use, this criterion is quadratic and

the least squares estimation turns out to be the resolution of a linear

system as explained in appendix A. Note from a very practical point

of view that the code necessary for this estimation is available in [44]

and there is almost no programming to be done.
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It is straightforward to show that this algorithm minimises the de�ned

energy and that it converges2. Let us de�ne the energy function E 0:

E 0(f ; g;Match) =
P

Mj2SceneImage d((f(xj); g(Mj));Match(Mj))
2+P

Mj2SceneImage Smoothness(f ; g;Mj):

In stage 1 of our algorithm, the variables f and g are �xed and E 0 is

minimised with respect to Match. Indeed, in this case, the function Match

minimising E 0 satis�es:

Match(Mj) = CP4D((f(xj); g(Mj))):

In stage 2, the variable Match is �xed and E 0 is minimised with respect to f

and g. Thus, at each stage, E 0 decreases. Because E 0 is positive, convergence

is guaranteed even if it can be towards a local minimum.

This minimisation technique is e�cient. Contrary to classical minimisa-

tion techniques, it is not �local� (the transformation parameters can vary a

lot between two successive iterations) and it does not require either compu-

tation of the derivative of E with respect to the parameters or the tuning

of parameters. On the other hand, it assumes that each point in the scene

image has a correspondent in the model image, and we next address this

issue.

3.2 The occlusion problem

Some points in one image do not have any correspondent in the other, for

example because of occlusion, or because of the evolution of a pathology (for

2Of course, there is no guarantee that we �nd the global minimum. We are minimising

a non-convex function and we can only prove convergence towards a local minimum.
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example a tumor).

It is important to deal explicitly with this occlusion problem to get an

accurate transformation. One might adopt a robust criterion (in the sense

of statistics) as in [14, 29] for rigid surface registration. But then stage 2

of the algorithm would not be a linear system resolution and the algorithm

would be far less e�cient. We prefer the approach proposed in [56] for 3D-3D

rigid surface registration. For each match (Mj; Nj) in Matchi, we decide if

it is plausible or not. This point is important because if we accept erroneous

matches, the solution will be biased and if we reject correct matches, the

solution will not be accurate.

For each pair (Mj; Nj) in Matchi, let us note:

dj = (f(xj); g(Mj))�Nj:

One may suppose that if the registration was correct, the Mahalanobis dis-

tance

�j = (dj � �)tS�1(dj � �);

where � and S are respectively the mean and the covariance of the vectors

dj, would follow a �2 distribution. It corresponds to the assumption that

the di�erence in each coordinate follows a gaussian distribution. Thus, we

can compare the statistics of this variable �j with a �2 with 4 (or 7) degrees

of freedom and decide whether a pair (Mj; Nj) is plausible by looking a �2-

table with an appropriate con�dence value, say 95 % or 99 %. Stage 2 of the

minimisation algorithm is modi�ed so that the least squares criterion takes

into account only the plausible matches in Matchi.
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4 Representation of the images

4.1 Computing the representation

For this registration algorithm, it is fundamental to choose the 4D points

representing the images. One can associate with each voxel V a point M =

(x; y; z; i), where x; y; z are the spatial coordinates of the voxel's centre and

i its intensity. Let us call M the point representing the voxel V . One could

use the representing points directely but the minimisation algorithm would

then be ine�cient because of the data volume.

To avoid this problem, we compute a more compact representation of the

images. The idea is to split recursively the image into �quadrilaterals� until

each �quadrilateral� contains only voxels whose representative points can be

approximated by a 4D hyperplane with an error smaller than �, where � is

a parameter of the splitting algorithm3. More precisely, the algorithm is as

follow:

1. Split the image I into two blocks of same size in the x (resp. y and z)

direction and get the images I1x and I2x.

2. If x (resp. y and z) is the direction which yields the smallest error when

one approximates I1x and I2x by a 4D hyperplane, then go to point 1

with I = I1x and I = I2x if the error is greater than �.

As a result, the image is represented by a set of �quadrilaterals� with di�erent

3The error can be the maximum of the points to plane distances or the average of these

distances.
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sizes containing relatively homogeneous voxels. A 4D centroid and a 4D

hyperplane are attached to each �quadrilateral�.

The points Mj used to describe the scene image in the minimisation algo-

rithm are simply the centroids attached to each "quadrilateral" obtained by

recursively splitting the image. To e�ciently compute the function CP4D,

the model image is also split into �quadrilaterals�. A 4D kd-tree [43] is cal-

culated based on the centroids Bj resulting from the recursive split. During

minimisation, given a 4D point M , CP4D(M) is computed as follows (see

�gure 1).

� From the kd-tree, we �rst �nd the centroid Bj the closest to M . This

centroid corresponds to a �quadrilateral� Qj.

� CP4D(M) is the closest point to M onto the hyperplan Hj approxi-

mating the �quadrilateral� and lying in this �quadrilateral�.

4.2 A coarse-to-�ne multi-resolution strategy

The parameter � of the image splitting algorithm allows us to control the

quality of the approximation. The smaller �, the better the approximation.

However, when � is large, the number of points/hyperplanes describing the

image is small. Thus, � allows us to control the resolution.

It is also important to control the �quantity� of accepted deformation.

We �rst compute rigid displacements, then a�ne transformations and �nally

spline or radial basis deformations. For the spline class of transformations,

we can choose the number of control points and the parameter � controlling
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Figure 1: The computation of CP4D is done in two stages. First, we compute the centroid

Bj the closest to M and then, we project M onto Hj .

the importance of the bending term in the criterion de�nition in order to

control the �quantity� of allowed deformation. With radial basis func-

tions (RBF), it is even simpler to control this quantity. Indeed, we can still

choose the parameter �, but in addition it is easy to add locally some centers

where more deformation is needed. In fact, RBF do not have the topology

problem encountered with splines and which makes local re�nement of the

deformation di�cult (see [49] for such an adaptative scheme with splines).

In fact, RBF are extremely convenient even if an e�cient and well-justi�ed

strategy for adding centres during the iterations still has to be developed. A

more complete discussion of this idea of �allowed deformation� is presented
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in conclusion.

The strategy that we propose to try to avoid the local minima during

minimisation uses these two properties. At the beginning, we choose a low

resolution and we compute rigid displacements. The biggest structures are

then �rst registered. Then, progressively during the minimisation process,

we decrease � in order to enhance the quality of the approximation of the

images and we allow more and more deformation from a�ne transformations

to spline or RBF deformations.

Of course, this description of the strategy is very qualitative. In practice,

the choice of the functions controlling these resolution and deformation pa-

rameters depends on the anatomical regions to register. But they have not

been di�cult to �nd in practice.

5 Results on brain data

In this section, we present two examples of applications of our volume regis-

tration algorithm to 3D brain MR images.

5.1 Rigid registration with intensity correction

The top two images of �gure 2 are two slices of same slice index of two MR

images (taken at di�erent times) of the same brain. One can observe that (1)

geometric registration is necessary since the two slices do not correspond to

each other (for example, the eyes are visible in one image and are not visible

in the other one) (2) the left image is much brighter than the right one.
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The algorithm described in this paper enables us to compute at the same

time a rigid displacement to superimpose the two images and a gain coe�-

cient to correct the intensity. The bottom image of �gure 2 shows the slice

corresponding to the top left image after registration and resampling of the

3D image corresponding to the top right image.

For the registration, approximately 50000 points are used to describe the

images. The resolution does not vary during the iterations. The CPU time

is 5 minutes. After registration, the average mean distance between matched

4D points is 0.8 mm and the average di�erence of intensity is 2.8 (the intensity

in the images is between 0 and 255). One can observe that after registration

the two slices look much more similar both from the geometric and intensity

viewpoints.

Figure 3 demonstrates that one can correct at the same time for rigid

displacement and non linear intensity di�erence. Two images A and B were

simulated from the same MR image I: A was created by applying a rigid dis-

placement to I and B by applying a second order polynomial multiplicative

bias �eld. The experimental conditions are the same as in �gure 2 except

that the intensity correction function is a second order polynomial.

5.2 Matching with an atlas

Figures 4, 5 and 6 show an example of spline registration of two MR im-

ages of two di�erent brains. One of the two images has been manually seg-

mented into anatomical regions (courtesy of Ron Kikinis, at the Brigham and

Women's Hospital, Boston). It can be used as an anatomical atlas. Matching
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Figure 2: Top: two axial slices of same index of two MR images (left A, right B) of

the same brain before registration. We thank Pr. Ron Kikinis, Brigham and Women's

Hospital (Boston) for these images. Bottom, left: the slice of image B after registration,

resampling and intensity correction corresponding to the slice of the top-left image. One

can compare pixel by pixel the left two images.
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Figure 3: Top: two frontal slices of same index of two images simulated from the same

MR image I. Image A (left) is the same as I but we applied a rigid displacement, image B

(right) is the same as I but we applied a second order polynomial multiplicative bias �eld.

Bottom, left: the slice of image B after registration, resampling and intensity correction

corresponding to the slice of the top-left image. One can compare pixel by pixel the left

two images.
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enables us to label automatically the second image from the voxel-to-voxel

correspondence.

Registration uses in each image approximately 50,000 points. The com-

puted deformation is a volume spline function (see appendix A) with 15 �

15 � 15 control points. There is no intensity correction. The CPU time

is 25 minutes. The resolution varies linearly from 10000 points to 50000

points during the deformation process and � (the parameter controlling the

smoothing term of the criterion) varies linearly from 5 to 2.

Registration is not perfect, though it is quite good. There are two reasons

for this:

� we should use more 4D points to describe the images at the end of the

process,

� the spline deformation is not su�cently local (15�15�15 control points

is the maximum that we can use because of memory limitations).

We believe that these two problems will soon be �xed as processors become

more powerful.

Note that we should not have the second problem with radial basis func-

tions since the centres can be located where needed. The di�culty then is

to decided where they are needed. The answer may be based on discussions

with an anatomist or from learning. Moreover, because the deformation is

global, we can guarantee that the result of our non-rigid registration makes

sense. Note also that before registration, it was quite di�cult to identify

in the two images the corresponding structures while it is quite easy after

registration.
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If a more local registration were to be necessary, the output of our al-

gorithm could be used as the input for techniques like [12, 50] which are

perhaps more sensitive to their initialization but which are more local.

6 Results on heart data

A common examination for detection of cardiac ischemia is the stress-rest

comparison in myocardial perfusion studies provided by Nuclear Medicine.

Nuclear medicine imaging provides 3D density maps of blood perfusion

non-invasively. In the stress-rest study, 2 perfusion maps of the heart muscle

are taken: one obtained after an injection in the blood of the tracer at rest

(rest image) and the other after the injection of the tracer during maximal

exercise (stress image). These images are isometric, their size is 64x64x64

for a pixel size of 5 mm.

Comparing the two images provides a classi�cation of areas of the my-

ocardium into 3 main classes:

� The intensity distribution is normal in both rest and stress images.

� There is at least one region with abnormally low count rate densities in

both rest and stress images. The abnormality is �xed, and this denotes

a myocardial infarction, or in some cases a very narrow stenosis, with

resting hypoperfusion and a hibernating or stunned myocardium.

� There are one or more regions of low count rate densities in the stress

image, but the densities are normal in the rest image. The abnormality

is said to be transient, and connotes stress ischemia.
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Figure 4: Top: two slices sagittal of same index coming from two MR images of two

di�erent brains before registration (left C, right the atlas). We thank Pr. Ron Kikinis,

Brigham and Women's Hospital (Boston) for these images. Bottom, left: the slice of

the resampled atlas corresponding to the top left image after non rigid spline registration.

The two left images can be compared voxel by voxel.
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Figure 5: Top: two axial slices of same index coming from the same images than the ones

shown �gures 4 and 5 (left C, right the atlas). Bottom, left: the slice of the resampled

atlas corresponding to the top left image after non rigid spline registration.
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Figure 6: Top: two frontal slices of same index coming from the same images than the ones

shown �gures 4 and 5 (left C, right the atlas). Bottom, left: the slice of the resampled

atlas corresponding to the top left image after non rigid spline registration.
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6.1 Stress-rest a�ne registration

Because the patient is not in the same position when the stress and rest

images are taken, registration is necessary. Because, for some pathologies,

the heart does not have the same size at stress and at rest, we compute an

a�ne transformation between stress and rest images. The intensity correction

function is a global multiplication factor. The CPU time is 30 seconds.

The top two images of �gure 7 are two slices of same index of two SPECT

images of the heart: one at stress, the other one at rest. The middle image

shows the result of the registration and resampling of the rest image. The

bottom two images show the di�erence between the stress and rest images

respectively before (left) and after (right) registration. One can observe that

the di�erence image is much darker after registration. We have chosen an

healthy patient for illustration because it demonstrates that a bad registra-

tion can induce wrong diagnosis. Indeed, one can see in the bottom left image

bright areas which could be interpreted as ischemia. But, as demonstrated

in the bottom right image (which is very dark), these bright areas actually

come from bad registration. This demonstrates that registration is necessary.

We experimented with the registration algorithm presented in this paper

on a database of 40 stress-rest pairs. The results are visually very good. In

order to give a more quantitative quality measure, we would have to do the

same experiements as we did in [28] for 3D-3D non rigid surface matching [21].

Note that it is important for this problem to deal explicitly with occlusion,

because ischemia appears as occlusion in the images (it corresponds to holes

present in one image and not in the other one).
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6.2 Normalisation of stress-rest images

Ischemia corresponds to coronary vessels which are narrowed. One of the

goals of stress-rest examination is to determine such vessels and to evaluate

the importance of the occlusion. To do that, the nuclear medicine cardiologist

makes use of an atlas associating with each defect, depending on its position,

the defective vessel. It turns out that, if we are able to normalise the stress

and rest images into a standard geometry, the diagnosis is easier [28]. Indeed,

the location of the defects no longer depends on the particular shape of each

heart. Thus, the association defect-vessel is easier.

In practice, we propose to perform spline registration between stress-rest

images and a template image. As a result, we get normalised stress and rest

images in the geometry of the template. We have chosen a normal heart to

be the template. Figure 8 shows an example of normalisation of a stress-rest

pair. Intensity correction (function g) is a global multiplication factor. The

CPU time is 2 minutes (Dec alpha workstation).

Again, the results on the 40 patients database look good even though a

more complete validation as in [28] is necessary.

7 Conclusion

We have presented in this paper a new and e�cient algorithm for registration-

intensity correction of 3D images. This algorithm is an extension of the

original ICP algorithm to volume registration and deals explicitly with the

occlusion problem. The computed transformations are rigid, a�ne and spline
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Figure 7: Top: two slices of same index coming from a rest (left) and a stress (right)

3D image of the same heart before registration. We thank Pr. Michael Goris, Stanford

University Hospital for these images. Middle: the slice of same index of the stress image

resampled into the geometry of the rest image after a�ne registration. Bottom, left:

one slice of the 3D di�erence image between the stress and rest images before a�ne

registration. Bottom, right: one slice of the 3D di�erence image after after a�ne

registration. The ischemic areas correspond to bright areas in this 3D di�erence image.

Note that the two di�erence images have been multiplied by the same global factor for

visualization. Note also that bad registration (left) produces bright areas which could be

interpreted as ischemia: this demonstrates that accurate registration is necessary to make

a reliable diagnosis.
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Figure 8: Top: two slices of same index coming from two rest images of two di�erent

hearts. The heart presented in the left image is the template. Middle, left: the slice

of same index of the rest image (top right) resampled into the geometry of the template

(top left) after non rigid spline registration. From a geometric point of view, this image

and the top left image are equivalent. Bottom: two slices of same index of the di�erence

image before (left) and after (right) registration. One can observe that the di�erence

image is much darker after spline registration. Note that the two di�erence images have

been multiplied by the same global factor for visualization.
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or radial basis functions. The experiments demonstrate the validity of our

approach, though a complete clinical validation is yet to be done. In future,

we plan to extend this work at least in four directions.

The �rst extension is to use a database to determine how should be con-

strained the set of possible deformations for brain-atlas matching. Even if our

approach enables us to minimise an explicitly de�ned criterion, the choice

of the class of deformation is not guided by anatomy. The set of a priori

possible deformations from one brain to another is not easy to determine,

though the Talairach atlas is an interesting attempt. The problem is that if

we choose too many parameters to describe the set of possible deformations,

then the registration can fail or have no anatomical signi�cance. On the

other hand, if we don't have enough parameters then the registration won't

be accurate. It is then essential both for robustness and for anatomical sig-

ni�cance to determine the best deformation space and to describe it with as

few parameters as possible.

One approach is to determine this set by learning. This has been inves-

tigated in [17, 48], [40] and [48] respectively for displacement �elds, modal

analysis and Fourier analysis. Similary to [17], we could compute the set of

possible values of the control points on a database and then perform Prin-

cipal Component Analysis on this set. At stage two of the extended ICP

algorithm, we would solve the linear system under the constraint that the

solution must lie in the subspace described by the �rst eigenvectors of PCA.

It would still consits in solving a linear system and the algorithm should be

faster and more robust.

The second extension would be based on basic statistics. A common
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problem in medical imaging is to analyse the change in shape of an organ.

For example, for the stress-rest registration problem presented in section

6, we would like to know if the shape di�erence between stress and rest is

signi�cant with respect to a pathology. Another problem is to compare the

shape of an organ with respect to an �average� shape. For example, some

psychiatrists claim that schizophrenia implies a change in asymmetry of the

patients brains [18].

For both problems, one can compute two sets of deformations: one group

for the controls and one group for the patients. Based on the parameters

of the deformations, we could perform an Hottelling T 2 test to validate or

invalidate the null hypothesis that the means of the two groups are equal

[10, 32]. This would enable us to answer the question: �is there a signi�cant

di�erence in shape between the two groups�. If this is the case, then one

should consider Fisher's linear discrimant [10, 32]. Indeed, each coordinate

would tell us how important each mode of variation is for discrimination.

It would then be possible to perform 3D graphical animations to show the

change in the shape of the brains between the two groups. This animation

would probably be easier to interpret by the physicians than a vector of

deformation. Finally, in case of signi�cant di�erence between the two groups,

the Fisher's linear discriminant could allow us, given an image which is not

in the database (and then for which the diagnostic is unknown), to give a

measure which is related to the probability of the image of belonging to one

of the two classes [6].

The third problem is the use of volume spline or RBF registration for

motion tracking in sequences of 3D images (MR or SPECT, especially heart
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images). In the same way as we extended the technique presented in [21]

to time [20], we believe that it would be worth doing it for the algorithm

presented in this paper. Indeed, time sequences of 3D images will probably

be more and more common and we believe that analysis of such images

presents a challenge [38, 1, 36, 41].

The last problem concerns the validation of non-rigid registration. How is

it possible to say that one algorithm is better than another ? The easiest way

of doing it is maybe to ask a radiologist or an anatomist to identify features

or landmarks in the images and to construct an error measure based ont these

points. But we believe that the answer to the question should depend on the

goal of the registration. For example, we are interested in detecting blobs of

activation in f-MRI data. After non-rigid registration, we use the software

described in [26] to detect such blobs. The software tells us, for each blob,

the probability of observing it by chance. It seems to be reasonable (even if it

is debatable) to say, since registration and blobs detection are independent,

that the best non-rigid registration is the one which gives the more reliable

blobs. Actually we believe that for non rigid-registration used in the context

of functional atlas building, the criterion should explicitly depend on the

�blob's reliability�. This is what we are going to concentrate on in the near

future.
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A Least squares estimation of deformation

At stage two of the algorithm described in this paper, we have to estimate,

given a set of matched points, the best deformation in the least squares sense

corresponding to the matches. Actually, because of performance constraints

but also to avoid local minima, we restrict ourself to deformations for which

such an estimation leads to the resolution of a linear system. These are the

deformations f of the form:

f(x; y; z) = (
P

iA
x
i Fi(x; y; z);P

j A
y
j Fj(x; y; z);P

k A
z
k Fk(x; y; z));

where the Ax
i ; A

y
i ; A

z
i are the parameters and the functions Fi; Fj; Fk are �xed.

From a practical point of view, the code for solving such least squares sys-

tems with Singular Values Decomposition (SVD) is available in [44]. Hence,

there is almost no programming to be done for such deformations. The pro-

grammer just has to de�ne the functions Fi; Fj; Fk.

We have chosen to implement the algorithm presented in this paper with

spline and radial basis functions deformations.
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A.1 3D-3D volume spline deformations

More precisely, we use the class of functions de�ned by tensor products of

spline basis functions:

f(x; y; z) = (
P

i;j;kC
x
ijkBi(x)Bj(y)Bk(z);P

i;j;kC
y
ijkBi(x)Bj(y)Bk(z);P

i;j;kC
z
ijkBi(x)Bj(y)Bk(z));

where the Cijk = (Cx
ijk; C

y
ijk; C

z
ijk) are the control points and the Bi are 1-

D B-spline functions with regularly distributed knots. In our formulation,

the class of 3D-3D spline functions is only described by moving the control

points.

In the de�nition of the criterion, a smoothing energy is added to the least

squares term on the position in order to control the regularity of the solution.

This energy is expressed as a second-order Tikhonov stabilizer. For instance,

for the x coordinate u of the function f :

SE(u) =

Z Z Z
IR3

"
@2u

@x2

2

+
@2u

@y2

2

+
@2u

@z2

2

+ 2
@2u

@x@y

2

+ 2
@2u

@x@z

2

+ 2
@2u

@y@z

2#

The criterion is the sum of the two energies, a multiplying factor � weights

the importance of the smoothing energy with respect to the position energy.

Because the criterion is quadratic in Cx
ijk, C

y
ijk and C

z
ijk, the least squares

minimisation in stage 2 of the algorithm presented in this paper is a linear

system solution, which is quite e�cient in practice.

We use 3D-3D spline functions for e�ciency but also because they have

interesting geometric properties:
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� the 3D-3D spline functions and their derivatives are easy to compute

thanks to the �de Casteljau� algorithm,

� the intrinsic rigidity properties of B-splines provide regular 3D-3D func-

tions,

� a data point has a local in�uence: to evaluate a spline function at a

given point, only (K +1)3 control points are necessary, where K is the

spline order.

For more details about spline functions, see [7, 22, 21].

A.2 3D-3D volume radial basis deformations

RBF is the class of functions de�ned by linear combinations of radial func-

tions, namely functions whose value at one point M depends only on the

distance d(Ci;M) between that point and the centre point Ci:

Fi(M) = fi(d(Ci;M)); Fj(M) = fj(d(Ci;M)); Fk(M) = fk(d(Ci;M)):

As in the case of spline functions, one can add a smoothing term to the

criterion. Radial basis functions (RBF) have been widely used in the context

of probability and neural networks [6] since it can be proven that, roughly,

it is possible to approximate any continuous function if the parameters are

chosen correctly. Note also that thin-plate splines are special cases of RBF

[7].

The choice of the centres Ci and of the functions fi; fj; fk is crucial. We

use functions of the form

e
�
d(Ci;M)2

�2
i ;
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where �i controls the locality of the in�uence of each centre. We have

achieved good results in practice and we believe that RBF are convenient

to programme and use. We have not yet searched for an optimal automatic

procedure to determine the best centres nor the �'s. The interested reader

is refered to [6]. For more details about RBF, see [2, 6, 7]
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