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Abstract—Frame Synchronization (FS) is required in several commu-
nication standards in order to recover the individual frames that have
been aggregated in durst. This paper proposes a low-delay and reduced-
complexity Sliding Trellis (ST)-based FS technique, compared to our
previously proposed trellis-based FS method. Each burst iglivided into
overlapping windows in which FS is performed. Useful information is
propagated from one window to the next. The proposed method akes
use of soft information provided by the channel, but also of & sources
of redundancy present in the protocol stack. An illustration of our ST-
based approach for the WIMAX Media Access Control (MAC) laye is
provided. When FS is performed on bursts transmitted over Ragleigh
fading channel, the ST-based approach reduces the FS latgncand
complexity at the cost of a very small performance degradatin compared
to our full complexity trellis-based FS and outperforms stde-of-the-art
FS techniques.

Index Terms—CRC, Cross-layer decoding, Frame synchronization,
Joint decoding, Segmentation.

. INTRODUCTION

FS is an important problem arising at various layers of tteeqmol
stack of several communication systems. The most obvioing bat
Physical (PHY) layer, to recover the payload and the sidermétion
(headers, etc...) of PHY packets @names First results [1], [2]

considered data streams in which regularly spaced fixecerpatt
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correctly delineated, a large amount of bits has to be rstnétted. In
this context, processing a whole burst at each step mayfisgmily
improve the FS performance. This was evidenced in [14] fer th
segmentation of MAC frames aggregated in WiIMAX PHbYrsts,
where Joint Protocol-Channel Decoding (JPCD§ performed using
a modified BCJR algorithm [15] to obtain the frame boundarles
exploits all available information: soft information aetbutput of the
channel (or channel decoder) as well as the structure ofrifteqol
layers (SW, known fields in headers, presence of Cyclic Realucy
Check (CRC) or checksumsio).

This paper proposes an adaptation of the reduced-complexit
Sliding Window(SW) [16] variant of the BCJR algorithm, presented
for the decoding of convolutional codes, to develop a lovay@and
reduced-complexity version of the FS technique presemtdd4].

The FS problem is first stated as a maximamposteriori (MAP)
estimation problem in Section Il. Then, Section Il refolates
the trellis-based technique for FS introduced in [14]. Theppsed
ST-based algorithm is presented in Section IV and is illusttain
Section V with the FS of WIMAX MAC frames aggregated in bursts

Il. MAP ESTIMATION FOR FRAME SYNCHRONIZATION

or Synchronization Word¢SW) are inserted to delimit fixed-length o  Frame structure

frames, as is the case.g, at the PHY layer of Digital Video

Broadcasting - Handheld (DVB-H) for MPEG2 transport stream (Fonsider Fhea-th variable-length frame at a givep protocol layer.
frames. Synchronization tools based on the maximizatiorthef Th's_ frame _|s assumed to contal, = £x + &w_ bits, where the
correlation between the SW and the received data have bepoged €2ding?x bits represent the frame header, of fixed length, and the
in [1]. This has been improved in [2], where the optimal stitifor remaining E_p,n bits constitute _the variable-length payload. In the
FS has been proposed for the AWGN case, taking into accoent {lfaderfe bits are some HEC bits: CRC or checksum. The length
presence of data around the SW. This was further extendeg] forf 'S @ssumed to be a realization of a stationary memoryles=psa
more sophisticated transmission schemes and in [4], [5]réwige characterized by
robustness against frequency and phase errors. 1)
In many communication systems, frames are of variabletteng
see.e.g, the 802.11/802.16 standards [6], [7] for Wireless Locaa\r where /i, and/max are the minimum and maximum length in bits
Networks (WLANS). In absence of SW, the Header Error Contraif a frame.
(HEC) field of the header has been employed in [8] to perform FSThe headeh,, of then-th frame can be partitioned into four fields.
with an automaton adapted from [9]. A length field, assumedemt The constantfield k, contains all bits which do not change from
in the frame header, facilitates the FS when the noise is mtelen one frame to the next. It includes the SW indicating the bagin
[10], [11], several hypothesis testing techniques haven mgeposed of the frame, and other bits which remain constant [17] orfee t
to perform FS in presence of SW, which are further extended @@mmunication is established. The header is assumed tainoat
[12] to exploit a priori information on the prevalence of ones andengthfield u,, indicating the size of the frame in bifs,, including

TN = Pr (A = )\) 75 0 fOl’ (min < )\ < 61’“&){7

zeros in the payload at the price of a small additional siggal
and computational complexity. However, insertion of SWuiesp
some modification to the transmitter, which might not be déad
compliant. Most of these FS techniques wark-the-fly i.e,, at each
time, only few data samples are processed to perform FS amusal
no latency is introduced.

Initially, FS has mainly been considered at PHY layer, albgs
problem may also occur at upper layers of the protocol stactact,
some frame aggregation techniques at intermediate protagers

the header. Our task is to estimate the successive valuea tak
this quantity in all frames of the burst. Thaher field o,,, gathers
all bits of the header which are not used to perform FS. Rintie
HEC field c,, is assumed to cover thig, — ¢. "working” bits of the
headerj.e., ¢, = f (k, un, 0), wheref is some (CRC or checksum)
encoding function. The payload (assumed not protected &HEC
field) of the n-th frame is denoted by,,. It is modeled here as a
binary symmetric sequence.
In what follows, the length of a vectar(in bits) is denoted aé(z)

have been proposed recently in order to reduce the sigtiatiza and its observation (soft information) provided either bghannel,
overhead, seee.g, [13] in the context of 802.11 standard. Efficienta channel decoder, or a lower protocol layer is denoteg.asz’

FS in this context is thus very important, since if some frame not

represents the sub-vector afbetween indexea andb (in bits).



élﬁff 3 . I1l. TRELLIS-BASEDFS ALGORITHM
o e/ 4 In (4), (5), and (6), one has to evaluaf(S, = /|y%) for all
131 7 </ possible values of, and ¢. This can be performed efficiently using
121 2 the BCJR algorithm [15], by evaluating first
1t
18: P(Sn = év yf) = Qn (6) ﬂ”l (6) (7)
g: where
61 an(t) = P(Sn = £,y1) =Y an1() (', 0), ®)
QT o
4,,
o Ba(t) = P(y£i1]Sn = 0) = Buti (@) ynsa(6,€), ()
1+ v
t t t t > and
1 2 3 4
! Y (€,0) = P(Sn = £,y0r41]Sn1 =€), (10)
Fig. 1. L = 16 bits with £,,,;, = 4 bits andfmax = 7 bits

Classical BCJR forward and backward recursions allow ttuata
« and 8. The initial value Sy of the forward recursion is known,
B. Aggregated frames within a burst leading toa(¢ = 0) = 1 and ap(¢ # 0) = 0. For the backward

Consider a burst of., bits consisting ofV aggregated framegThis ~ récursion, assuming that all allowed final states are egjuidly
burst contains eitheN — 1 data frames and an additiongladding (Which is a quite coarse approximation), one gets
frame containing only padding bits, @&¥ data frames. Assume that 1

. . = in < < .

each of these frames, except the padding frame, contairsdehand Bn(L) Nuax — Nmin + 1 Nain S 1 S Nmax (11)
a payloaql and foIIo.ws.the same syntax, as desc.rlbed in sem@ All other values of6, (¢), for ¢ < L are initialized to0.

Assuming thatl is fixed beforeframe aggregation and thaf is
not determineda priori, the accumulated length in bitsof the n.  A. Evaluation ofy,
first aggregated frames can be described by a Markov proséssh Two cases have to be considered for evaluating?’, ¢).
state is denoted by,,. With this representation, the successive values When¢ < L, the transition corresponding to theth frame cannot

taken by Sy, for n = 0,1,... can be described by a trellis [14] pe the last one, thus corresponds to a data frame. Assumitg th
such as that of Figure 1, with priori state transition probabilities ¢, . < ¢—¢" < f,,ax, the bits betweed +1 and/ may be interpreted
p(Sn =£|Sn—1 =¢') deduced from (1). I < L, then asxy ., = [k,us,0,¢c,p|, whereu, = u(¢—¢') is the binary
; T o i fomin <L — 0 < lrnax representation of—¢’. The corresponding observation can be written
P(Sh={[Sn1=0)= { 0 else, asyli1 = [¥k, Yu, Yo, ¥e, yp- With these notations, fof # L,
(2) Yn (', 0) =73 (¢, 0), with
and if ¢ = L, then d /0 _ _ oy Ak ¢
0, if L — (’ > gmax Tn (4 74) = p (Sn - Z|Sn*1 =/ ) ® (y[/+1vxl’+1) 7(12)
y 1,if 0< L~V < lmin where
P(Su=L|Sh1 =) = . @ ., ,
> 7, else. ® (Ye'+17xe'+1) = P (yxlk) P (yu|u (6 -t ))
k=L—1¢'
In the trellis, dashed transitions correspond to paddiagnés and > P(yolo) P (yele = £ (k,u (¢ =) ,0)) P (o)
plain transitions correspond to data frames. °
. . . > P(yslp) P(p). (13)
C. Estimators for the number of frames and their boundaries o

Consider sburstxt of N aggregated frames and some Vet  nder the assumptions described above and for a memoryW&NA
containing soft information about the bits &f. Here, one assumes channel with variance?, we get

that the first entry ofyf corresponds to the first bit atX. This
assumption is further discussed in Section IlI-C.

The suboptimal MAP estimator presented in [14] consistsrst fi P
estimating N and then in estimating the locations of the beginning
and of the end of the frames. The MAP estimaigap of N is given ASSuming that the values taken Ipyare all equally likely, one gets

£(up)

1 _ N N2 0 2
WJu(l—20)) =P (yulun) = 1 o u@)—un(9)?/20%
(yulu( ) (Yulun) J:ll —c

by P(p)=2""®.
Nunp = arg max P (Sn = L|Y1L), @) In (13), the sum{((c))ver all possible can be evaluated with a
min <n<Nmax complexityO(¢ (o) 2°'¢’), as proposed in [17], see also [14] for more

With Nuin = [L/fmax], Nmax = [L/Cmin], and[-] denoting the details. / _
upward rounding. Oncéwap is obtained, the MAP estimate for the When? = L and L — £' < {max, then-th frame is the last one,

index ¢,, of the last bit of then-th (n = 1, ..., Nuap) frame is andxj, = 1 has also to be considered 4a (¢, L), leading to
Zn = arg m?XP (Sn = €|y1L) , (5) Vn (4/7 L) = Z P(S, = LleL/H’Pn =p|Sn-1 = él)
p=0,1
and the length\,, of the n-th frame is estimated as — (¢',L) P (P, = 0|81 =)

Ap = argm?XP (Sn = €|y1L) —argm?xP (Sn,1 = €|y1L) . (6) +4P (KI,L) P (Pn =1|S-1 = (/) , (14)



where P,, is a random variable indicating whether theth frame is
a padding frame and ita priori probability is given by

0: If L - 6, 2 gmax
1, |f 0< L — él < émin

P (Pn =1|Sh-1 = 6’) = - (15)
> ma, else.
A=L—0'+1
In (14),
rny (€l7€) = P (S”l = L7 yl%’+1|S7l*1 = 6/7P7l = 1)

P(ybialPa=1,801 =50 =) (16)
accounts for the padding frame, while

v (¢,L)

P (sn = L,y |Snr =0, Py = 0)
P (Sp=L|Su 1 =0, Py =0) " (yﬁ,ﬂ,xﬁ,ﬂ)

accounts for the data frame, with

Uy
L—¢

> T

A=Lmin

P(Sy=L|Sn_1 =1 ,P, =0) =

B. Complexity evaluation

n-1
'Window m

m

N\ \|Window
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b 5%1\‘

»

n
Fig. 2. ST for them-th decoding window, the original trellis is in gray

IV. SLIDING TRELLIS-BASEDFS

In classical SW-BCJR methods, decoding is done within a aind
which at each step is shifted bit-by-bit [16] or by severabk §R0].
From one window to the next, the results obtained during onedrd
iteration are reused, contrary to those of the backwardtiter. The
number of bits the window is shifted at each iteration detees the
trade-off between complexity and efficiency.

The complexity of the FS algorithm described in Section Il is contrary to the trellis for a convolutional code, the teltionsid-

proportional to the number of nodes or to the number of ttems
within the trellis on which FS is performed. From Figure le®ees
that the trellis is lower-bounded by the life= nfmin and upper-
bounded by the lineg = nln.x and ¢ = L. This region may be
divided into two triangular sub-regions, one withK n < Npin — 1,
bounded betweerd = nlnin and ¢ = nln.x, and the other with
Numin < n < Nmax — 1, bounded betweeh = nfn;, and? = L.

ered in Figure 1 has a variable number of states for each \alue
the frame index:. One may apply directly the SW ideas, but due to
the increase of the size of the trellis (at least for smalugalofn),
this would still need very large trellises to be manipulateith an
increased computation time. Here, a ST-based approactrasiiced:
a reduced-size trellis is considered in each decoding winds
in [20], some overlapping between windows is consideredyrier

Thus, summing up the number of nodes in each sub-region, @se gg allow better reuse of already computed quantities andllawa

the number of nodes in the trellis
I\Imin71 Nmax
n (Zmax - émin) + Z (L — Tbémin) . (17)

n=Npin

Taking Nmin ~ L/lmax and Nmax & L/lmin, (17) simplifies to

L2( ):O(LQ).

Nn = 7
From each node, at moétax — fmin transitions may emerge. Thus,
from (18), the number of transitiond/; may also approximated as
N, =0 (1?).

Nn

n=0

émax - émin

(18)

emaxemin

C. Limitations

complexity-efficiency trade-offs.

A. Sliding Trellis

In the proposed ST-based approach, a burdt bits is divided into
M overlapping windows with sizeg,,,, m = 1, ..., M. For each of
these windows, the bits fromy,, 1 +1to e,,—1+ Ly, are considered,
wheree,,,—1 is the bit index of the last bit of the last frame deemed
reliably synchronized in the: — 1-th window.

A ST moves from window to window to perform decodingne
such ST is illustrated in Figur@. Let 7 and / be the local trellis
coordinates. Once’(S7' = Z|yz::1ifm) is evaluated, one can
apply the estimators (4), (5), and (6) to determine the nunabe
framesN,, in the m-th window (including the last truncated frame),

The hold-and-syndechnique presented in [14] for performing Fhe beginning, and the length of each frame. Forsth¢h window

is based on the knowledge of the beginning and length of thst.bu
This requires an error-free decoding of the headers of I@saiocol
layers, which contain this information. This may be donengsi
methods presented in [17], which enable the lower layer tevded
the burst to the layer where it is processed. The main drakvbfihis
FS technique in terms of implementation is the increase imang
requirements for storing soft information. This is estiethin [18],
[19] to be three to four times more. However, the plain tseflased
FS algorithm, as described above, requires buffering thelevburst
which induces some buffering and processing delays priopait to
L?, see (18). To alleviate these problems, a new low-delay ess} |
complex variant of the previously presented FS techniquaois
proposed.

(m < M), among theN,, decoded frames, only the firgff,‘,;
frames are considered as reliably synchronized, sincegéndata
and redundancy properties have been taken into accounicdted
frames, especially when the HEC has been truncated, andatime f
immediately preceding such frames, are not considereabieli Thus,
only the ]an complete frames ending in the firét,, — lmax — ln
bits of the window are considered as reliable. The unradiabgion
towards the boundary of the window is dashed in Figure 2.

The initialization of 5 is performed as in Section Ill, since
no knowledge from the previous window can be exploited. The
initialization of « and the evaluation ofy towards the window
boundary may depend on the location of the window inside atbur
Three types of window locations are considered: ftrset window at



the start of a burst, thentermediatewindows in the middle of the LL (bytes) | 1800 | 8000 | 16000 | 24000 |
Trellis-based (# of Nodes)] 24300 | 480000 | 1920000 | 4320000

burst, apd thé.ast window at the end_ of the burst. . ST-based (# of Nodes) 17400 | 77200 | 154450 | 231700
The first window ¢(» = 1) containsL,, < L bits and starts Complexity Gain 14 W) 156 186
at eo = 0. The decoding approach, including the initialization of

« for this first window is similar to that presented for the ligel
based approach. An exception is the computaticn%o(’, Z) where
two cases have again to be considered. The first correspands t

normal data frames, leading 6 (Z’, Lm). The second accounts for

truncated data frames towards the boundary of the windadig . Initialization of « in the sliding trellises
to vy, (¢, L), which is detailed in Section IV-B.

The intermediate windowsl(< m < M) contain the bits from
€m-1+11t0¢em—1+ Lm < L, see Figure 2. The bit index,,—1, of
the last bit of the last frame deemed reliably synchronizes, the

< _1-th frame) in them — 1-th window, corresponds in the local

coordinates of then — 1-th ST to/ = £y,-1 — em—2. The m-th 7< Loy and0 < 7 < [Ln—1/umin]. We choose to propagate at

ST starts at the local coordinatés = ﬁ;,hé = Em—1 — Em—2) T 5e - :
of m — 1-th ST. The computation of (¢',¢) for an intermediate r_nostémax values ofa from 7 = Ny, in them —1-th window to

window is identical to that of the first window. For the initization '~ 0 in the m-th window (for £ =0, ..., fmax — 1) as follows

of ' (¢), following the idea of the SW-BCJR decoder [16], [21], up o' (0) = ka2t (em—1 —Em—2+1), (22)
to /max initial values forag" (¢) are propagated from the, — 1-th et B
window to them-th window, see Section IV-C. This allows a bettewhere x is some normalization factor chosen such that d¢lg&(¢)s
FS in case of erroneous FS in the— 1-th window. sum to one. This allows the first frame of the-th window to start

The last window f» = M) has no incomplete frame at itsat any bit index betwees,,_1 + 1 andem—1 + fmax.

end. Only the presence of a padding frame has to be taken iIBtO
consideration.The decoding is performed as itne trellis-based ~°

TABLE |
FS COMPLEXITY COMPARISON FORLY™ = 480 + L°

In the SW-BCJR algorithm proposed in [16], th&'s evaluated in
the m-th window are deduced from those evaluated insthe- 1-th
window. Here, since the number of statés evolves withn, o'
cannot be obtained that easily fromy**.

In the m — 1-th window, one has evaluated' " (¢), with 0 <

Complexity

approach (Section Il))except for the initialization ofvy” (¢), which ConsiderM windows of approximately the same siz&, which
is similar to that of the intermediate window case. are qverlapplng on average oh’ = /, + 1.L54max bits. For
Note that them-th andm + 1-th windows overlap over.?, bits, sulfficiently largeL, one has to procesd! ~ =75 overlapping
with ¢, + lmax < Ly, < p + 2lmax- windows, each one with
: L) (Lo — b
B. Evaluation ofys w ( max min
! Ml 2 < émaxémin )

Whenm < M, transitions corresponding to truncated frames have
to be considered at the end of the window. When the size of the
truncated frame is larger thaf, the header is entirely contained in w2 e
the truncated frame. In this case (¢, L) = 7% (¢, L) , with MAY ~ — L () (Kmax g"“")

. sdom ) = Ya \£, Lim ), n v —Io 2
LW‘L

Yo (0 L) =p (S5 = Ln|Spa =) ¢* (yz,ﬂ,xl?,ﬁl) . (19) This decoding complexity is smaller than that of SectiorBIIA
) ~ comparison for different values of burst sizeis provided in Table |
In (19), since truncated frames have to be considereg window sizeL” = 480+ L°. One can observe that the complexity

p (S5 = Lin|Sit = ') is given by (3). Moreover, the length of gain increases with the size of the burst.
the framej.e., the content of the length fietd,,, is now only known  choosing small values fol” reduces the latency as well as

des. The total number of nodes to process is then

(23)

émaxémin

to be betweemax (L, — £', fmin) and fmax bits. Thus the complexity at the cost of some sub-optimality in the diug
A X P p performance. Note that® cannot be chosen too small (smaller than
¥ (y2'+1’x2/+1> = P (yx| )Z (volP) P (p) 01 + 20max) to ensure at least one reliable FS in each window.
P
£=lmax V. SIMULATION RESULTS
(Z " )P(u (@) Z(P (yulu () P (yolo) In the WIMAX standard [7], the downlink (DL) sub-frames are
¢=max(Lyy—0 Lyin o

divided into bursts. Each burst can contain multiple coswmated
P(ycle=f(k,u(f),0)) P(0)). (20) fixed-size or variable-size MAC frames: it is filled with sesMAC
frames, until there is not enough space left. Padding byxesSK) are
then added [7] at the end of the burst. Each MAC frame begitts avi
fixed-length header, followed by a variable-length paylaad ends
with an optional CRC. As we are considering only the DL case,
Yo (0 Lm) = p(S§ =Lm|Sio. =1) where the connection is already established, MAC framesnigéig
Lo 1o Lo Lo to a burst contain only Convergence Sublayer (CS) data, sotoa
; P (yf’+1|x‘?’+1) P (XZ’H) @D Generic MAC header [7] is possible inside a burst.
xp Some assumptions are made in what follows for the sake of
m m SN e Lo, simplicity. CRC, ARQ, packing, fragmentation, and enciyptare
wherep (S7' = Lin|S7"y = ') is still given by (3) andP(x;,) = ¢ 1cad for the MAC frames inside the burst. Some fields aeady
, since all beginning of headers are assumed equally likefjxed in a MAC header, and with the considered situation, $ield
For m = M, the evaluation of2! is as in SectionlII-A. such as Header Type (HT), Encryption Control (EC), sub-bBead

When the size of the truncated frame is strictly less thanfor the
sake of simplicity, we assume that all bits of the truncatedder are
equally likely. In such cases (¢, Lm) =75 (¢, Lm) , with

L
27l(xl7/$1)



‘ Tard BPSK FS computational complexity are significantly reduced. Thiegto be
oMU paid is a slight performance degradation.
o haed 1S This technique has been applied to the FS of WiMAX MAC bursts.

A significant gain in performance is obtained for Rayleighlifig
channels compared to classical FS. Extensions to perforitihen
fly FS, by utilizing the features ofleda’s method anat the same
time exploiting the structural properties of the headergahes, are
currently under investigation.
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