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Generalized Bose-Lin Codes, a Class of Codes

Detecting Asymmetric Errors of Limited

Magnitude
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Abstract. Bose and Lin introduced a class of systematic codes for de-
tection of binary asymmetric errors. Later, in [4] this class was general-
ized and the Generalized Bose-Lin (GBL) codes were introduced. In this
note, we describe a Generalized Bose-Lin codes of limited magnitude l.
For these codes, the possible undetectable errors are characterized, the
undetectable errors of minimum weight are determined and the number
of undetectable errors of minimal weight is found.
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1 Introduction

Bose and Lin introduced a class of binary systematic codes for detection of
asymmetric errors. This class was generalized for any q and in [4] the General-
ized Bose-Lin codes were presented. Using this generalization we consider Gen-
eralized Bose-Lin codes of limited magnitude. For these codes the transmission
channel is asymmetric. The received word cannot contain a component larger
than the transmitted one. Moreover, when the asymmetric error is of limited
magnitude, say l, the value of the difference between a transmitted component
and its received version is at most l. In this note we characterize the undetectable
errors, find the minimum weight of undetectable errors and the number of un-
detectable errors of minimal weight. The considered codes are systematic, i.e.,
the information bits are separately identified from the check bits. It is shown
how long should be the check sequence such that to have a maximum number
of detected errors.

2 Notations and definitions

Let F = {0, 1, . . . , q − 1}. In a q-ary asymmetric channel (which we denote by
q-ASC), the symbols transmitted over the channel are symbols from F , and if a
is transmitted only b ∈ {0, 1, . . . , a} can be received. In this note, we consider a
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special type of asymmetric errors in a q-ary channel, where the error magnitude
(a − b) do not exceed a certain threshold l. So, if a is transmitted only b ∈
{a − l, . . . , a} can be received.

The following notations were introduced in [4], we repeat them for complete-
ness. Let F k be the set of all sequences of length k with symbols from F . For
x = (x0, x1, . . . , xk−1) ∈ F k, let

w(x) =

k−1
∑

i=0

xi, the weight of x,

u(x) =
k−1
∑

i=0

(q − 1 − xi), the coweight of x.

Clearly, w(x) + u(x) = k(q − 1).
For non-negative integers a and s, where a < qs, let

〈a〉s = (as−1, as−2, . . . , a0) ∈ F s

where

a =

s−1
∑

i=0

aiq
i, ai ∈ F,

that is, 〈a〉s is essentially the q-ary expansion of a. Define

w(a) = w(〈a〉s) =

s−1
∑

i=0

ai.

For two sequences x and y, y ⊆ x denotes that x covers y, that is, yi ≤ xi

for all i.
For integers a and n, let [a]n denote the (least non-negative) residue of a

modulo n.
For integers m ≥ 0 and n ≥ 0, let S(m, n) denote the number of sequences

in Fm of weight n. A discussion of expressions for and computation of S(m, n)
is given in [4]. Here we will give the lemmas, which are used later in this note.

3 Generalized Bose-Lin codes

The Generalized Bose-Lin codes are systematic codes determined by four (in-
tegral) parameters, q ≥ 2 (symbol alphabet size), k (number of information
symbols), r (number of check symbols), and ω where 0 ≤ ω ≤ r.

A codeword is a sequence in F k+r. It consists of an information sequence x

with k information symbols concatenated by a check sequence c(x) with r check
symbols. We use the notations ρ = r−ω, σ = S(ω, ⌊(q− 1)ω/2⌋), where σ is the
number of all sequences in Fω of weight ⌊(q − 1)ω/2⌋ and let

{bω,0,bω,1, . . . ,bω,σ−1},
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be the listing of all these sequences. We denote by θ = qρ, the number of se-
quences in F ρ. Finally, µ = σθ will be the number of all possible check sequences.

Let u = u(x), the coweight of x. The check sequence, which depends only on
u modulo µ, that is, the integer [u]µ, is determined as

[u]µ = αθ + [u]θ

where 0 ≤ [u]θ < θ and 0 ≤ α < σ. The check sequence is defined by c(x) =
c1(x)|c2(x) where | denotes concatenation,

c1(x) = bω,α

(a sequence of length ω and weight ⌊(q − 1)ω/2⌋), and

c2(x) = 〈[u]θ〉ρ

(the q-ary expansion of the residue of u modulo θ).
In [4], the following results are proven.

Theorem 1. Let C be the GBL-code with parameters q, k, r, ω. A codeword

x|c(x) ∈ C can be transformed to the codeword y|c(y) 6= x|c(x) by transmission

over a complete q-ASC if and only if

y ⊂ x and 〈λ〉ρ ⊆ 〈[u(x)]θ〉ρ,

where λ = [u(x) − u(y)]µ.

Theorem 2. Let C be the GBL-code with parameters q, k, r, ω, and assume

that the transmission is over a complete q-ASC. The code C detects all errors of

weight up to

(σ − 1)θ + (q − 1)ρ,

but there are undetectable errors of weight

(σ − 1)θ + (q − 1)ρ + 1.

4 Generalized Bose-Lin Codes of Limited Magnitude

Generalized Bose-Lin codes of limited magnitude l are systematic. First we will
characterize the possible undetectable errors and then we will determine the
minimum weight of the undetectable errors for these codes. The number of the
undetectable errors of the minimal weight is found too. We will consider the
check sequence such that to have maximum number of detected errors.

The first result is.

Theorem 3. Let C be the GBL-code of limited magnitude l with parameters

q, k, r and ω. A codeword x|c(x) ∈ C can be transformed to the codeword

y|c(y) 6= x|c(x) by transmission over a q-ASC if and only if

x − l ⊆ y ⊂ x and 〈λ〉ρ ⊆ 〈L〉ρ,

where l = (l, l, ..., l) of length k, λ = [u(x) − u(y)]µ and L = l(θ − 1)/(q − 1).
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Proof: The sent codeword is x|c1(x)|c2(x) and the received codeword is
y|c1(y)|c2(y), where x 6= y. According to the construction of GBL codes, we
see that this is possible if and only if

x − l ⊆ y ⊂ x, where l = (l, l, ..., l) of length k, (1)

c1(y) = c1(x), since w(c1(y)) = w(c1(x)) = ⌊(q − 1)ω/2⌋ (2)

and

c2(x) − 〈L〉ρ ⊆ c2(y) ⊆ c2(x). (3)

Further, by definition, c2(x) is the q-ary expansion of u(x) modulo θ and
c2(y) is the q-ary expansion of u(y) modulo θ. Also, we note that if y ⊂ x, then
u(y) > u(x). Hence, suppose that (1), (2), and (3) are satisfied, and let

u = u(x)

and

jµ − λ = u(y) − u(x),

where 0 ≤ λ < µ and 1 ≤ j ≤ ⌊kl
µ
⌋, since 0 ≤ u(y) − u(x) ≤ kl. Note that

λ = [u(x) − u(y)]µ. Let

[u]µ = αθ + [u]θ and [u + jµ − λ]µ = βθ + [u + jµ − λ]θ.

Since [u + (jµ − λ)]µ = [u − λ]µ and [u + (jµ − λ)]θ = [u − λ]θ, we get from the
definition of the code that

c1(x) = bω,α c2(x) = 〈[u]θ〉ρ,
c1(y) = bω,β c2(y) = 〈[u − λ]θ〉ρ.

Hence, (2) is satisfied if and only if bω,α = bω,β , that is, if and only if

β = α,

and (3) is satisfied if and only if

〈[u]θ − L〉ρ ⊆ 〈[u − λ]θ〉ρ ⊆ 〈[u]θ〉ρ.

〈[u − λ]θ〉ρ ⊆ 〈[u]θ〉ρ was considered in more details in [4] and it was shown
that we must have λ < θ and in particular, we must have λ ≤ [u]θ.

Now we consider 〈[u]θ − L〉ρ ⊆ 〈[u − λ]θ〉ρ. Using the conclusions above we
have 〈[u]θ − L〉ρ ⊆ 〈[u − λ]θ〉ρ is equivalent to 〈[u]θ〉ρ − 〈L〉ρ ⊆ 〈[u]θ〉ρ − 〈λ〉ρ,
which is 〈λ〉ρ ⊆ 〈L〉ρ. Since 〈L〉ρ ⊆ 〈[u]θ〉ρ, 〈λ〉ρ ⊆ 〈L〉ρ is stronger condition and
this completes the proof of the theorem.

Our next result is.
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Theorem 4. Let C be the GBL-code of limited magnitude l with parameters

q, k, r and ω and assume that the transmission is over a q-ASC. The code C
detects all errors of weight up to

µ − l
θ − 1

q − 1
+ lρ − 1

but there are undetectable errors of weight

µ − l
θ − 1

q − 1
+ lρ.

Proof: The weight of the undetectable error is

w(x|c(x)) − w(y|c(y))

= w(x) − w(y) + w(c2(x)) − w(c2(y))

= w(x) − w(y) + w(〈[u]θ〉ρ) − w(〈[u − λ)]θ〉ρ)

= u(y) − u(x) + w(〈[u]θ〉ρ) − w(〈[u − λ)]θ〉ρ)

= jµ − λ + w(〈λ〉ρ)

= jµ − λ + w(λ).

Suppose that

λ =

ρ−1
∑

i=0

aiq
i, and λ′ =

ρ−1
∑

i=0

a′
iq

i,

where ai, a
′
i ∈ F and 〈λ〉ρ ⊆ 〈λ′〉ρ, that is, ai ≤ a′

i for all i. Then

(λ′ − w(λ′)) − (λ − w(λ)) =

ρ−1
∑

i=0

(a′
i − ai)(q

i − 1) ≥ 0. (4)

We note that 〈L〉ρ = (l, l, . . . , l). Hence w(〈L〉ρ) = lρ. By (4), if also 〈λ〉ρ ⊆ 〈L〉ρ,
then

λ − w(λ) ≤ L − lρ = l
(θ − 1)

q − 1
− lρ.

Therefore, the weight of an undetectable error is lower bounded as follows:

jµ − (λ − w(λ)) ≥ µ − l
θ − 1

q − 1
+ lρ,

which proves the theorem.
Next, we will determine the exact number of undetectable errors of minimal

weight.

Theorem 5. For a GBL-code of limited magnitude l with parameters q, k, r

and ω the number of all undetectable errors of minimal weight µ− l
θ − 1

q − 1
+ lρ is

∑

t≥0

q−1−l
∑

δ=0

{

S(k, k(q − 1) − tθ − L − δ)

l
∑

ǫ=0

S(k, µ − L + ǫ)S(ρ, lρ − ǫ)

}

.
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Proof: The weight of the undetectable error is

w(x|c(x)) − w(y|c(y)) = jµ − λ + w(λ),

where

0 ≤ j ≤

⌊

kl

µ

⌋

,

λ = [u(x) − u(y)]µ, 0 ≤ λ ≤ [u(x)]θ ≤ θ − 1, 〈λ〉ρ ⊆ 〈L〉ρ ⊆ 〈[u(x)]θ〉ρ.

We have that

λ − w(λ) ≤ L − lρ ≤ [u]θ − w([u]θ), since 〈λ〉ρ ⊆ 〈L〉ρ ⊆ 〈[u]θ〉ρ.

Consider the undetectable error of minimal weight we should have equality
in both places. So, we have undetectable error of minimal weight in the cases
when

j = 1, λ = L − ǫ, 0 ≤ ǫ ≤ l and [u]θ = L + δ, 0 ≤ δ ≤ q − 1 − l.

We note that [u]θ = L + δ if and only if u = tθ + L + δ for some t ≥ 0, since
L + δ < θ.

We have to find the number of sequences which have co-weight exactly u =
tθ + L + δ, which is equivalent to have weight exactly k(q − 1) − u = k(q −
1) − tθ − L − δ. All these sequences have the same length k. So, the number is
S(k, k(q − 1) − tθ − L − δ).

For every such sequence we have undetectable error of minimal weight µ −
L+ lρ. From the definition of λ and using that j = 1 we have that u(y)−u(x) =
µ−L+ǫ. So, the weight of the error sequence to the information part is µ−L+ǫ.
Then, the weight of the error sequence of the last ρ bits will be lρ − ǫ. Hence,
the number of all error sequences is S(k, µ − L + ǫ)S(ρ, lρ − ǫ), for 0 ≤ ǫ ≤ l.

The number of undetectable errors of minimal weight when u = tθ + L + δ
is therefore

q−1−l
∑

δ=0

{

S(k, k(q − 1) − tθ − L − δ)

l
∑

ǫ=0

S(k, µ − L + ǫ)S(ρ, lρ − ǫ)

}

.

Then summing over all t ≥ 0 we receive that the number of undetectable
errors of minimal weight for GBL codes of a limited magnitude l is

∑

t≥0

q−1−l
∑

δ=0

{

S(k, k(q − 1) − tθ − L − δ)

l
∑

ǫ=0

S(k, µ − L + ǫ)S(ρ, lρ − ǫ)

}

.

Undetectable errors of minimal weight occur exactly for codewords of co-
weight tθ+L+δ, 0 ≤ δ ≤ q−1− l. For these codewords, an error is undetectable
if the last ρ symbols of the check part, namely

(l, l, ..., l, l + δ)
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are changed to

(0, 0, ..., 0, δ + ǫ)

and the weight of the error sequence to the information part is µ−L+ǫ, 0 ≤ ǫ ≤ l.
A natural question is: given q, l and r, which value of ω maximizes

A(q, l, r, ω) = µ − l
θ − 1

q − 1
+ lρ − 1.

For q = 2 and l = q − 1 it was shown by a simple proof in [3] that the
maximum is obtained for ω = 4 when r ≥ 5.

For q ≥ 3 the maximum is obtained for ω = 2. The result it stated in the
following theorem.

Theorem 6. Let q ≥ 3. We have A(q, l, r, 2) > A(q, l, r, 1) for r ≥ 3. For ω ≥ 3
we have A(q, l, r, ω − 1) > A(q, l, r, ω) for r ≥ ω.

Proof: When ω = 1 we have

A(q, l, r, 1) = qr−1

(

1 −
l

q − 1

)

+ (r − 1)l +
l

q − 1
− 1

and when ω = 2, then

A(q, l, r, 2) = qr−2

(

q −
l

q − 1

)

+ (r − 2)l +
l

q − 1
− 1

Then

A(q, l, r, 2) − A(q, l, r, 1) = qr−2l − l ≥ 0, for r ≥ 2.

So, A(q, l, r, 2) > A(q, l, r, 1) for r ≥ 3.
Next, we want to prove that:

A(q, l, r, ω − 1) > A(q, l, r, ω), for ω ≥ 3 ⇔
{

S

(

ω − 1,

⌊

(q − 1)(ω − 1)

2

⌋)

−
l

q − 1

}

qr−(ω−1)

+ l(r − (ω − 1)) +
l

q − 1
− 1 >

{

S

(

ω,

⌊

(q − 1)ω

2

⌋)

−
l

q − 1

}

qr−ω + l(r − ω) +
l

q − 1
− 1 ⇔

⇔ q

{

S

(

ω − 1,

⌊

(q − 1)(ω − 1)

2

⌋)

−
l

q − 1

}

> S

(

ω,

⌊

(q − 1)ω

2

⌋)

−
l

q − 1
.

We will prove the last inequality.
In the Appendix in [4] the following Lemma is proven
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Lemma 1.

S(0, 0) = 1 and S(0, n) = 0 for n > 0.

Further, for m ≥ 1 we have

S(m, n) =

q−1
∑

j=0

S(m − 1, n − j).

Using it, it follows that:

S

(

ω,

⌊

(q − 1)ω

2

⌋)

=

q−1
∑

j=0

S

(

ω − 1,

⌊

(q − 1)ω

2

⌋

− j

)

= S

(

ω − 1,

⌊

(q − 1)ω

2

⌋)

+ ............................................

+ S

(

ω − 1,

⌊

(q − 1)ω

2

⌋

− (q − 1)

)

.

Another lemma from the Appendix in [4] says:

Lemma 2. If m ≥ 2 and 0 ≤ n1 < n2 ≤ (q−1)m/2, then S(m, n1) < S(m, n2).

Using it, for m = ω−1 ≥ 2 (which is ω ≥ 3), we have that for ⌊ q−1
2 ⌋ < j ≤ q−1,

S

(

ω − 1,

⌊

(q − 1)ω

2

⌋

− j

)

< S

(

ω − 1,

⌊

(q − 1)ω

2

⌋

−

⌊

q − 1

2

⌋)

= S

(

ω − 1,

⌊

(q − 1)(ω − 1)

2

⌋)

, since:

If (q − 1) is even we have

⌊

(q − 1)ω

2

⌋

−

⌊

q − 1

2

⌋

=
(q − 1)(ω − 1)

2
=

⌊

(q − 1)(ω − 1)

2

⌋

.

If (q − 1) is odd and ω is odd, then

⌊

(q − 1)(ω − 1)

2

⌋

=
(q − 1)ω − 1

2
−

q − 2

2
=

⌊

(q − 1)ω

2

⌋

−

⌊

q − 1

2

⌋

.

If (q − 1) is odd and ω is even, then

⌊

(q − 1)(ω − 1)

2

⌋

=
(q − 1)(ω − 1) − 1

2
=

(q − 1)ω

2
−

q − 2

2

=

⌊

(q − 1)ω

2

⌋

−

⌊

q − 1

2

⌋

.

The function S(m, n) has symmetry, stated in [4], which is.
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Lemma 3. If m ≥ 0 and 0 ≤ n ≤ (q − 1)m, then

S(m, n) = S(m, (q − 1)m − n).

For 0 ≤ j < ⌊ q−1
2 ⌋ we have:

S

(

ω − 1,

⌊

(q − 1)ω

2

⌋

− j

)

= S

(

ω − 1, (q − 1)(ω − 1) −

⌊

(q − 1)ω

2

⌋

+ j

)

= S

(

ω − 1,

⌈

(q − 1)(ω − 2)

2

⌉

+ j

)

.

From Lemma 2 and for 0 ≤ j < ⌊ q−1
2 ⌋ it follows that

S

(

ω − 1,

⌈

(q − 1)(ω − 2)

2

⌉

+ j

)

< S

(

ω − 1,

⌈

(q − 1)(ω − 2)

2

⌉

+

⌊

q − 1

2

⌋)

= S

(

ω − 1,

⌊

(q − 1)(ω − 1)

2

⌋)

, since:

If (q − 1) is even, then

⌈

(q − 1)(ω − 2)

2

⌉

+

⌊

q − 1

2

⌋

=
(q − 1)(ω − 2)

2
+

q − 1

2
=

(q − 1)(ω − 1)

2

=

⌊

(q − 1)(ω − 1)

2

⌋

.

If (q − 1) is odd and ω is even, then

⌈

(q − 1)(ω − 2)

2

⌉

+

⌊

q − 1

2

⌋

=
(q − 1)(ω − 2)

2
+

q − 2

2
=

(q − 1)(ω − 1) − 1

2

=

⌊

(q − 1)(ω − 1)

2

⌋

.

If (q − 1) is odd and ω is odd, then

⌈

(q − 1)(ω − 2)

2

⌉

+

⌊

q − 1

2

⌋

=
(q − 1)(ω − 2) + 1

2
+

q − 2

2
=

(q − 1)(ω − 1)

2

=

⌊

(q − 1)(ω − 1)

2

⌋

.

So, we have

S

(

ω,

⌊

(q − 1)ω

2

⌋)

=

q−1
∑

j=0

S

(

ω − 1,

⌊

(q − 1)ω

2

⌋

− j

)

< qS

(

ω − 1,

⌊

(q − 1)(ω − 1)

2

⌋)

− (q − 1).
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We use the fact that l < q − 1, so

qS

(

ω − 1,

⌊

(q − 1)(ω − 1)

2

⌋)

− (q − 1) < qS

(

ω − 1,

⌊

(q − 1)(ω − 1)

2

⌋)

− l

⇒ q

{

S

(

ω − 1,

⌊

(q − 1)(ω − 1)

2

⌋)

−
l

q − 1

}

> S

(

ω,

⌊

(q − 1)ω

2

⌋)

−
l

q − 1
.

Therefore, A(q, l, r, ω), which is the number of detected errors, receives its max-
imum when ω = 2, for q ≥ 3.

This result is valid also when l = q − 1.
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