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Controle stochastique singulier de processus d’Ito—Lévy et
probléme d’arrét optimal en observation partielle

Résumé : On démontre des principes du maximum stochastiques pour des problémes de con-
trole stochastique singulier de processus d’[t6-Lévy dans le cas non Markovien et en observation
partielle. Ces résultats sont utilisés pour établir des relations avec des équations différentielles
stochastiques rétrogrades réfléchies et des problémes d’arrét optimal. Des résultats explicites
sont obtenus sur des exemples.

Mots-clés : Controle stochastique singulier, principes du maximum, équations différentielles
stochastiques rétrogrades réfléchies, arrét optimal, information partielle, processus d’It6—-Lévy,
diffusion avec saut.
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1 Introduction

The aim of this paper is to establish stochastic maximum principles for partial information sin-
gular control problems of jump diffusions and to study relations with some associated reflected
backward stochastic differential equations and optimal stopping problems.

To the best of our knowledge, the first paper which proves a maximum principle for singular
control is Cadenillas and Haussmann [§], which deals with the case with no jumps and with
full information. A connection between singular control and optimal stopping for Brownian
motion was first established by Karatzas and Shreve [14] and generalized to geometric Brownian
motion by Baldursson and Karatzas [B]. This was extended by Boetius and Kohlmann [7], and
subsequently extended further by Benth and Reikvam [6], to more general continuous diffusions.
More recently, maximum principles for singular stochastic control problems have been studied
in [T, 2L B3, 4]. None of these papers deal with jumps in the state dynamics and none of them deal
with partial information control. Here we study general singular control problems of Ito-Lévy
processes, in which the controller has only partial information and the system is not necessarily
Markovian. This allows for modeling of more general cases than before.

We point out the difference between partial information and partial observation models.
Concerning the latter, the information & available to the controller at time t is a noisy obser-
vation of the state (see e.g. |24} 25, 27]). In such cases one can sometimes use filtering theory to
transform the partial observation problem to a related problem with full information. The par-
tial information problems considered in this paper, however, deal with the more general cases
where we simply assume that the information flow & is a sub-filtration of the full information
Fi.

Some partial information control problems can be reduced to partial observation problems
and then solved by using filtering theory, but not all. For example, it seems to be difficult to
handle the the situation with delayed information flow, i.e. & = F;_s5, with 6 > 0, by using
partial observation techniques.

The first part of the paper (Section B) is dedicated to the statement of stochastic max-
imum principles. Two different approaches are considered: (i) by using Malliavin calculus,
leading to generalized variational inequalities for partial information singular control of possi-
bly non-Markovian systems (subsection 222), (ii) by introducing a singular control version of
the Hamiltonian and using backward stochastic differential equations (BSDEs) for the adjoint
processes to obtain partial information maximum principles for such problems (subsections 2.3
and 24). We show that the two methods are related, and we find a connection between them.
In the second part of the paper (Section B), we study the relations between optimal singular
control for jumps diffusions with partial information with general reflected backward stochastic
differential equations (RBSDEs) and optimal stopping. We first give a connection between the
generalized variational inequalities found in Section ] and RBSDEs (subsection (BI)). These
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are shown to be equivalent to general optimal stopping problems for such processes (subsec-
tion (B2)). Combining this, a connection between singular control and optimal stopping is
obtained in subsection B3 An illustrating example is provided in Section Bl There we study
a monotone-follower problem and arrive at an explicit solution of a class of optimal stopping
problems with finite horizon and partial information. Indeed, it was one of the motivations of
this paper to be able to handle partial information optimal stopping problems. This is a type
of a problem which, it seems, has not been studied before.

2 Maximum principles for optimal singular control

2.1 Formulation of the singular control problem
Consider a controlled singular It6-Lévy process X (t) = X¢(¢) of the form X (07) = 2 € R and
dX (1) =b(t, X (1), w)dt + o(t, X (t),w)dB(t)
+ /R B(t, X (1), 2, )N (dt, dz) + A(t, X (), w)dE(t) : ¢ € [0,T), (2.1)

defined on a probability space (2, F, (Fi)i>0, P), where t — b(t, z),t — o(t,z) and t — 0(t, x, 2)
are given Fi-predictable processes for each x € R, z € Ry = R\{0}. We assume that b, 0,0 and
A are C'' with respect to x and that there exists € > 0 such that

00

8—(t,x,z,w) >—1+¢€ as. forall (t,z,2) € [0,T] x R x Ry. (2.2)

x

Here N(dt,dz) is a compensated jump measure defined as N(dt,dz) = N(dt,dz) — v(dz)dt
where v is the Lévy measure of a Lévy process ) with jump measure N, and B is a Brownian
motion (independent of N). We assume E[n*(t)] < oo Vt, (ie. [y 2’v(dz) < 00). Let

5t§.7:t,t€[0,T]

be a given subfiltration of F; satisfying the usual assumptions. We assume that the process
t — A(t,z,w) is &-adapted and continuous.

Lett — f(t,z) and t — h(t, x) be given Fi-predictable processes and g(z) an Fr-measurable
random variable for each x. We assume that f, g and h are C! with respect to x. The process
£(t) = &(t,w) is our control process, assumed to be &-adapted, cadlag and non-decreasing for
each w, with £(07) = 0. Moreover we require that £ is such that there exists a unique solution

of (1) and
E[ / 1F(6 X (8),w) [t + [[g(X(T), w)]| + / (e, X (¢), )1 d(t) | < +oo.

RR n° 7708
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The set of such controls is denoted by Ae.

Since the case with classical control is well-known, we choose in this paper to concentrate
on the case with singular control only. However, by the same methods all the results could
easily be extended to include a classical control in addition to the singular control.

Define the performance functional

T T
19 =e| [ rexewasgxme + [ xowen]. e
0 0
We want to find an optimal control £* € A¢ such that
¢ = sup J(&) = J(£). (2.4)
§eAs

For £ € Ae we let V() denote the set of &-adapted processes ( of finite variation such that
there exists § = 0(£) > 0 such that

§+yC e Ag for all y € [0, 6]. (2.5)
For £ € Ag and ¢ € V() we have

1 i,
i (71 +50) - 7€) =B | [ e xpvia+ s
y—0T Y 0o 0T
T oh T
| o (G X(ET)V(ET)dER) +/ h(t, X(t7))dC(1) (2.6)
o OT 0
where Y(t) is the derivative process defined by
Y(t) = lim i(x&%(t) _ X5(t)) it € [0, 7. (2.7)
y—0F
Note that . p
Y(0) = lim, g(X“yC(U) — X5(0)) = " == 0 (2.8)
We have
_, | 0b Jo 06 - [3))
V() = () | 520+ SLOdBE) + [ S N )+ SO + Ak ()
(2.9)
where we here (and in the following) are using the abbreviated notation
ob ob do do
Dty = S0 X0), 9240) = 9 (1, X (1)) e

RR n° 7708
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Lemma 2.1 The solution of equation [Z3) is

/0 Z N sT)A(s)dC(s) + Z Z7HsT)N(s)a(s)Al(s) |, t€[0,T] (2.10)

0<s<t

with A((s) = ((s) — ((s7), where

~ Ji, (s IN({s}.d2) - ROAD)
1+IRO 2 > (OXSES0IN0R

and Z(t) is the solution of the “homogeneous” version of [Z9), i.e. Z(0) =1 and

a(s) = € [0,7], (2.11)

ob dt+a—a()dB(t)+ ae(t,z)N(dt dz)+@()dg(t) : (2.12)

dz(t) = Z(t") [8:6( ) Ox Ro Ox Oz

Proof.  We try a solution Y(t) of the form Y(t) = Z(t)A(t) where

Alt) = / 27 (s )A()dC(s) + Bs)

for some finite variation process (3(-). By the Ito6 formula for semimartingales, (see e.g. [21],

Theorem I1.7.32) we have

dY(t) = Z(t7)dA(t) + A(t™)dZ(t) + d[Z, Al,

= 3 26N s ANs)de) + i (ALIZ (5 NAL) + A5G
o )

5 & AN s} dz) + o (5)AL(s)][A(5) Ac(s) + Z(s7) AB(s))-

RR n° 7708
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Hence
dY(t) =Z(t7)[Z7H(t7)MH)dC(t) + dB(t)]

o / 27 (s )A(3)dC(s) + B Z()dT(8)

; %(t, 2)N({t},dz) + %(t)Af(t)][)\(t)Ag(t) + Z(t)AB®)]
= M)dC(t) + Y(t7)dD ()
230 + ([ FHEINUL,d:) + SIOALOIMDACD + Z() A5

+1

where
ob Oo 00

——(t)dt + ——(t)dB(t)

. )
dr(t) = 5 - t) + RO%(t,z)N(dt,dz)++%(t)d§(t)].

Thus (Z9) holds if we choose 3 to be the pure jump cadlag F;-adapted process given by

A Z7H (), 72 (1 )Nt} d2) AC(t) + G2 (H)AL(1)] y

AB(t) = L+ fp, 52t 2)N({t}, dz) + S (1) AL(t)

€ [0,7].

Remark 2.2 Note that for any F(s, z), we have

/ F(S’ Z)N({S}, dZ) B {F(S’ Z) ! ! has a Jump of size z at s
Ro

0 otherwise.

By the It6 formula we get that Z is given by

Z(t) = exp (/t {%( )— 5 (gg) (r)} dr+/0t %(T)dg(r) + /Otg_g(r)dg(r)
/ /Ro In( 1—|— (r, 2))N(dr,dz) + /0 Ro{ln(l + %(r, z)) — %(r, Z)}l/(dz)dr) . (213)

In teh following, we set

G(t,s) = % for t < s. (2.14)

RR n° 7708
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2.2 A Malliavin-calculus based maximum principle

In this section we use Malliavin calculus to get a stochastic maximum principle. This technique
has been used earlier, e.g. in [I7] and [I9]. The main new ingredient here is the introduction
of the singular control which requires special attention. In particular this control might be
discontinuous and it is necessary to distinguish between the jumps coming from the jump
measure in the dynamics of X and those from the controls and the perturbations.

Let D denote the space of random variables which are Malliavin-differentiable with respect
both to Brownian motion B and jump measure N. For f € D, let D,f denote the Malliavin
derivative of f at s with respect to Brownian motion and D; . denotes the Malliavin derivative
of f at (s, z) with respect to the jump measure.

To study problem (4]) we prove the following

Lemma 2.3 Suppose £ € Ag and ¢ € V(). Then

mﬂ—(@+y0 J(€))

y—)

=E A[Mﬂ()+h + > A SHa(t)) + O IACE) |, (2.15)

0<t<T

where (°(-) denotes the continuous part of ((-) and

/ G(t.5) [af% s + R(s) 5 (5)d€() 2.16)
/ Gt ) (5)ds + R(s) o ()dE(s)] = RO +5()  (27)

R = (XD + [ §f< pis + [ syt (2.18)
Hos,2) = R(5)(s,2) + DR(s)o(s, ) + | Dy R(0(s, 0, 2)u(d2). (2.19)

provided that R € D.

RR n° 7708
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Proof. For £ € Ag and ¢ € V(§), we compute the r.h.s. of (ZH). Since Y(0) = 0, we have by
the duality formulae for the Malliavin derivatives and integration by parts,

E{Ogim | - [ (/y )| Seras+ & (a5(s) + | T 2) ¥

+ 2 (s)ags >] A )
(s

= [ (e {gf 700 (50 )m
+ [ 0. (%) Ftsow } OV G + SN ) |
=2 ([ e {([] 7 ) (taf“)ﬂ
/D (/ 2 (9as) 22t wtae) L+ ([ 9 sy vy et
(o],
Similarly we get
/ oo {d @0 + Dy
/R D g (XN <d>}dt+y< X)L 0)de(t) + g (XT)NDCD)],
’ (2.21)
and
5[ growe o]
EU( {(/ gict)) g+ ([ ) g
; /D( P )) Sttt >}dt+< O g >”<>d5<t>
+( [ Staeis ) Aot . (222)

RR n° 7708
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Combining (Z6)-([Z22) and using the notation (ZI)-ETIJ), we obtain

Tl (€ +50) = I(€) = A1) + 44(0) (2.23)
where
—e[[ e (8% e+ R g 00|
— e[ [ trore + o] 221)

This gives, using (2I0) and the Fubini theorem,

/ ") < [z £ 2 (s )Ml AL >> d@(t)]

0<s<t

:EU(/ 2(s >d@<>)z DA

Al(C) =F

+ Z ( ) ¢(t) (2.25)
where SH an
dQ(s) = a—xo(s)ds + R(s) = (5)dE(s). (2.26)
We thus get, using (ZI4),
i, i(J(S +yQ)—JE) =E /0 A@B(E) + ()] dC() + Y AB)S(Balt)AL()
=E /0 INBB(E) + h(B)]dCEE) + > A B(E) + SE)a(t) + ()AL - (2.27)
This completes the proof of Lemma 3 _ U
We can now prove the main result of this section.
Theorem 2.4 [Maximum principle 1.] Set
U(t) = Ug(t) = A(t)p(t) + h(t), (2.28)
V(t) = Ve(t) = Mt)(p(t) + S(t)a(t)) + h(t); t € [0,T7. (2.29)

RR n° 7708
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(i) Suppose € € Ag is optimal for problem EZ). Then a.a. t € [0, T] we have
E[U®) | &) <0 and E[U(t) | E]dE(t) = 0 (2.30)
and for all t € [0,T) we have
EV()|£] <0 and E[V(t) | E]AE() =0 (2.31)

(ii) Conversely, suppose [Z30) and Z3T) hold for some & € Ag. Then & is a directional
sub-stationary point for J(£), in the sense that

lim S(J(€+y¢)— J(€)) <0 for all ¢ € V(E). (2.32)

y—0t Y

Proof. (i) Suppose ¢ is optimal for problem (Z4). Then

lim S(J(E +yC) — J(€)) <0 for all ¢ € V(E).

y—0t Y
Hence, by Lemma P3|
T
E / Undcem + S VIHACH| <0 forall ¢ € V(). (2.33)
0 0<t<T

In particular, this holds if we fix ¢ € [0, 7] and choose ¢ such that
4C(s) = a(w)di(s) 5 € (0,7,

where a(w) > 0 is &-measurable and bounded and d;(.) is the unit point mass at t. Then (233
gets the form:
EV(t)a] <0.

Since this holds for all bounded &;-measurable a > 0, we conclude that

EV(t)| & <. (2.34)
Next, choose ((t) = —£%(t), the purely discontinuous part of £&. Then clearly ¢ € V(€) (with
d =1), so by [Z33)) we get

E| Y VH(-AL®D)

o<t<T

<0. (2.35)

RR n° 7708
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On the other hand, choosing ¢ = &% in (2Z33)) gives

E| Y V)AL

0<t<T

Combining (Z38) and (Z36) we obtain

<0. (2.36)

E| Y EV@) &AL | =E| Y V(HALEL)| =0. (2.37)
o0<t<T 0<t<T
Since E[V (t) | &] < 0 and A&(t) > 0, this implies that
E[V() | £ A&(t) = 0
for all ¢ € [0, T], as claimed. This proves (Z31]).
To prove (Z30) we proceed similarly. First choosing
d((t) = a(t)dt; t€0,T]
where a(t) > 0 is continuous, &-adapted we get from (233) that
T
E[/ U(t)a(t)dt] < 0.
0
Since this holds for all such &;-adapted processes we deduce that
EUt) | & <0; aa. te[0,T]. (2.38)

Then, choosing ((t) = —£°(t) we get from (Z33)) that
T
B[ Ut-dge) <o.
0
Next, choosing ((t) = £°(t) we get

B[ v <o

Hence

E[/O U(t)dee (1) = E| / E[U() | £1de°(1)] = O,

RR n° 7708
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which combined with ([Z38) gives
E[U(t) | &]d&e(t) = 0.

(ii) Suppose (Z30) and E3T) hold for some £ € Ag. Choose ¢ € V(). Then £ + y(¢ € A¢
and hence d§ + yd¢ > 0 for all y € [0, §] for some 6 > 0. Therefore,

o8 | [ v+ > vioac)
= | [ B0 | &daco + PICUCILINE
= 5| [ B0 el + PICUCIEIE
vop| [ B |l + 3 A |8l
= 5| [ Ew | &l + o)+ DI y<><t>] <0,

by (230)-(23T). Hence the conclusion follows from Lemma 223
U

Remark 2.5 Note that if 2%(s,z) = 2(s,z) = 0 for all s,2,x, then a(s) = 0 and hence

U(s) = V(s). Therefore, in this case, conditions (Z30)- ([Z31) reduce to the condition
EUt) | & <0 and E[U(t) | &]dE(t) =0 (2.39)

Markovian case. Equation (Z30) is a pathwise version of the variational inequalities in the
(monotone) singular control problem in the classical Markovian and full information (& = F)
jump diffusion setting. Indeed we have in this case (in dimension 1)

dX(t) = b(t, X (£))dt + o (t, X (£))dB(t) + / O(t, X(t7), 2)N(dt, dz) + A(t)de(t)  (2.40)

Ro

and

JE(t,x) = B Ut f(s,X(s))derg(X(T))Jr/t h(s, X (s7))de(s)] (2.41)

RR n° 7708
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where b : R? = R, 0 :R? = R, 0 : R? xRy —, A :R? = R, f:R2 - R, ¢g:R — R and

h: R? — R are given deterministic functions. Define

Iy &p 1 0P

dp
+ /Ro {go(t, x4+ 0(t,x, z))—p(t,z)—0(tz, z)%(t, x)} v(dz). (2.42)

Ap(t,x) =

Then the variational inequalities for the value function ¢(t, ) = supec 4, J*(t, ) are (see e.g.
[18], Theorem 6.2):

Ap(t,z) + f(t,x) <0 for all t,x (2.43)
)x(t)g—go(t, x)+ h(t,x) <0 for all t,x (2.44)
T

with the boundary condition ¢(7T,x) = g(z).
Let D = {(t,2); A(t)22(t, ) + h(t,z) < 0} be the continuation region. Then

Ap(t,x) + f(t,z) =0in D (2.45)

(t,X(t)) € D for all t (2.46)

{A(t)g—i(t, X(t)) + h(t, f((t))} dée(t) = 0 for all ¢, a.s. (2.47)
{Agp(t, X (1) + h(t, X(£))}AL(t) = 0 for all ¢, as (2.48)

where X (t) = X¢(t) is the process corresponding to the optimal control £ and Agpl(t, X(t)) is

the jump of ¢(t, X (¢)) due to the jump in € at time ¢.
Hence, comparing with Theorem 4 we see that (¢ )a—w(t X(t)) + h(t, X(t)) corresponds

to A(t)E [p(t) | Fi] + h(t, X(t)) which means that a—(t X (t)) corresponds to E [p(t) | F] .

2.3 A Hamiltonian-based maximum principle

We now present an alternative way of computing the right-sided derivative of equation (6
for the computation of

lim L(J(E+y0)— J(E) for € € As, ¢ € V(E).

y—0t Y

The method is based on using a singular control version of the Hamiltonian as follows:
Define the stochastic differential Hamiltonian

H(t,x,p,q,r(.)(dt,d§) : [0, T] X RXxRXR X R +— M

RR n° 7708
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by

H(t,z,p,q,r(.))(dt,d&) = {f(t,z) + pb(t,z) + qo(t, x) + / r(t, 2)0(t, x, 2)v(dz) }dt

Ro

+ {pA(t,x) + h(t,z)}dE(t) + A(t, :17)/ r(t, z) N({t}, dz)A&(t). (2.49)
Ro
Here R is the set of functions r(.) : Ry — R such that (249) is well-defined and M is the set
of all sums of stochastic dt— and d¢(t)— differentials; € € Ag.
Let & € Ag¢ with associated process X (t) = X¢(¢). The triple of Fi-adapted adjoint processes
(p(t),q(t),r(t,2)) = (pe(t), ge(t), re(t, 2)) associated to & are given by the following backward
stochastic differential equation (BSDE):

dp(t) = —%—Z(t,X(t_),p(t_),q(t_),r(t_, N)(dt, dE(t)) + q(t)dB(t) +/R r(t,z)N(dt,dz); 0 <t <T
p(T) = g'(X(T)). (2.50)

Solving this equation provides a relation between the adjoint process p and p given by (ZI):

Proposition 2.6 Let p(t) be the process given by ZID) and let p(t) be the adjoint process
given by the BSDE (Zh0). Then
p(t) = Elp(t) | Fi. (2.51)

Proof. The BSDE (ZX10) for p(t) is linear and its solution is

oh, _

) = BY(XD)GT) + [ Gles ) (Ghis+ e | 7] o)

RR n° 7708
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where G(t, s) is defined in (2I4)). Hence, by (ZI2),

Z(0p(t) = Bl (X(T)Z(T) + / 2N (syas + L (s)ae() | 7
- ey (zo+ [ 2t e 2 an + [ 9 ) ¥an ) + i)

4 .\, 0b do 90 - oA
+ [ (Z<t> [ 2 G+ ax< W)+ [ Tl ¥duds) + T} )

+
(Gheonts + Gsrde(s) ) 1 7

x
0b 0o 00

= BLZOR() + 9/ (X(T) [ 267) (G 0ds+ GHEBO) + [ 52052 ds,d2) + 5 (6)ds)

Ro &E

# [ By Bopieen 2 G wan+ 2 as

o0 OA
+ 5 %(u, 2)N(du,dz) + 0_(u) {(u)} | Fi]
O\

9 vas 1 O 0 (5, 2) N ds, d2) + D ()de(s)) | 7

~ BIZOR®) + [ Z&RO{G(s)ds+ 5o ()dB() +

t Ro &E

By the duality formulae this is equal to

ELZORE) + [ (Z6)R)F(6)ds + Z(R(5)5 () + Dt (ZR(s) G ()ds

Do o(Z5)R(5)) (5, 2)(d=)ds) | 7

Ro

— ZWER) + [ Gl (R(:) 5 ()ds + Als) g (5 (o)

Jo 00
01'( s)ds + . Ds+7zR(s)%(s,

= Z(WE[p) | F], by ©ID).

+ Dy R(s) 2)v(dz)ds) | Fi

O
In the following as well as in Section 4l we assume
O\ Oh
o —(t,z) = e —(t,z) =0 for all ¢, z. (2.53)
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The following result is analogous to Lemma 223
Lemma 2.7 Assume (Z23) holds. Let £ € Ae and ¢ € V(). Put

n==&+yC  foryel0,6(6)]
Assume that

g / {1X7() — X)) + / P2(t, 2)u(dz)) + () (o (6, X(1) — olt, X))

10(£, X7(¢), 2) — O(t, XE(t), 2)[Pv(d2)}dt] < 0o for ally € [0,5(€)].  (2.54)

Ro
Then

lim L€ +y0)— J(©) = B / (ADp(t)

y—0t Y

30 A / N({t}, dz)AC(H).

0<t<T
(2.55)
Proof. We compute the r.h.s. of (ZH). By the definition of H, we have

E[ ] [/y ( (dh,dE) — (1) 92 (1)t — (1) 3 (1)

_ /R G z)gz( z)y(dz)dt)]. (2.56)

By the equations for p(t) and Y(¢),
Elg'(X(T)Y(T)] = E[p(T)Y(T)]

_ B / Y(t)dp(t) + / P )V (1)
—I—/ y(t)a—g(t)q(t)dt—l—/ s y(t)%(t, 2)r(t, z)v(dz)dt

£ 30 A / N({t}, d=)A¢(0)]
_E/y dtd§)}+/T - dt+/Tp
/ V(1) dt+/ [ ¥ )ax(t r(t, 2)w(dz)dt
+ Z At / N({t}, dz)AC(t)). (2.57)
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Summing up (Z58)-([ZR7), and using ([Z0) we get (ZhH), as claimed. O

Proceeding as in the proof of Theorem 24 we obtain:

Theorem 2.8 [Maximum principle 11]
(i) Suppose € € Ag is optimal for problem Z2A) and that [Z53)) and ZBHA) hold. Then

Elp(t)A@) +h(t) | & < 0; Ep(t)A(t) + h(t) | &]dE(t) =0 for all t (2.58)

and
E[A(t)(p(t) —i—/R r(t,2)N({t},dz)) + h(t) | &] < 0; (2.59)
BN+ [ r(t N ({).d2) + hie) | E1¢(0) =0 (2:60)

(ii) Conversely, suppose ([Z24), Z08)-EL0) hold. Then & is a directional sub-stationary point
for J(§), in the sense that lim, o+ %(J(f +yC)—J(&)) <0 forall¢ € V(E).

2.4 A Mangasarian (sufficient) maximum principle

The results of the previous sections have been of the type of “necessary” conditions for a
control to be optimal, in the sense that they state that if a given control is optimal, then a
certain “Hamiltonian” functional is maximized. In this section we give sufficient conditions for
optimality. We do this in terms of the stochastic differential Hamiltonian H and the adjoint
processes p(t), q(t), r(t, z) defined in (ZZ9) and (Z20), in the case when A and h do not depend

on xr.

Theorem 2.9 [Mangasarian maximum principle/
Assume that

e ([Z53) holds,

e © — g(x) is concave, )

e There exists a feedback control € = &(x, dt) € Ag with corresponding solution X (t) = X4(t)
of 1) and p(t), q(t),r(t, z) of @R) such that
g(l’) € argmaxgeAgE[H(t, ZL’,ﬁ(t_), Cj(t_)> TA_(L ))(dt> df(t)) | gt]
i.e.

E[p()A#) +h(t) | E]dE(t) + A(t)E[/ Pt 2)N({t}, dz) | EJAL(T)

Ro

< E[pONE) + h(t) | EJdEE) + ME)E] / Pt )Nt d2) | EJAER) for all € € Ag

= -
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* iL(SL’) = E[H(t7 I,ﬁ(t_), qA(t_)v f(t_v ))(dt, dé(t)) ‘ gt]
is a concave function of v (The Arrow condition).

g / (X (1) — X&) + / P(t, 2)0(dz)) + p(t)2 (o (. X (1)) — o(t, X ()2

10(£, X (1), 2) — 0(t, X (1), 2)2v(d2)}dt] < oo for all € € Ag. (2.61)

Ro
Then & is an optimal control for problem ).

Proof. Choose & € A¢ and consider, with X = X¢,

JE) = JE) =h+L+1s (2.62)
where
/ (F(EX () — F(t. X(1))}d] (2.63)
. T)) - g(X(T)) (2.64)
/ {h(0)de(t) — h(t)dED)] (2.65)

By our definition of H we have
-5l LX), 50 ), (6, ), de) — H (e, K(0), 567), dle), 7, ), )
- [ (6, X(0) — blt, X6 b0t — / ot X(0) - o(t, X (1) Yale)de
/ R{@tX 2) — 0(t, X (t), 2) Y (t, 2)v(dz)dt
/ PUTHADE (D) — AOAED)} - / [A()dE () — hAE (D)
- 3 A0 [ A AN AL - A (2.66)

0<t<T
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By concavity of g and (ZX10)
I, < Elg (X(T))(X(T) - X(T)] = E[B(T)(X(T) - X(T))] (2.67)

— B / (X(5) — X(t)}dp(t) + / P )X () — dX (1))

+ /0 {o(t, X (1)) — o(t, X (1)) }q(t)dt + /O R{Q(t,X(t),z)—Q(t,f((t),z)}f’(t,z)y(dz)dt
(2.68)

YA / R(t, 2)N({E), d2) (AE() — AE())]

= [/0 (X(t7) - X(t )){—a—H(t X(£7),B(¢7),4(t7), 7 (™, -))(dt, dE(1)) }

+/0 ﬁ(t‘){b(t,X(t))—b(t,X(t))}dH/o PIE{ABE(E) = A(E)dE (1)}
+/ {o—(t,X(t))—a(t,X(t))}(j(t)dt+/ {0(t, X (1), z) — O(t, X (1), 2) }i(t, 2)v(dz)dt

Ro

+ DA / N({t}, d=)(A&(t) — AE(D))- (2.69)

0<t<T

Combining (Z62)- (Z69) we get, using concavity of H,

J(€) = J(E) < E[/O {H(t, X(t7), p(t™), q(t7), 7(t7,-))(dt, dE(1))
— H(t, X (t7),p(t7), (), 7(t7,)(t, ) (dt, dé(1))

—(X(t7) = X(¢ ))%H(t X(7),p(t7),4(¢7), 7(t,))(dt. dE(1)}] (2.70)

Since h(z) is concave, it follows by a standard separating hyperplane argument (see e.g. [22,
Chap.5, Sect. 23) that there exists a supergradient a € R for h(z) at . = X (t7), i.e.

hz) —h(X(t7)) <alz—X(t)) for all z.

Define R o R
o(r) =h(x) —h(X (7)) —a(lz — X(t7)) z €R.

Then
p(x) <0 forall x
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and
Hence

which implies that

O 0 X)), ), #(0, ) , dE(e) = (X (1)) = a

Combining this with Z70) we get

e e, Oh
J(€) = J(€) < h(X(t7)) — h(X(t7)) — (X(t7) = X(t7)) 5 (X(¢7))
<0, since h(z) is concave .
This proves that é is optimal. U
2.5 A special case
From now on, we restrict ourselves to the case when
% _ 9o 00 _ O\ _ 0 and A(t,z) = A(t) <0 as. forall t € [0,7]. (2.71)

dr  Or Or Oz
We thus consider a controlled singular It6-Lévy process X¢(t) of the form X¢(0) = z and

dX4(t) = b(t)dt + o(t)dB(t) —l—/ 0(t, 2)N(dt,dz) + A(t)dE(t) 5 t € [0, T, (2.72)

Ro
where b(t), o(t), 0(t, z) are given F;-predictable processes, for all z € Ry. We denote by X°(¢)
the uncontrolled state process, that is
dX°(t) = b(t)dt + o(t)dB(t) +/ 0(t, 2)N(dt,dz) ; t € [0,T]. (2.73)
Ro

We consider the optimal singular control problem

sup J(§) (2.74)
geAs
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where J(§) is as in (Z3), that is

{/ f(t, X5(t),w)dt + g(X4(T), )+/0T h(t, XE(t7), w)dE(t) (2.75)
with the additional assumptions that f and g are C? with respect to x and
g"(z) <0, %(s,x) <0 and %(s,x) >0 forall s,z, (2.76)
and that at least one of these 3 inequalities is strict for all s, z. In the following, we set:
h(t,x) = h_(i(f;) (2.77)

We now prove a key-lemma which will allows us to provide connections between optimality
conditions for Problem (Z74]) and reflected BSDEs in the next section.

Lemma 2.10 Let X*(t) be the state process [ZZA) when a control & is applied and X°(t) the
uncontrolled state process [Z03)). We have the equality:
T T 0h
O (s, x<(s s + [ (s, x¥(5m))de(s) — Bt X¥(0)) | &
t

E {g/(Xf(T)) + o

= El¢'(X°(T)) + /tT g—i(s, X(s))ds+ K5 — KE—AS | &) (2.78)

where

ki = [ e (279
with
=8| (g0 + [Casen+ [ She 0+ [ Neas) aw

Oh
Foru X4(w) | &) (250

and

ﬁzEﬁmxw»—Akyu%m+IKM%@>
# [ Sh i xv+ [ Amaris) et &) 2.81)

t
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sses23
Proof. We have
( | o)
+/0Tg ( )+ [T s>) A()dé(u)
= ¢ (XYT +/0g ( +/0 A(s )) Mu)dé(u)
v [ (20 + [N e (252
and similarly
t gi( Xé(s)ds = | gf( X(s))ds (2:83)
+/ (/ gi]; (s,X0(5)+/0u)\(r)d§(r)) AMu)d€(u))ds
- | gf(  X(s))ds
w [ S (sx0+ [ A0e) ) dsiaastu)
w [ S (e [T ) asden. @s
Therefore

Blooxsmy+ [ S xsenas+ [ s XD dels) - hie X5 |6

/ T of

Bl () + [ 2 (s, XO(s))ds + K — K- A | €1
t

where A% is given by (X)) and

K — K = /E o () + [ aa)
n / ' % <3,X0(s) + /0 u)\(r)df(r)) ds) | Su} Au)dg (u)
+ /:E %(u,xﬁ(u)) | 54 de (). (2.85)
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Thus K¢ is given by (7).
U

Theorem 2.11 Suppose there exists an optimal control £ for Problem ([ZX(4). Then we have

E [g/(XO(T)) + /T g—i(s, X (s))ds + K5 — KF — AS | é}] >0 (2.86)
E [g’(XO(T)) + /T %(S, XO(s))ds + K5 — Kf — AS | 54 dKf = 0. (2.87)

Proof.  From Theorem Z4 and Remark 20 we get that the optimality conditions are given
by (Z39) which here get the form

E [g'(XE(T))—i—/t g—i(s,XE(s))dst . %(s,xﬁ(s—))dg(s)—E(t,Xﬁ(t)) | 5;} >0 (2.88)
Blooxs e+ [ xsends+ [ Fhs Xe(s) — e X0 | 6] deto) =0

(2.89)
a.s. forall t € [0,T]. Moreover, using (Z78), we see that K¢ defined by [Z79) is non-decreasing,
right-continuous, and

dKS(t) =0 dé(t) =0 for all € € Ag. (2.90)
Using now Lemma EZT0, we get that the optimality conditions (Z88)-(E8Y) are thus equivalent
to (EZ0)-(237). O

3 Connections between optimal singular control, reflected
BSDEs and optimal stopping in partial information
In this section, we provide connections between the singular control problem discussed in subsec-

tion 28, reflected backward stochastic differential equations (RBSDEs) and optimal stopping.
In the following, we will use the notation ™ = max(z,0) and 2~ = max(—z,0) ;z € R.

Definition 3.1 [Partial information RBSDEs| Let F': [0,T] x R x Q2 — R be a given function
such that F(t,y,w) is an E-adapted process for all y € R and F(-,0,-) € L*([0,T] x Q). Let
Ly be a given &-adapted cadlag process such that E[supte[QT](Lz’)ﬂ < 0o and all the jumping
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times of Ly are inaccessible. Let G € L*(P) be a given Ep-measurable random variable such that
G > Ly a.s. We say that a triple (Y, My, Ky) is a solution of a reflected backward stochastic
differential equation (RBSDE) with driver F', terminal value G, reflecting barrier L;, and partial
information filtration &E;t € [0,T)] if the following, [BJl)-BF), hold:

Y; is E-adapted and cadlag

M; 1s an &- martingale and cadlag (3.2
T
E[/ |F(s,Y5)|ds] < oo (3.3)
0
T
Yt:G—l-/ F(s,Ys)ds — (Mp — M) + K — Ky, t€[0,T] (3.4)
t
or equivalently
T
Y, = E|G +/ F(s,Ys)ds + Kr — K, | &] (3.5)
t
K is nondecreasing , & — adapted and cadlag, and Ko=0 (3.6)
Y, > L; a.s. forallt € [0,T] (3.7)
T
0

Remark 3.2 The conditions on L, are satisfied if, for example, L, is a Lévy process with finite
second moment. See [13]. For conditions which are sufficient to get existence and uniqueness
of a solution of the RBSDE, see [11], [14],[13], [20)].

3.1 Singular control and RBSDEs in partial information

We now relate the optimality conditions (E288])- (Z87) for the singular control problem discussed
in subsection (1) - that is in the special case when (Z71]) and (76]) hold - and RBSDEs.

Theorem 3.3 [From singular control to RBSDE in partial information.| Suppose we can find
a singular control £(t) such that (Z80)-87) hold. Define

Y, == Bl (X°(T)) + / O (s, XOs))ds + K — KF | £, (3.9)

where K& as in (Z79). Then there exists an &-martingale M, such that (Y, My, Kt) solves the

RBSDE @1)-B3) with

Fit)=F [%(t,xo(t)) | et] .G =E[¢(X°(T)) | &], and L, = A$ (3.10)
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where A is given by [ZXI).

Proof. We can write

Y,=FE [G+/OTF(s)ds+K§ | 54 —/OtF(s)ds—Kf. (3.11)
Define .
M,:=FE [G+/ F(s)ds + K} | 5,4 : (3.12)
We get 0
Y, = — /t F(s)ds + M, — Kf. (3.13)
In particular, choosing ¢t =T, :
G=Yr=— /OT F(s)ds + Mp — K5. (3.14)
Substracting (BI4) from BI3) we get
Yt—G:/TF(s)ds— (Mp — M) + K5 — K¢ (3.15)
¢

which shows that Y; satisfies (B]). Moreover the optimality conditions (Z88)-(Z87) can be
rewritten ¥; > AS and [V; — AS]dKF = 0. O

Next we discuss a converse of Theorem B3l

Theorem 3.4 [From RBSDE to singular control in partial information/. Set

Flt)= [g—i@, X0(1)) | et] .G = Blg(X°(T)) | & (3.16)

Suppose there ezists a solution (Yy, My, Ky) of the RBSDE corresponding to F,G and a given
barrier L; in the sense of Definition [T Suppose there exists f(t) such that K; = Kf =

f(f ~E(u)dé(u) with +¢ given by ERQ) with & = €, and Ly = A%, with A as in @XT). Then &
is a directional sub-stationary point for the performance J(§) given by (ZTH), in the sense of
Theorem [2.4}, with

Blhie X6 &) = Lo B | [ (400 + [ )
+ [ S X+ [ andnis) s &) 6

t
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Proof. By Definition Bl the process Y; defined as

T
Y, := E[¢(X°(T)) +/ g—x(s,XO(s))ds+ Kr — K | &] ;5 t €[0,T], (3.18)
satisfies
Y, > Ly (3.19)
and
(YV; — L;)dK; =0 as. t €[0,T]. (3.20)
Hence
1730 g of 0
E {g (X°(T)) +/ %(S,X (s)ds + Ky — Ky — Ly | St] >0 (3.21)
and
E ! 0 /T ﬁ 0 - . _ .

Suppose there exists a singular control &(¢) such that (Z79)-EXI) and (BI7) hold. Then,
BZ21)-B22) coincide with the variational inequalities (Z80)-(ZXM) for an optimal singular
control £. These are again equivalent to the variational inequalities (230) of Theorem 241
Therefore the result follows from Theorem 241

O

3.2 RBSDEs and optimal stopping in partial information

We first give a connection between reflected BSDEs and optimal stopping problems. The
following proposition is an extension to partial information and to the jump case of Section 2
in [T0].

Proposition 3.5 [Reflected partial information BSDEs with jumps and optimal stopping].
Suppose (Yy, My, Ky) is a solution of the RBSDE (B1))-(B.]).
a) Then Yy is the solution of the following optimal stopping problem

Y, = ess supTeTthE[/ F(s,Ys)ds + Lo Xrer + Gxrer | &); € 0,T] (3.23)
’ t
where 7;5T is the set of &- stopping times T with t < 7 < T, and the optimal stopping time is
Ti=T=1inf{s € [t,T]; Ys < LJ AT (3.24)
=inf{s € [t,T]; Ks > K;} N T. (3.25)
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b) Moreover, K, is given by

T
KT — KT—t = miltX(G + / F(’/’, Y;)d’/’ - (MT — MT—s) — LT—s)_ 3 te [O,T] (326)

T—s

Proof.  a) Choose 7 € 7,%.. Then by (B3)
T
Y, =G+ / F(s,Yy)ds — (Mp — M) + Kp — K, . (3.27)
If we subtract (B20) from (B4) and take the conditional expectation we get
Y, = E[/ F(s,Y,)ds + Y, + K, — I, | &]
¢
> E[/ F(s,Ys)ds + Lyxr<r + GXoer | & (3.28)
¢
Since T € 'ZZET is arbitrary, this proves that
Y, > ess SuPreTfTE[/ F(s,Ys)ds+ Ly Xrer + Gxoer | &]; t€]0,T] (3.29)
’ ¢

To get equality in (B29) we define

Fo=F =inf{s € [t,T);Y, < L} AT. (3.30)

Then 7; € 7,% and

E[/ F(S, Y;)dS + L%X%<T + GX%:T | gt] Z E[/ F(S, Y;)ds + Y{- + K.; — Kt | gt] (331)
t t

Here we have used that
K; - K, =0, (3.32)

which is a consequence of ([BF) and the fact that K; is continuous (see [12]). This completes
the proof of a).

b) We proceed as in 9], using the Skorohod lemma:
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Lemma 3.6 (Skorohod) Let x(t) be a real cadlag function on [0,00) such that x(0) > 0. Then
there exists a unique pair (y(t), k(t)) of cadlag functions on [0, 00) such that

o y(t)=uax(t)+k(t); tel0,00)
e y(t)>0; te0,00)
e k(t) is non-decreasing and k(0) =0

£)dk(t) = 0

<
)

The function k(t) is given by
k(t) = maxxz(s)”. (3.33)

s<t

We say that (y, k) is the solution of the Skorohod problem with respect to the given function x.

If we compare with Definition Bl we see that if we define

y(t) = YT—t — LT—t

T
=G+ / F(s,Y,)ds — (Mp — My_y) + Kr — Kr_y — Lp_y, (3.34)
T—
r
[L’(t) =G + / F(S, Y;)ds — (MT — MT—t) — LT—t> (335)
T—t
k‘(t) = KT - KT—ta (336)

then (y, k) solves the Skorohod problem with respect to x. Therefore k(t) is characterized by
B33), i.e. in terms of K; we have

T
Kr — Kpr_, :mggc(G + / F(r,Y,)dr — (Mp — Mp_s) — Ly—s)” 5 t € [0,T],
= T—s
which is (B28). This completes the proof of Proposition O

3.3 Optimal singular control and optimal stopping in partial infor-
mation

We now use the results of the previous sections to find a link between optimal singular control
and optimal stopping.
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Theorem 3.7 Suppose we can find an optimal control & € Ag for the singular control problem
of Subsection [ZA and let X°(t) be the uncontrolled state process. Define

T
0
Y, = E[¢'(X°(T)) +/ 8_£(8’ X (s))ds + K5 — Kf | &, (3.37)
t
where Kf is defined by ZX9). Then Y; solves the optimal stopping problem

Y;t = €SS Sup E |:/ g—i(S,Xo(S))dS + LTXT<T + g/(XO(T))XT:T | gt (338>
t

TE’Z;‘?T
where Ly = Af as in (ZZl). Moreover, the corresponding optimal stopping time T = T; is given
by
T=n=inf{s € [t,T]; Ys < LJ AT
—inf{s € [t,T]; K¢ > K} AT
=inf{s € [t,T];&(s) > &(t)} A T. (3.39)
Proof.
By Theorem B3, there exists a cadlag &-martingale M, such that (Y;, M, Kf ) solves the
RBSDE BI)-B3), with G, F' and L given by (BI0). Hence from Proposition B Y; solves the
optimal stopping problem (B3¥) and the corresponding optimal stopping time 7 = 7; is given

by (B39). O

In the following, we use the notation

o f ok
%(5714) = —(S,SL’) ‘90=A

Oxk
for any random variable A, k =1, 2.

Theorem 3.8 [From singular control to optimal stopping in partial information/. Suppose that
for all x € R there exists an optimal control £ = &,(-) € Ag for the singular control problem of
Subsection [Z, that is

V(z) = sup J(§, ) (3.40)
EEA:
where
J(z)=F [/0 f(taXﬁ(t),w)dtﬂLg(Xﬁ(T),w) —i—/o h(t,Xﬁ(t‘),w)d&(t) (3.41)
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and
t t
X&) = :c—l—/ b(s)ds+/ / / s,2)N(ds,dz) + / A(s)dE(s) ; t € [0,T7.
0 Ro 0
Then
V'(z) =U(x) (3.42)
where U 1s the solution of the partial information optimal stopping problem
9 .
0 = swp £| [ ZL 6 XUs 4 e+ CUDNr | G13
TE'ZE)““:T 0 €z

where

h(r,€) =h(r, X5(7))

-5+ [ 556 x+ [(andernisamacn ]

T

Moreover, an optimal stopping time for [BA3) is
# =inf{s € [0,T];£(s) > 0} A T. (3.44)
Proof.  Differentiating V' (z) = J(, x) with respect to x, we get

d

Vi) = en) = B lgexsrn+ [ L xsonas+ [ 5

[ xS e G

By Lemma EZT0, we have

Blooxsry+ [ e xsends+ [ s x5 et
= B¢ (X2(T)) + / ' g—i(s, X(s))ds + K5 — K§ — A§ + h(0,2)]. (3.46)

Hence, combining ([B20) and (BZ6),

%(0, x)AL(0).

V/(z) = Elg(X)(T)) + /0 ) ‘;—i(s, X;(s))ds + K3 — K§ — A§+ (0, 2) + =
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By (2209)- (X)), we have

K&+ AS — h(0,2) — %(0, 2)AE(0)
— FO)AL(0) + 7(0,2) ~ EFOA0)AL(0) ~ H(0.2) — 22(0,2)A¢(0)

oh

= E[RS(0)]M0)AE(0) + %(0, )AL(0) — B[RS (0)]A0)AL(0) — (0, 2)AL(0) =

where .
R*(0) = ¢"(X°(T) + M0)A(0)) + T é(s XO(s) + A(0)A&(0))ds
Consequently,
/ _ /(v 0 r af 0 §1
Vi(z) = Elg'(X;(T)) +/ 5 (5 Kz (8))ds + K7] = Yo, (3.47)
0 Ox
with Yy given by (B31) at ¢t = 0. Hence, by [B38),
V'(x) = sup E[/T %(s, X9(8))ds + Asxrer + ¢ (X2(T)) Xr=1] (3.48)
TE%‘%‘T

where A} is given by [EX1), i.e

Ag:E[ bir x5 - [ + [ aels)

+ [ Shxso+ [ Arnshwde €]
E [A(T, &) | 57] , (3.49)
by (EZ8). Therefore
Vi) 2 sy B G0 X006 B eer + g (KUTecrl: 350
On the other hand, we know by Theorem B.7 that
7=1inf{s € [0,T];&(s) >0} AT (3.51)

is an optimal stopping time for the optimal stopping problem (BZ48). Noting that
A = B [R(7,6) | &]
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we therefore get, by (B43),

Viw) = Bl 5 X2 s + 7, Oxrer + o (XAD)oca]
< swp B[ I s XUsds + hirvar + (XDt (352)
TE%‘“":T 0

Combining ([B00) and (B52) we obtain (B42)-(B44). O

Remark 3.9 In the case of full information (€ = F) andb=60 =0, o(t) =1, \(t) = —1, and
f, g, h deterministic, this relation was studied in [I][, where a similar result as in Theorem [Z3
was obtained but with h replaced by h = h. The difference is due to the assumption in [T7)] that
& s left-continuous while we assume right-continuity for €.

Finally we proceed to study the converse of Theorem B, namely how to get from the
solution of a partial information optimal stopping problem to the solution of associated partial
information RBSDE and optimal singular control problems, respectively.

To this end, suppose we find the solution process Y; of the partial information optimal
stopping problem

Y, :=ess supTg;sTE[/ F(s,Y5)ds + L. Xr<r + Gxr=r | &]; t € [0,T]. (3.53)
’ t

where F'(s,y) is a given Fg-adapted cadlag process for all y , F'(s,y) is Lipschitz continuous
with respect to y, uniformly in s, E[fOT |F(s,0)|?ds] < oo, L, is a continuous &;-adapted process
and G € L*(P) is Fr-measurable. Define

o) = /0 tE[F(s,Y(s)) | E]ds + Ly; t € 0, 7] (3.54)

where

Ly == Lixi<r + E[G | Er]xi=r (3.55)
and consider the Snell envelope S; of ¢(-) defined as

S = ess sup,cre, Eo(7) | &]; t € [0, 7. (3.56)
Sy is the smallest &-supermartingale that dominates ¢(-). See e.g. [23]. Let

St - Mt - At (357)
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be the Doob-Meyer decomposition of S, i.e. M; is an £ —martingale and A; is a cadlag pre-
dictable nondecreasing &;-adapted process with Ag- = 0. See e.g. [21I]. Note that

S, =Y+ /OtE[F(s,Y(s)) |E]ds; e [0,T). (3.58)
Therefore we get
y, = — /OtE[F(s,Y(s)) | E]ds + My — Ay t € [0,T]. (3.59)
Hence by ([B53) and (G50)
FIG | & =Yr =~ [ EUFGY () | &Jds-+ Mp — Ar (3.60)

Subtracting (B29) from (B60) we get
T
Y, = E|G | &) +/ E[F(s,Y(s)) | &lds — (Mp — M) + Ap — Ay,
t
or equivalently,
T
Y; = E[G + / F(s,Y(s))ds + Ar — A; | & (3.61)
t

Moreover, since S; dominates ¢(t) we have

Y, =S, — /0 E[F(s,Y(s)) | &]ds > o(t) — /0 E[F(s,Y(s)) | £]ds,

that is R
Y, > L. (3.62)

An important property of the Snell envelope is that A; increases only when S;- = ¢(t7), i.e.
we have (see [13])

/ (S — bt ))dds = 0. (3.63)
Since L; is continuous, A is COIItiIlllOOllS also (see [12]) and we get
/OT(St — ¢(t))dA; = 0.
In terms of Y; this gives
/ T(Yt — Ly)dA; = 0. (3.64)
Comparing ([B6]), (B62) and B6) W(;th Definition Bl we get the following conclusion:
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Theorem 3.10 [From optimal stopping to RBSDE in partial information/. Suppose Y; solves
the optimal stopping problem BL3). Assume that L, is continuous. Let My, A; be as in (B57).
Then (Y, My, Ay) solves the RBSDE of Definition B, with driver E[F(t,Y (t)) | &], terminal
value E[G | E7|, and barrier L, defined in B3H). Moreover the optimal stopping time for (B.64)
is 7y = inf{s € [t,T]}; Y, < L AT = inf{s € [t,T]; A, > A} AT.

Combining this result with Theorem B4 we get

Theorem 3.11 [From optimal stopping to singular control in partial information]. Suppose
Y, solves the optimal stopping problem ([B53). Assume that Ly is continuous. Let A, be as in

BED) and suppose there exists £ € Ag such that A, = K& and L, = Af with Ky, AS defined
in Z79)-EZ81). Then £ is a directional sub-stationary point in the sense of Theorem [22]

for the performance functional J(§) given by Z3), where we assume that f, g and h can be
chosen such that E[F(t,Y (1)) | &] = E[%(t,XO(t)) | &]; E|G | &r] = E[g'(XY(T)) | Er] and

ht,w) = iL(t,Xé(t),w) is given by (BI).

4 Example of monotone follower with partial information

Consider a singularly controlled process X*(¢) of the form

dXE(t) = b(t)dt + o (t)dB(t) + / O(t, 2)N(dt, dz) + A()dE(t) ; XEQ0) =z €R;  (4.1)

Ro

where b(t), o(t) and (¢, z) are given Fi-predictable processes and A(t) < 0 is a given continuous
&-adapted process. The performance functional is assumed to be

J(E) = E [ / " fls, X¥(s))ds + / Th(t)df(t)] , (42)

where f(t,z) = a(t)z + %ﬂ(t)ﬁ and «, 3, h are given F;-predictable processes; 5 < 0,h < 0.
We want to find £&* € A¢ and ¢ € R such that

® = sup J(§) = J(£) (4.3)
EEAe

We may regard (3) as the problem to keep X¢(t) as close to 0 as possible by using the
control /energy £(t), where the cost rate of having the state at the position x is —f and —h(t)
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is the unit price of the energy ¢ at time t. The variational inequalities satisfied by an optimal

control £* for this problem are (see (2806)—EX17), Z29)-Z=T)):

E[[QMQ+M@M%»@+K§—KF—&W€Jzo (1.4)
B[ [ o)+ 56056+ 5 = KE a7 8] arcE =0 (45

where
A =BT 1€l - {//ﬁds i) & (46)

and

ﬁ¥J‘{/ﬁ s | €] e (o). (47)

We recognize this as a partial information RBSDE of the type discussed in Section B The
solution is to choose K% to be the downward reflection force (local time) at the barrier AS™ of
the process Y; defined by

= B[ {a(s) + X ()ds | &)t 0.T), (45)

Thus the solution is to add to Y, exactly the minimum amount Kf " needed to make the resulting
process Y, :=Y; + K¢ stay above A* at all times. Assume from now on that

—A§ >0, (4.9)

ie. . .
B[ o)+ 86X + 51+ B[ 50\ 0A¢ )20, (410

Using the Skorohod lemma (Lemma B) we therefore get
K& =max(Y, —AS)";0<t<T (4.11)

s<t

In particular, K5 = 0 and hence A&*(0) = 0. Hence, combining (I with (EZ7) we get

/ /ﬁ% |wm>mm—{~//ﬁdr )de*(u)

—/ {a(u) + B)XOW)}du | £]7): 0<t<T. (412)

RR n° 7708



Singular stochastic control and optimal stopping with partial information of Ité—Lévy processes37

Equivalently, in differential form, using that (—z)~ = 2™

/ B(s)ds)A \st]df<>—d<max<E[%+ / / B(r)dr) M) e ()

n / {a(u) + B()X°(u)}du | E]%)); 0<t<T.  (413)

This is a functional stochastic differential equation in the unknown optimal control £*. Since
the equation describes the increment d¢*(t) as a function of previous values of £*(s); s < t, one
can in principle use this to determine £*, at least numerically.

By Theorem B we conclude that Y; solves the optimal stopping problem

Y, :=ess SuPreTfTE[/ {a(s) + B(s) X (s)}ds + AS xrer | &) (4.14)
’ t
and the optimal stopping time is
fH=inf{s€[t,T]; Y, <ASIAT
—inf{se[t,T]; K& > K }AT
=inf{s € [t,T]; £(s) > ()} AT

=inf{s € [t,T]; max(E[% —i—/ / B(r)dr)A(y)dE (y) +/ {a(r) + B(r)X (r)}dr | £]7)

> max (2 —u+ / / B(r)dr)A()de*(y) + / {a(r) + B()X°(r)kdr | EJH)} AT
(4.15)

In particular, if we put ¢t = 0 we get by (EIH) an explicit formula for the optimal stopping time
as follows:

= inf{s € [0,T]; E[% —I—/ {a(r) 4+ B(r) X (r)Ydr | £]T)

E[@ + /0 {a(r)+ B(r) X (r)}dr]T} AT. (4.16)

A(0)
We have thus proved
Theorem 4.1 Suppose that an optimal singular control £* for the problem [E3) exists and that

@) holds. Then & satisfies the functional stochastic differential equation [EI3) with initial
value £5(07) = £*(0) = 0. Moreover, the optimal stopping time for the associated optimal

stopping problem (EI4) is given by ([EID).
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Two simple, but still non-trivial special cases are the following:

Corollary 4.2 Suppose (3(s) = \(s) = h(s) = —1 and a(s) =0;s € [0,T]. Suppose that
T
E[/ X%(s)ds) < 1. (4.17)
0

Then an optimal singular control £*(t) for the problem [E3) satisfies the functional stochastic
differential equation:

(T = 04" (1) = dlmax(1 + (T = 5)¢°(5) ~ B[ X°(s)ds [£])), (418)

with initial value £*(07) = £*(0) = 0. Moreover the optimal stopping expression ([EI6) reduces
to

7o = inf{s € [0, T}; E[/T XO(r)dr | &) < E[/T XO(r)dr]} AT. (4.19)

Proof.  Under the given assumptions on the coefficients; assumption (1) is easily seen to
be equivalent to (EEI0). O

Corollary 4.3 Suppose that & = Fy_s+; t € [0,T], for some constant 6 > 0, and that h(t)
and A(t) are &-adapted, a(t) and B(t) are deterministic and b(t) = 0; t € [0,T]. Then the
optimal stopping time for the associated optimal stopping time problem is given by

f = inf{s € 0,77, <%+ / {a<r>+ﬁ(r)X°((s—6>+>}dr)

> (% + /OT{a(r) + ﬁ(r)x}dr)+ AT. (4.20)

Proof.  This follows from (EETH) and the fact that when b = 0 then X°(¢) is a martingale with
respect to F;. O
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