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Une approche algébrique pour 'ordonnancement a priorités fixes des
systéemes temps réel durs avec prise en compte du colt exact de lagm@tion

Résumé : Dans ce papier nous étudions les systemes temps réel duppsésde taches préemptives indépendantes
dans le cas mono-processeur. Pour de tels systemes il ggtolse de respecter toutes les contraintes auxquellds so
soumises toutes les taches. Bien que des algorithmes disadoement préemptifs soient capables d’ordonnancer cer-
tains systemes qui ne peuvent étre ordonnancés avec ageuittethe d’ordonnancement non préemptif, la préemption
peut avoir un codt non négligeable. Nous proposons doncrigdirer explicitement le colt exact de la préemption dans
les analyses d’ordonnancabilité afin d'une part d’évitegdspillage de ressources et d’autre part de garantir un com-
portement correct lors de I'exécution en temps réel condoanx analyses d’ordonnancabilité. Nous présentons dans ce
papier cing contributions. Premierement nous introdissonnouveau model pour décrire et analyser les systémes temp
réel durs qui unifie plusieurs modéles comme celui de Liu gtdral ou celui de Mok. Deuxiémement nous montrons
l'impact de la prise en compte du co(t exact de la préemptium phaque tache lors de I'analyse d’ordonnancabilité.
Troisiemement en utilisant notre modeéle fondé sur une agralgébrique nous proposons de nouvelles conditions
d’ordonnancabilité qui prennent en compte le colt exact kticaurence de chaque préemption. Quatriemement, dans
le cas ou I'on considére ce colt exact de la préemption, nmmopons un algorithme d’ordonnancement optimal, au
sens de la faisabilité, pour choisir la priorité fixe de chatfiche. Finalement nous étudions le probléme consistant a
réduire le nombre de préemptions.

Mots-clés : théorie de 'ordonnancement, analyse d’ordonnancahdjt&téme temps réel dur, colt exact de la préemp-
tion, colt du systéme d’exploitation temps réel, modeléddbe, priorité fixe, assignation optimale de priorités, hmnm
de préemptions
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1 Introduction

This paper focuses on hard real-time monoprocessor systathaddresses the scheduling problem of independent
periodic preemptive tasks on specific hardware platforntisouit cache, pipeline, or complex internal architectutteem
tasks are scheduled according to a fixed-priority schedylicy. Up to now, many models and concepts necessary
to describe and analyse hard real-time systems have beposgdh Rich and extensive state of the art work has been
performed in order to justify the considered assumptiotts, @ver the years, preemptive periodic task models|[1], [2]
[3] have proven remarkably useful for the modelling of hagdlitime systems — systems where the failure to satisfy
any constraint may have disastrous consequences [4],9R][d]. Unfortunately, none of the previously proposed
models has been designed to take into account an issue stleh@sct cost of preemptian [7], [8]. This weakness in
current existing models may lead to erroneous conclusiotsrims of schedulability decisions [9], [10]. This in turn
can affect the correct behavior of the system at run-timé any case leads to resources being wasted [11], [12], [13].
In this paper, we introduce a new model which unifies in onmé&aork different models such as Liu & Layland’s and
Mok’s models to solve the general scheduling problem of laed-time systems while taking into account the exact
cost of the Real-Time Operating SysteRINOJ [14]. Indeed, the preemption cost represents only onedfitiiie RTOS
cost which consists of two parts. A constant part, easy terdehe, which corresponds to the cost of the scheduler, is
associated with the activation and termination of taske dttivation of a task includes the context switch necegsary
make possible the preemption of another task and the chéite dask with the highest priority. Thus, this cost only
depends on the number of tasks. A variable part, which is miffieult to determine, is associated with the occurrence
of every preemption of the current task in order for it to masulater on. Thus, this cost depends on the number of
preemptions for every task. In order to handle all the casesansidersimultaneousas well asnon-simultaneous
scenarios of first activation for all the tasks. There cuiyeexists a wide gap between the scheduling theory and its
implementation in operating systems running on specifidware platforms. This paper provides a first step toward
bridging the gap between real-time scheduling theory aqdeémentation realities. Surely, this gap must be bridged fo
any meaningful validation of timing correctness. Througihthe paper, we assume that all timing characteristics are
non negative integers, i.e. they are multiples of some atéane time interval (for example the “CPU tick”, the smatles
indivisible CPU time unit). The general scheduling problienthis case consists in filling the available time units left
after the schedule of some tasks with the execution times wifithe other tasks. Based on our new model, we are able
to propose a schedulability analysis which uses a binaryatipa © whose operands are callethsks

The remainder of the paper is structured as follows: se@igives definitions and properties used throughout this
paper. It also presents the négtask model”that will help us to perform the schedulability analysis dfaad real-time
system. Sectidn 3 provides the correspondence betwearatygriodic tasks and periodic otasks. Sectibn 4 addresses
the schedulability interval issue for a set of periodic ktasSection 5 defines the scheduling operationhen priorities
are assigned according to a fixed-priority scheduling pdiach afRate MonotonicDeadline MonotonicAudsley etc.
[1], [15]. Section 6 points out the impact of the preemptiostoon both the schedulability analysis and the schedule.
It shows that the priority assignement accordind\taisley’s algorithnj15], [16] is no longer applicable, and thus not
optimal in terms of feasibility. Section 7 defines the schieduoperationd with the exact preemption cost. Section
[8 presents an application of the proposed approach on adpetask set. Section 9 shows the impact of the choice of
priorities of the otasks on the schedulability analysiscti®al10 provides an algorithm for choosing priorities whic
is optimal. In the end, section 11 shows the consequencedatireg the number of preemptions for some otasks. We
conclude and propose future work in section 12.

2 Definitions and properties

In this section, inspired by the language theory [17]) [I89], we introduce some definitions and properties in order t
provide the reader with the framework of our new model fodhaal-time systems.

First of all, we must specify a generator containing all #gel symbols which can be used. We defigeneratory:
as a finite set of symbols. As such, everywhere in this papergenerator that will be consideredtis= {a, ¢}. In the

context of scheduling theory, we always associate the sifafido a time unit which isavailableand the symbolé” to

RR n° 7702



Hard Real-Time Systems with Exact Preemption Cost 4

a time unit which is eitheexecutedr executablelepending on the cases we will detail later. Now, given gieiserator
¥, we define amtaskas anordered multisetonsisting of a certain number of elements (possibly zdttedonging to
3. The fundamental difference we make here between the netiordered multiseand the common notion afiultiset
[20], [21], [22], [23] is that the order of elements in an d&tdsimportant in our case. In fact, this will allow us to make
the difference between any two otasks and in particular éetwotasks obtained from permutations of the elements of
another otask. We define atask systerhr as a set of otasks on the generaiont is worth noticing that the definition
of anotask systens quite general and allows us to consider highly structatadk systems such as periodic, aperiodic
or hybrid otask systems. The proximity of the terminologiesd here to those in the literature expresses the idea of a
relationship between them which we will detail later on. éad we will consider an otask with specific properties to
represent aeal-time taskand thus aystem of real-time tasks a particulaisystem of otask&Ve consider a unique set
of otasks where each real-time task corresponds to one dandma otask. This correspondence will allow us to derive
results on real-time task systems from those obtained @k @gstems. In order to illustrate the previous definitions
here are some examples of otasks¥anr; = {a}, 2 = {e,a,a}, 73 = {a,e,a} andry = {a,a,e,e,a}. The otask
with no symbols, is denoted by (A = {} = 0). A is always an otask oR.

The set of all possible otasks ahwill be denoted by>:*. Hence, any otask systehis necessarily a subset of
¥*. If 7 is an otask or¥, then thecardinal of 7 is the number of elements in and will be denoted byr|. Now,
let x andy be two otasks ort. The concatenatiorof x andy is the otaskry obtained by writing the symbols af
and the symbols of consecutively. As an example,if = {a,e,e} andy = {e,a} then the otasky is given by
xy = {a, e, e,e,a} and the otaskz is given byyx = {e, a, a, e, e}. We havery # yx because of the importance of the
order of the elements in an otask. Consequentlyctireatenatioroperation is noCommutativei.e. there are otasks
andy on X such thatcy is different fromyz. However, this operation iassociativei.e. for all otaskse, y andz on %,
(zy)z = x(yz). The advantage of thessociativityis that it allows us to concatenate several otasks withoutyivy
about the order in which the concatenation operations aredaut. Note that for any otask the concatenation af
andA equalsz, i.e. xtA = Az = z. If there exist two otasks andz such thaty = wzz, thenz is called asub-otask
of y. We call the operation leading to obtain a sub-otask fromtaskoanextraction In order to illustrate the latter
definition, the otasKa, e, e} is a sub-otask of each otagk, ¢, a, ¢, ¢, a,a} and{a, a, a, e, ¢} since we have for example
{e,e,a,e,e,a,a} = {e,e}{a, e, e}{a,a}, butis not a sub-otask ds, e, a, e}.

From now on, the superscripts will represent the numbemaési an element is concatenated. These elements can
either be simple otasks, or even otask systems. Thussi&*, andl’ C X*, then:

YE=3%... Y ={r € T/|z| =k}
'k =1T7...T

where in each case, there d@réactors that are concatenated.

Keeping in mind that we are interested in scheduling petitaik sets, we consider otasks with an infinite cardinal.
An otask where a sub-otask with a finite cardinal can be ebddaand the otask is an infinite concatenation of this sub-
otask from a certain element relatively to the first one, dltermedperiodic An otask with an infinite number of the
symbol ‘e”, and with a minimum number of symbols between two consgelwgequence of symbols™; will be termed
sporadic Finally, an otask that contains a finite number of symbelswill be termedaperiodic Hereafter, we will
only considemperiodicotasks. An otask systeimconsisting only of periodic otasks will be calledgstem of periodic
otasks

So far, the notion of “time”, which is central to schedulitgory, has not yet been considered in this paper. In order
to overcome this, we consider an index along an oriented dixieewhich is a temporal reference for all otasks. On this
axis, we identify un instant of referen¢g, for example we can choos$g = 0. Hence, in addition to the cardinal and
the order of elements that can help us to differentiate bertveany two otasks on the generakgrthestart dater € Z
andend datef € Z of each otask w.r.t. the reference tigeare important and may also help us to differentiate between
two otasks. We will denote by, ) the otask ort which starts at date and finishes at datg. This notation allows us
to describe both finite and infinite cardinal otasksf = r thent = A. If f = oo then|r| = oo and in this case we
denote by convention, .., = 7, as there is no ambiguity concerning the end date. of
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By definition, aperiodic otaskr,., on¥ is an infinite cardinal otask with a start datsuch that there exists a finite
cardinal sub-otask, and,, is an infinite concatenation af from a certain time instant > . We denote each
periodic otask by:

Tper = C(T,B) Tgo (1)
where the integef represents the smallest time instant such that relatiosdtisfied (.. 5, represents a finite cardinal
otask callednitial part of 7., and T5° represents an infinite cardinal otask, infinite concatenatf = from dates
calledperiodic partof 7., .

For the sake of clarity, the infinite cardinal otask

_ _ 00
1 = {aa a,e e e, a,e, a,ra e e, a,e, aTa o ,6,6,a, 6,@7_7 e }0 - {a7 ave}(O.B){e7 €, a,¢e, a/}3

is a periodic otask ol = {a, e} whose initial part is{a, a, e} 9.3y and the periodic partige, e, a, e, a}3°. A periodic
otask system oit is given for example by the set

r= {{av a, 6}(0.3){67 ¢, a,e, a}gov {av €, €, a}(12.16){67 a,a,ée,e,a,a, a}%}

Given a periodic otask, there are two different forms in Whicmay be written: thdactored formand thede-
veloped form For the case of otask, {a,a,e}.3){e, e, a,e,a}3° will be referred to as théactored formand
{a,a,e,e,e,a,e, a_,€,6,a,6a . ,€60a,ea - - }o will be referred to as theeveloped form Now, let7,., be
a perlodlc otask oE If the eX|stence of the mtegéirsuch thatrye, = () (T )"O is unique by definition, the existence
of the finite sub-otask is not unique. Indeed, the otaskcan also be written

1 = {a,a,e}.3{e ¢ a ¢, a_.eeae, aT}§°

and we havé = |{e, e,a,e,a}| # |{e,e,a,¢e,a,¢e,¢e,a,e,a}| = 10.

We define thepatternof a periodic otasky,., = ((, ) T8 to be theminimumfinite cardinal sub-otask,,;,, of the
otaskr such thatr,., = ¢, ﬁ)(Tmm)go Thepatternof any periodic otask always exists and is unique. Consedtyen
any two periodic otasks; = (i, g,)(7:)3 andry = Cj(r 5 )(T])OO on ¥ areequalif and only if on the one hand
Ci(ro,B) = gj(”ﬁj) and on the other hang andr, have the sampattern In the same veiny; and, are said to be
equivalentif and only if they have the same developed form. In the redif this paper, any periodic otask.,. on
¥ will be denoted byr,e, = (. 5)75° where(, g) is the initial part,r is the pattern and’ = |7| is theperiod of 7.

We assume that the patternof 7., contains at least one symbad™ Indeed, ifr = {a} then we consider that
Tper €QUAlS the finite cardinal otagk. s), i.€. Tper = ((r5){a}3” = ((»,5) Which is not interesting as it is not periodic.
Similarly, we assume that the patterrcontains at least one symbat™ Indeed, if it is not the case, by identifying
the symbol &” to a time unit which is eitheexecutedr executablethen the periodic otask,. 5){e} 3" corresponds to
one whose elements do not change from a certain date, theggddtas situation is not interesting since our goal is to
compose otasks by replacing the available time units of skpiae. the symbolsd”, by the executable time units of
another otask, the symbolg™

It is worth noticing that any periodic otask.. = ((, ) 75° of period7" onX is equivalent to an infinite number of
periodic otasks of periofl onX. Indeed, since we hawve# A and|r| finite by definition, then there exists a finite otask
X 7é A and a finite otaslk such thaﬂﬂ = ‘.E| + |y| andT([g7B+|TD = X(8,8+|z|)Y(B+]|z|,8+|7|) - Thus:

Tper = CrB)Th
= Crﬁ)('ry)
Cra)(xy)( zy)(z ) (zy)(x )
(o (y) (y) (y) - - (yz) (y)
= (rﬁ)xw,mwz\))(y%m\ The

The otaskr. . is periodic of periodl” and its initial part iS((r,3)%(3,5+|2) @nd its periodic part igyx)? As the

per

B+|z|"
otasksr andy are arbitrary, we can repeat this process as many times asante w
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In order to rewriter,,, in terms of a concatenation of its initial part ake N times its pattern and its periodic part,
it is sufficient to set: = 7 andy = A. Thus we have:

k
Tper = C(lﬁ) JT7 T ng—k\ﬂ = <(7'75)T(5J3+k|7‘\)7—gik‘7| (2)
k times
whereT(’“B Bk|r)) denotes the finite otask beginning at ddtand ending at datg + k|7, it corresponds to the otask

concatenated times.

We will say thatr,., is in thecanonical formif and only if the first element of the finite cardinal otasls the symbol
“e”. Thanks to everything we have presented up to now, the gieritaskry = {a,a,e} (o 3){a,a,e,¢,a,e,a}5° is
not in thecanonical form but it is equivalentto the otaskré = {a,a,e,a,a}o51e ¢ a,¢e,a,a,a}3° which is in the

L

canonical form This transformation is useful as the schedule will conisiseplacing symbols&” belonging to an

otask by symbolsé” belonging to another otask. From now on, for each periotéslor,.,. = ((, 5)75°, we consider
the equivalent periodic canonical otas)gr = C(T,ﬁ/)%’? whereg’ is the smallest integer greater thanWe define the

relative deadlineD of a periodic otask,., = (. 575" to be an integer value equal to— r for the initial part ofr,,.,
and equal to the cardinal of a single sub-otask, possiblyp#tiern itself, containing at least all the symbads 6f the
pattern for the periodic part of,.,.. D is at most equal t@".

Since the definition of the relative deadline does not priegiey ambiguity for the initial part, it is not necessary to
represent it graphically. However, for the periodic pdrg deadline will be represented by a checkmallAt this point
we have everything we need to introduce our model of periotdisks.

Figurel 1 illustrates a periodic otask with relative deagllin and periodl’. Each shaded box corresponds to the
symbol “e” and each non-shaded box to the symbdl ih the generato®. The initial part which is finite, is between
the dates andg. The pattern of the periodic part, which repeated infinjtslgomprised betweefi ands + T'. In this
figure, D can takes possible values relative to the position of the last symbbiri the periodic part of the otask. These
values arT, T — 1,7 — 2,T — 3,T — 4}. Note that in our model, the value of the relative deadlinetlie periodic
part of any periodic otask igss than or equatb its period.

Ofask 7.,

__1_ e

H BN BN

f 5 B+ T

Initial part Periodic part

—agn 7 —
D a 7 =e

Figure 1: Model of a periodic otask.

We calldate of sub-activation of rankfor the initial part of 7,,.,. denoted by, (resp.date of first sub-activation
of rank! for the periodic partof 7., denoted byri;l) the date of occurence of the first symberl ‘belonging to the
sequence of rankin the initial part ofr,.,. relatively tor (resp. the date of occurence of the first symudiifelonging
to the sequence of rarilof the pattern for the periodic part of., relative tog). Identically, we calsub-execution time
of rank! of the initial part(resp.sub-execution time of rarlkof the periodic pait denotedC!, (resp.qﬂ) the cardinal
of the sub-otask which consists only of symbats €orresponding to the sequence of rankFigure 2 below clarifies
these notions oflate of sub-activatioandsub-execution timor a periodic otask.

RR n° 7702
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T
; [B)
A H 1l 1 IlEEEEN
0 P B . ‘ t
r r2 ri=0 fp? I p+T
Initial part Periodic part

(= H -

Figure 2: dates of sub-activations and sub-execution tfiores periodic otask.

3 Model of periodic tasks

The study of a periodic real-time system by using a periothslosystem requires that each periodic task is describable
uniquely as a periodic otask, that is to say that two diststodic tasks must match two distinct periodic otasks. In
this section, we choose to build such a correlation by desyihow each otask can be generated from the temporal
characteristics of each real-time task and operationsropler otasks.

Letl',, = {71, 72, -, T, } be a system of periodic tasks where, = (r}, C;, D;, T;) andC; < D; < T;. Based on
the characteristics a periodic task,is the date of first activatiort; is the Worst Case Execution Time (WCET) without
any approximation of the preemption coBl; is the relative deadline arifi is the period ofr;. Relation 3 provides the
periodic otask; which corresponds to the periodic tagk

oT; =X €

,a ®)

1
Ti

wherer! means that the pattern of otask begins at the date}, corresponding to the date of first activation of task
It thus follows that the otaskr; is aparticular otasksince it iscanonical It consists of a periodic part but has not got a
non-trivial initial part, indeed its initial part equals Furthermore it isegular, that is to say that the pattern contains a
single sequence a@f; symbols ‘¢” followed by a single sequence @ — C; symbols ‘@”. The D; first symbols of the
pattern represent the relative deadline of the otask The value ofD; delimits the interval before whict’; symbols
“e” of or; must have been executed. In equality 3 each repetition opaiiern from the date! corresponds to an
instance of the task;. The pattern of rank starting at the date} = r} + (k — 1)T; corresponds to the*" instance.
Figure 3 illustrates a periodic task as a particular peciadiask given in figure 2.

Our main objective is the schedulability analysis of a systé periodic tasks by considering the corresponding otask
system. For this purpose, we will combine otasks by usingssociative non commutative binary scheduling operation
that we denote by in order to get an otask that will help us decide the schedlitiab

@ Yyt — X
(r,y) +— z=10y

When we writer ¢ y wherex andy are two periodic otasks, this means by convention that titdéend operand
(otaskzx) has a higher priority than the rignt-hand operand (otgskherefore the operation is not commutativei.e.

RR n° 7702
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Otask 0T, ‘ G;

= ﬁi =1 pi‘+T'

1
Periodic part

O

Figure 3: Correspondence between a periodic task and adpedtask.

x @y # y @ z. Now we have everything we need to explain the differenceréenexecutecaindexecutablesymbols
“e”. In the expression: @ y, the elementsé” of otaskz are calledexecutednd those of otask are calledexecutable
The intuitive idea that we propose to perform the operationill therefore consist in replacing some element%df a
copy z of otaskz by elements ¢” of otasky, leading to the result = = @ y. Although there are not enough™for all
theexecutablée”, + & y = A is defined. When performing operatianthe date of sub-activation of each sequence of
executable symbols" of otasky gives the earliest date of the symbois to replace in otask.

For any otask syste@I",, = {o71, 07, - - - , 07, } arranged according to decreasing priorities relative @lgorithm
such asRate Monotonior Deadline Monotonicsinced is a binary operation, it will be used as many times as there
are otasks irOT',, in order to guarantee, or not, the schedulability of theesystThe operations will be applied from
the otask with the highest priority to the otask with the Istvgriority. This process will produce an intermediate Hesu
otask at each step which corresponds to the otask with theesigriority, i.e. the left-hand operand of the next the
operation®. Consequently, ifR,, is the scheduling otask result 6f,,, thenR,, is obtained by successive iterations:

Ri=ADor; =omn
Ri=Ri-1®or;, 2<i<n

As such we have
Ro=(((A@om)@ora)® - DoTp_1) D or, (4)

that we will also denote bR, = é oT;.
The otaskor; will be saidscheigﬁllablervith respect to the considered priorities policy if and oifily
Ri#A (5)
and the syster@I',, will be saidschedulabléf and only if all the otasks are schedulable. If this is n& tase, then the
systemOT',, is saidnot schedulable
4 Schedulability interval
Since the otasks we are considering have an infinite cardimafjoal of this section is to defindinite intervalin order

to perform the schedulability analysis. To do so, we needkteral the “schedulability interval theorem” of periodic
tasks introduced by. Goossenf4] to the case of periodic otasks.

RR n° 7702
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Theorem 1 For a systenOl',, = {o711, 079, ,07,}, With or; = Ci(m,ﬂi)(TO’i);j' of n periodic otasks arranged by
decreasing priorities with respect to a fixed-priority sdaéng policy, Iet(s;)ieN* be the sequence defined by:

sy =
R (6)
5;:5734_ {(5’—1@)—‘ T, 2<i<n
T;
If there exists a valid schedule 6f",, until the times;l + H, whereH,, = lem{T;|i=1,--- ,n}, T; = |1, and

2t = max(z,0), then this schedule is valid and periodic of perifig froms.,.

proof 1 The proof of this theorem is similar to that performedlyoossenm his Ph.D. thesis [24].

7
A direct consequence of the previous theorem is that in tee o a valid schedule, the otagk = @orj is
Jj=1

periodic of periodl’z, = lem{T}; | j = 1,--- ,i} from s;. Thus, the interval which precedesnecessarily contains the
transient phasgecorresponding to the initial part ®,; and the interval starting at timél with length H; is isomorphic
to thepermanent phase at levglcorresponding to the periodic part&f,. Since the transient phase is finite due to the
existence of the permanent phase which repeats identfcaitya certain time instant, trearlieststart time (inimur)
for the permanent phase will be derived from properties aiogie otasks. The permanent phase will be graphically
depicted by using thBameid representatiofi4].

5 Scheduling operation® and schedulability analysis

The goal of this section is to describe the steps to followmwterforming the scheduling operatiarfor a set of periodic
otasks when the preemption cost is zero, the extension vialies into account the exact preemption cost is described
in section 7. For the sake of readability in the following hehatical layout, we introduce an intermediate operation
for decomposing a periodic otask. This decomposition isulisgince it will help us, without loss of generality, to use
only regular canonical otasks which are easier to manipuéien performing operation.

Let Tper = ((r5)75° be @ periodic otask ol with the period!’ and the relative deadlin®. Letn,, be the number
of sequences of symbot*in the pattern ofr,.,. Letr}, € {1,--- ,n,} be the index such thaf;! = 3 + 1 is the
time of first sub-activation of rankfor the periodic part. The otask,., can bedecomposeih n, canonical periodic
otasks of period” with the relative deadlines, for the periodic part of edelcomposedtask, respectively given by:

Dperi =D —71l le{l,--- ,n,} )

p

As such, we obtain the decompositionmgf,. by using the following application from P to P"»:

TP — P

R (O . P
Tper Tper - (Ilasz ,Inp)

8)

whereP denotes the sub-set of all periodic otasksyih and x; is the canonical periodic otask with the following
characteristics: the periodic part starts at tithe- r},, the period isI" and the relative deadline for the periodic part
iS Dpery = D — rg). Since otaskr; is regular, it contains a single sequence of symbelswith the cardinal of the
corresponding sub-otask equal @, this is the sub-execution time of rakor the periodic part ofr,.,.. As an
example, figure 5 shows the decomposition of the periodiskathustrated in figure 4.

Now that the decomposition can be performed for any periot#isk, let us focus on operatignand the schedula-
bility analysis of a periodic otask set.
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Figure 4: A periodic otask to be decomposed.
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Figure 5: The decomposed periodic otask.
Let OT',, = {o7y, 079, - ,07,} be a system withw periodic otasks. We recall that® y means that the left-hand

operand (that is, otask) has a higher priority than the right-hand operand (thabtizsky). Now, it is worth noticing
that operatior® always involves two otasks with adjacent priorities (i.dem it is written, there is no otask belonging
to the system with a priority between thatofandy). Thus we define by;;; = r; — r; the dephasingoetween two
otasksR; = Ci(nﬁi)(fo,i);j, which is the otask resulting of the application®fto thei highest priorities otasks, and
oTj = Cj(rjﬁj)(ro,j);j. We recall that whefR; # A, then its period i€z, = lem{T, | h = 1,--- ,i}. With respect to
the sign of the integey;; € Z, the result ok = = @ y differs.

The scheduling and the schedulability analysis of an otgstiem according to a given fixed-priority ordering for
otasks consists of one main algorithm, which in turn callee¢hother algorithms. The second algorithm consists in
normalizingthe two operands, i.e. to reference them relative to the saigm andrewriting the left-hand operand to
make it compatible with the right-hand operand. The thigbathm consists imdlecomposinghe right-hand operand
into a finite sequence of regular canonical otasks by applsgpplicationT andperformingthe mesoidification and the
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Hard Real-Time Systems with Exact Preemption Cost 11

scheduling operatior itself by calling Algorithm4, that is to say, replace the available time units 6f the higher
priority otask by the executable time units’‘of the lower priority otask. Details on these algorithms given below
(see AlgorithmsM ain, 2, 3 and4). The Algorithm4 also performs the schedulability analysis of an otask. Feyt"
otask in the system ordered according to decreasing pe®yrite. or;, we must compute the otadk;, = R; @ o7;
wherej =i+ 1, Ri = Gy, 5,)(70,1) 5, # A andor; = Cj(rj,ﬁj)(royj);f. We sete = min(r;, r;). Sincee always exists,
we choose it to normalizR; andor;.

J

Algorithm Main: Scheduling and schedulability analysis of an otask system

1: For the otask syste®@T,, = {or, 079, - ,07,} ordered according to decreasing priorities, the operatiowill

O

be applied from the otask with the highest priority to thes&taith the lowest priority. Consequently,&,, is the
scheduling otask result @¥T",,, thenRR,, is obtained by successive iterations:

Ri=ABor =om
Ri+1 :Ri@0ﬂ'+1, 1<i<n

wherej =i+ 1 € {2,3,--- ,n} is the index of the iteration for the computation”f. As such we hav&k,, =
(A® o) @om) ®---®or,—1) ® oT,. At any iterationj, computeR ; = R; @ o7; by calling Algorithm2, then
decompose the right-hand operand by calling Algorittwvhich in turn performs the mesoidification, the scheduling
operation® and the schedulability analysis by calling Algorithin The otaskor; will be said schedulablewith
respect to the considered priorities policy if and onlRif # A.

. The systenOT',, will be saidschedulabléf and only if all the otasks are schedulable. If this is nat tdase, then

the systenOT',, is saidnot schedulable

Algorithm 2: Normalization and Rewriting

1: Concatenate prefixe{sa}”” | and{a}l(zi;ljlv) respectively to otask®; andor;: this concatenation helps us to refer-

(e,74)
ence the two operands relative to the same origin,

Ri@or; = {a}I(ZfiJ)Ci(m,ﬁi)(To,i)gj D {a}‘(Zfﬁl)Cj(rjﬁj)(To,j);j
= nR; ®nor;

nR; andnot; are normalized.

2: Determine the instantﬁ/ of R; ands'j of or; which delimit transient phase and permanent phase by usewéem

[1 which leads to equation 9.
S; = Bi

=t {(Sﬂ)j T

T}

©)

’

The intervalle, s,] defines the transient phase and the inte[rsl;als;- +lem(Tr,, T;)] defines the permanent phase.

3. Determine the followingr; which is the number of times the pattern of the left-hand apetis repeated by using

equation 2 to rewritaR;. This number will help us to make the left-hand operand cdibfgawith right-hand
operand. The first term of this computation is due to the dgiplydbetween the operands and the second term is due

to their periods.
85 — S lem(Tr,,T})
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O

Thanks to the value of; and properties on periodic otasks, writ®; as concatenation of a finite otapk-trans
with cardinal|ph-trang = sj — e and a periodic otasph-permwhose first time of activation is; and whose period
equalsicm(Tr,,T;). Otasksph-transandph-permrespectively determine the transient phase and the permhane
phase.

nR; = ph-trans ph-perm (20)

. Since we havéph-trang = s, — e = (; — €) + (8; — 75) + (s; — (3;), then the otaskh-transcan also be written

J
as a concatenation of three finite cardinal otapkstrans= (tr1) . ,.,)(tr2),, ,)(t73) 5, ;- ThUS,

nR; = (trl)(e,m(trg)(Tjﬁj)(trg)(ﬁws;)ph-perm (11)

Algorithm 3: Decomposition and schedulability analysis oftask o7;

1: Atiterationj = ¢ + 1, if n; is the number of sequences of symbgl in the pattern of the right-hand operand®f

O

thennR; & nor; = nR; ® nor,” wherenor’ is the decomposition ofor; by applicationr: nor;” = (nor;) =

(noj1,n07j 2, ,not;,,) obtained by using equation 8. Hence:

R;=R;®orj =nR; ® ’nOTj@
= (((nR; @ notj1) ©notj2) & -+ ) G notjy) - & nNotjn,

wherel € {1,2,--- ,n,} is the index of the sub-iteration for the computation/®f. Thus, we will haveR; =
R;n, - Atany sub-iteratior perform the mesoidification, the scheduling operatioand the schedulability analysis
of otaskor; by calling Algorithm4. If we haveR;; = A for anyl < [ < n; then the right-hand operand is said to
benot schedulablend so iso7;, otherwise the right-hand operand is said tesbleedulable

: Theresponse timesf otaskor; whenR; = R;,, # A is written w.r.t. equation 12 always correspond to the

cardinal of the prefix defined by the index of the last symhdlreplaced. In other words, they are respectively
givenbyR, s, + Ryl (k€ {1, ou,},andry’ + R 1€ {1, 0perm } Where we recall that,’

denotes the release time of the last sequence of symidatd o7;. Theworst response timef o7; is the maximum
among all the different response times.

Algorithm 4: Mesoidification, scheduling operation® and schedulability conditions

Since we will repeat the same approagihtimes meanwhile we are computing ota8k, let us explain the computation
of Rj,l =nR; noT; 1.

1: For the left-hand operand af, write both the finite cardinal otasksrs) (B;,5") and the pattern of otagkh-permin

. . . L= BT lem(Tw,,T}) . . .
equation 11 respectively as a concatenation,pf = {(SlTﬁj)-‘ andoperm = M finite cardinal
J J
otasks with cardindl’; each. We then obtain
nRz = (trl)(emj)(t'rQ)(rj?ﬁj) (Mtrg,l T Mtrg,atrs) (Mperm,l T Mperm,apcrm):? (12)

In equation 12 all otaskaA,,, ., with (k = 1,--- ,0v.,) and all otasks Mep, i, With (( = 1, -+, 0perm) are
calledT;-mesoidshecause they involve the period of the right-hand operand. EachT};-mesoidis an instance
taskr;.
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O

: Determine all the so-calledeadline-bound-otasksD(,njﬁj), thenDy,, 1, with (k = 1,---,04,) and finally

Dperm,i, With (I = 1,---, 0perm) Of €achT;-mesoidby using equation 12. This is performed by considering
for D¢, s,) the finite cardinal OtaSktT2>(rj”6j) and for the otheD;,., i, Dperm i, the prefix consisting of th®;
first symbols of eacl’;-mesoid

. Extract theuniverseswhich correspond téf,, 5., thenlfy,, i, with (k = 1,--- ,04,,) and Uperm, With (I =
1,- -+, operm) CONsisting only of symbolsd” from each corresponding deadline-bound-otask.
2 If &, s, is the sub-otask consisting only of symbai$ 6f the initial part ofnor; 1, then otaskior; ; is schedulable

without preemption cost if and only if

Ery8; 1 < U 3,1,

Cj < min (‘Z/{t’l‘g,,k? 7‘uperm,l|) (13)
ke {17 7O-t7‘3}1
le {17 e aUPCTm}

. If equation 13 holds, then otask; ; = nR; @ not; is obtained from equation 12 by replacing the fi&t 3 |

symbols ‘@” of (trz)(r;,ﬁj) and theC]1 first symbols %" of eachT;-mesoidoy symbols ¢” respectively. We thus
obtainR;; # A and then we can move on to the next iteration of operatidar otaskor; and so on until rank;.

. In the process of replacing symbols, tfesponse times of rankfor or; ; match every time with the cardinal of

the prefix defined by the index of the last symbal teplaced. We respectively denote 8. s, R, .k €
{1,-- ,0ury }, andR,,,.. 1,1 € {1,--- ,0perm} the different values obtained. Theorst response time of rank
for or; 1 is the maximum among all response times of rank

. If equation 13 does not hold, théd; ; = A. In this casepr; and thus the otask system are declaretischedulable

because of a deadline miss.

Until now, we considered the general scheduling problem séteof periodic otasks, each consisting of an initial

part and a periodic part, by using the binary operatioas many times as there are otasks. Our goal is to perform the
schedulability analysis of a set of periodic tasks. We tebat a task is a particular otask which is regular and caz@ini
with an intitial part equal ta\. As such the right-hand operand of operat®iis an otask which corresponds to a task
when performing the schedulability analysis for a set ofqalic tasks. In this case algorithiris simplified in algorithm

D.

Algorithm 5: Algorithm 4 simplified when the right-hand oper and is a task

1: For the left-hand operand df, write both the finite cardinal otasksrs) (815" and the pattern of otag¥h-permin

. . . L= BT lem(Twr., T;) . . .
equation 11 respectively as a concatenation,pf = ’7(811@“ andoperm = m finite cardinal
j J
otasks with cardindl’; each. We then obtain
nRs = (01) () (172, ) Mir Mir ) (Mpermt - Myermoyer) (14)

In equation 14 all otaskaA,,., , with (k = 1,--- ,0v,,) and all otasks M e,y i, With ( = 1, -+, 0perm) are
calledT;-mesoidsbecause they involve the period of the right-hand operand. EachT};-mesoidis an instance
taskr;.

Determine all the so-calleteadline-bound-otask®;,, i, with (k = 1, - - -, 0¢r,) aNdDperm i, With ({ = 1, - - -, 0perm)
of eachl’;-mesoidthanks to equality 12. This is performed by considering ttedip consisting of theD; first sym-
bols of eachl’;-mesoid
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3: Extract theuniverseswvhich correspond tof;,, ,, With (k = 1,- -+, 04,) and Upepm, i, With ({ = 1, -+, 0perm)
consisting only of symbolsd” from each corresponding deadline-bound-otask.

4: SinceC; corresponds to the execution time of the periodic part aflatar;, then otask.or; is schedulable without
preemption cost if and only if

C(j < min (|Z/{tr3,k|a |upe'r'm,l
k€{17”'70t’r3}'
le {17 aJPETm}

) (15)

5. If equation 15 holds, then otagk; = nR; @ nor; is obtained from the equality 12 by replacing the fitstsymbols

a” of eachT;-mesoidoy symbols &”. We thus obtaire; # A.

6: In the process of replacing symbols, tesponse timefor or; match every time with the cardinal of the prefix
defined by the index of the last symbal™replaced. Theworst response timtor o7; is the maximum among all
response times.

7: If equation 15 is not satisfied thé®; = A. In this casepr; and thus the otask system are declaretischedulable
because of a deadline miss.
O
Thanks to a simple extension to a periodic otask, of the resuthe occurrence of the worst response time of a
periodic task in the permanent phase hyGoossenn his thesis|[24], we can take advantage of the modifications
performed on Algorithmt to obtain Algorithm5 in order to determine the worst response time of each otaiout
preemption cost relative to the schedulability analysis.

6 Impact of preemption cost

In sectiorl 5, we presented the scheduling operationithout preemption cost for a system of periodic otasks when
the fixed-priorities are imposed to otasks (e.g. accordirigdte Monotonic / RM, Deadline Monotonic / DM, Audsley
or any other choice of priorities policy). In this sectione whow the impact of preemption cost before extending the
scheduling operatiom to take the exadRTOS cosinto account. To do so, we assumeiategrated interrupt event-
driven schedulef25], [14] because in contrast twnintegrated interrupt event-driven scheduberto interrupt timer-
driven schedulerswith this scheduler interrupts follow otasks prioritiédoreover, it does not introduce any blocking,
nor does it introduce any priority inversion in the schedbleth due to activations of lower priority otask relativee
executing otask. Note that, since we intend to take the éXBOIS cost into account, execution and sub-execution times
are considered without any approximation, unlike it is theecin the classical scheduling theory. Figure 6 details the
cost of the RTOS for two tasks.

For the constant part of the RTOS cost which correspondsetedheduler cost, we add to the sub-execution times
the following quantities:

1. the timeC"" to save the context of the previous lower priority otask whetintegrated interrupt, corresponding
to each activation of otasdr;, occurs, to execute the scheduler routine in order to chtesaext otask to run,
and to load the context of this otask,

2. the timeC;°** to choose the next otask to run when an internal interrupiadsgthat otask; has completed its
execution.

For the variable part of the RTOS cost which correspondsaé@themption cost, we denote hythe time to restore
the context of otaskr; when a preemption has occurred. For otasks, a preemptioespands to a switch from an™

to an “e” in the left-hand operand of operati@n while replacing &"s of the left-hand operand by executablés' of
the right-hand operand. It is worth noticing that the restion of context for a task (resp. an otaskpi®mic that is
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to say, if a task (resp. an otask) is preempted during thtenason of context which is partial in this case, then itlwil
resume from the beginning of the restoration for its nextakien. Since a task can be preempted several times during
its execution, it is also the case for an otask when replasymgbols @” by executable symbolse®. Therefore, it is
obvious that a wrong quantification of additional symbai$which add to the number of executable symbat8 6f
each otask when it is preempted, may lead to erroneous &ocfuin terms of the schedulability of the system of tasks
(resp. otasks).

Now, to distinguish the individuals symbolg™related to a preemption to those corresponding to the otssk, we
denote them by&’. Graphically, we denote@’ by a black slot*l" in the linear representation of the scheduBatt

Charf) and by ablack sectoiin the circular representation of the schedaipeid.

7 |
+ 4
P t
! i
H !
T, gme— [ — -
2_f P K
= I t
i O az
HE
Interrupt

Task’s choice

Save context Load context
|:| Task’s execution Cn Crom . Preemption cost

Figure 6: Details of the RTOS cost

We recall that we have the following results, concerningitingact of taking into account the exact RTOS cost [14]
on both the schedule and the schedulability analysis, farengask systent,, :

1. Thecritical instantof I",, does not necessarily correspond to a simultaneous releask fasks,
2. There does not exist any sequence of first release timed tasks corresponding to theitical instantof I',,,

3. Thetransient phasean lead to the worst response time for a given task, wheraasally occurs in thpermanent
phase

4. TheAudsley algorithnfor choosing the task priorities is no longgstimal

7 Scheduling operation® and schedulability analysis with preemption cost

In this section, we extend operatignin the case where the preemption cost is taken into accoum@.n&w obtained
schedulability conditions will take into account the exeast due to preemptions and these new conditions will always
ensure the correct behavior of the system at run-time andredte waste of resources.

For the sake of clarity and without any loss of generalitgreif this assumption is not realistic, we will consider
constantpreemption cost for each task (resp. otask) in all examples. The aost one preemption may be arbitrarily
large compared to execution times of tasks (resp. otasks3.high cost associated with the occurrence of a preemption
will be used to illustrate the impact and especially the dfkot taking into account the temporal cost associated with
preemptions in the schedulability conditions.

Because thpermanent phasef a schedulable system repeats infinitely from a certaie timatant, then the interval
preceding time necessarily contains theansient phaseThus, it sufficient to perform the schedulability analyisithe
interval preceding instaritand in the intervalt, ¢t + H,| whereH,, is the least common multiple of the periods of the
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tasks (resp. otasks). Since the worst response time of askh;t(resp. otaskr;) may occur either in one or the other
phase, we must consider all the instances (resp. all’thenesoid} until the end of the first permanent phase for the
schedulability analysis. Now, because our goal is to tateeascount the exact preemption cost, and as all tasks (resp.
otasks) except the one with the highest priority can be ppeedythen the analysis that we propose gives a schedulabil-
ity condition for each task (resp. otask) individually wittsspect to those with a higher priority. If it seems cleat tha
number of preemptions of a task (resp. a canonical regular otask;) may vary from one instance to another (resp.
aTj;-mesoidto another), then it follows that the execution time alsdesfrom one instance (resp. offie-mesoid to
another for the same task (resp. the same otask). For tlsigreae introduce theET (Preempted Execution Tihef a
taskr; (resp. of a canonical regular otask;) in a given instance (resp. a givéi-mesoid as the sum of the execution
time of the task (resp. the otask) and the exact cost due anpon. Note that the PET is equivalent to the WCET
augmented with the scheduler cost which is constant, andhsw any preemption cost approximation when there are
no preemptions.

Notations:

1. For a periodic task; whose corresponding otask; is given by equatiotﬂSCJ’-c denotes thé®ET of the k"
instance (resp. the&;-mesoidof rankk).

2. For a periodic otaskr; illustrated in figur€4Cf”€ denotes thé®ET corresponding to the sub-execution time of
rankk € {1,--- ,n;} in theT;-mesoidof ranki.

Figure 7 illustrates the definition of tHRET for a task (resp. an otask). It is therefore clear that itaevalepends on
the number of preemptions in each instance (resp. in &achesoid. Its computation in a given instance (resp. in a
T;-mesoid is explained in detail in Algorithmo.

T

Ck=C¢

"

k k1
rk R rket R

Instance k Instance k+1

Figure 7: lllustration of thé’ET of a task (resp. of a regular canonical otask).

Since each regular canonical otask corresponding to task; can only be preempted by otasks with a higher
priority, then thehyperperiod at leve} is given by H; = lem{T; : o, € hp(ot;)} whereT; represents the period
of otaskor; andhp(ot;) denotes the subset of otasks with a priority higher thandhat;. With this definition, the
number ofl’;-mesoidmecessary to define the period of the otask result at lgvahd therefore the permanent phase,
when otaslor; is the second operand of the operatipnis given by equation 16.

H;  lem{T; : om € hp(ot;)}
Operm; — 77 —
S T;
In the same vein of the notions we introduced in [8] in the edgq®eriodic tasks, we here extend them in the case of
periodic otasks. Thprocessor permanent utilisation factor without preemptimstfor a systemOT',, with n periodic

otasks wherer; = g(,.jﬂj)vgj has periodl’; is given by equation 17.

(16)

n

c; . o
U= ?f with C; = > " CF (17)
k=1

j=1"7
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In equation 17 andn; denote respectively the sum of the sub-execution timesnif kac {1,--- ,n;} and the
number of sequences of symbel in the pattern of otaskr;. We recall that if;, > 1, then whatever the algorithm
used to select otask priorities of the system considerésisyistem can not be schedulable. This assertion impli¢s tha
a necessary condition for the schedulability of the systeh),i < 1. In the latter case, we can defingafunction for
each sub-execution time of ratke {1,--- ,n;}.

fi : Nt —  Ntorermy
o Lk
k ko2,k perms
ij — (C;j ’ng LA 7ij )
WhereClk is the PET corresponding to the sub-execution tmﬁ‘§ in the T;-mesoidof rank! € {1,---, 0perm, } Of

the permanent phase. Given this, éxact permanent processor utlllsatlon factoy of an otaslor; = C(Tj,ﬁj)rgj with
periodT;, and withn; sequences of symbolg™in his periodic part is given by equation 18. '

n; Oper m;

C*
Ur = TJ avecC = Z Z chr (18)

J .
g k=1 permJ
As such, theexact permanent processor utilisation factdra systenT’,, composed of. periodic otasks; with period
T; is given by equation 19.

. (o .
nj perm

1

—_

= ZUj* where U = — -

j=1

1,k
c (19)

<.

g ]
k—1 CPerm; 4

In equation 19/ is given by equality 18. It therefore follows that teract permanent preemption cestof a system
consisting ofn. periodic otasks is given by equation 20 when the system iscadhble.

wmti-v-X (p i) -2 (5 ona) @
= T =1 %I = I k=1

Keeping in mind that the possible preemptions of oteskare identified by transitiong: — e) in eachl;-mesoid
of the left-hand operand when performing operatiprat level j, the computation of th€ET of a regular canonical
otask in al’;-mesoidis summarized in Algorithni0. In this algorithm,{expression} means a procedural step, the
character “%” means the beginning of a comment to explaheei variable used in the algorithm or the main idea of a
section of the algorithm.

Thanks to all the concepts that we have presented so fag, siiscsufficient to consider the case where the left-hand
operand of operatios is a periodic otask and the right-hand operand is a periadiskovith an initial part worthing.

The scheduling and the schedulability analysis withetkeect preemption cosf an otask system according to a given
fixed-priority ordering for otasks consists of one main aipon, which in turn calls three other algorithms. Detaits o
these algorithms are given below (see Algorithidain2, 7, 8 and9).

Algorithm Main2: Scheduling and schedulability analysis ofan otask system with exact preemption cost

1: For the otask syste®@I',, = {071, 079, - - , 07, } @rranged according to decreasing priorities, the operstiowill
be applied from the otask with the highest priority to thes&taith the lowest priority. Consequently,®,, is the
scheduling otask result @¥T",,, thenRR,, is obtained by successive iterations:

Ri=ABor =om
Ri+1:Ri@OTi+1, 1§i<n

wherej = i+ 1 € {2,3,--- ,n} is the index of the iteration for the computation &f;. As such we have
Rn=(((A®om)@om)® - ®or,—1) P or,. At any iterationj, computeR; = R; @ or; by calling Algorithm

RR n° 7702



Hard Real-Time Systems with Exact Preemption Cost 18

7, then decompose the right-hand operand by calling Algarghwhich in turn performs the mesoidification, the
scheduling operatiom with exact preemption costnd the schedulability analysis by calling Algorittim The
otaskor; will be saidschedulablevith respect to the considered priorities policy if and oifilR; # A.

2: The systenOT",, will be saidschedulablef and only if all the otasks are schedulable. If this is na& tase, then
the systenOT',, is saidnot schedulable

O

Algorithm 7: Algorithm 2 modified to match the case where the eft-hand operand is an otask and the right-hand
operand has an initial part A

1: Concatenate preﬂxe[sz}”” and{a}””‘ respectively to otaskR; = (i, s, (Tol)ﬁ andor; = (Toj) this
concatenation helps us to reference the two operands/eetatthe same origire, = min(r;, ;).

Ri @ oT; {a}lg’;l Ci(ra gy (T0,0) 5, @ {a}‘(Z; (To,j):?,

nR; & not;

nR,; andnor; are normalized.

2: Determine the instante; of Riands; of o7; which delimit transient phase and permanent phase by usewem
1 which leads to equatidn 21.
S§; = Bi

Sl, — 7.} + ’7(3;_7‘]1)-"_—‘ 'Tj (21)

J

The intervalle, 5] defines the transient phase and the intejw/als; + lem(Tr, , T;)] defines permanent phase.

3: Determine the followingr; which is the number of times the pattern of the left-hand apetris repeated by using
equation 2 to rewritaR;. This number will help us to make the left-hand operand cdibfgawith right-hand
operand. The first term of this computation is due to the dgiplydbetween the operands and the second term is due

to their periods.
Sj - S; lcm(TRi,Tj)
P = -1 —

Thanks to the value aof; and properties on periodic otasks, writ®; as concatenation of a finite otapk-trans
with cardinal|ph- tran$ = s' — e and a periodic otasih-permwhose first time of activation is' and whose period
equalsicm(Tr,, T}). Otasksph -transand ph-permrespectively determine the transient phase and the penhane
phase.

= ph-trans ph-perm (22)

4: Since|ph-trang = s —e=(rj—e+ (s — r}), then the otaskh-transcan also be written as a concatenation of
two finite cardinal otasksph -trans= (tr1), Tl)(trg)(rl s)- Thus,
J 3’ j

nR; = (tr1) (. )(f’f‘g) ;75;_)ph-perm (23)
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Algorithm 8: Algorithm 3 modified when the exact preemption cost is taken into account

1: Atiterationj = i + 1, if n; is the number of sequences of symbel in the pattern of the right-hand operand of
®, thennR; @ not; = nR; ® nOTj@ Wherenorj@ is the decomposition ator; by applicationr. Thanks to our
restriction,n; = 1 andC} is the execution time of otaskor;. Hence:

Rj = Rz EB O’Tj = an @’I’LOT]'
Perform the mesoidification, the scheduling operativpmnd the schedulability analysis of otask; by calling
Algorithm 9. If we haveR ; = A thenor; is said to benot schedulableotherwiseor; is said to beschedulable

2: Theresponse timesf otaskor; whenR; # A is written w.r.t. equation 24 always correspond to the ceaidf the
prefix defined by the index of the last symbal teplaced. Thevorst response timef o7; is the maximum among
all the different response times.

O

Algorithm 9: Algorithm 5 modified when the exact preemption cost is taken into account

1: For the left-hand operand &, write both the finite cardinal otasksrs) (1,5, @nd the pattern of otagkh-permin

s;—rh)t lem(Tx,, T;
equation 23 respectively as a concatenationpf = FZTJ)-‘ andoperm = W finite cardinal
J J
otasks with cardindl’; each. We then obtain
R = (1) ey (Mirat+ Mirsir,) Maermt ++ Moerm o) (24)
J

In equation 24 all otaskaA,,, x, with (k = 1,--- ,04,.,) and all otasks Merp, i, With (( = 1, -+, 0perm) are
calledT;-mesoidsbecause they involve the period of the right-hand operand. EachT};-mesoidis an instance
taskr;.

2: Determine all the so-calledkadline-bound-otask®;,., ;, with (k =1, -+ , o4,) @NADperpm , With (0 =1, -+, 0perm)
of eachT;-mesoidthanks to equatian 24. This is performed by considering teéxpconsisting of theD; first sym-
bols of eact’;-mesoid

3: Extract theuniverseswvhich correspond tof,, », with (k = 1,--- , 04,) and Uperm,i, With (( = 1, -+, 0perm)
consisting only of symbolsd” from each corresponding deadline-bound-otask.

4: SinceC; corresponds to the execution time of the periodic part dflotar;, then otaskwor; is potentially schedu-
lable when the exact preemption cost is taken into account if ahdibn

C; < min ([Usry k|5 [Uperm.i]) (25)
ke {17 ’Jt’r2}'
le {17 s 70'perm}
5: In eachT;-mesoid compute the values of tHRET C with (k = 1,--- ,04,,) @andC} with (I = 1,- -+, 0perm) Of

otasknot; thanks to Algorithmi0.
6: Otasknort; is schedulablavith exact preemption cost taken into account if and only if
CJk S |Z/[t’l‘2,k|7 Vke {17 7Ut’r2}

(26)
le S |uperm,,l‘a Vi e {17 e 7Jperm}
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7. If equation 26 holds, then otaskR; = nR; @ nor; is obtained from equality 24 by replacing the fi(Sf with

k=1,---, 04, (resp. the firsCJl. withl =1,--- , operm) Symbols ‘@” of eachT;-mesoidoy symbols &”. We thus
obtainR; # A.

8: In the process of replacing symbols, tlesponse timefor or; match every time with the cardinal of the prefix
defined by the index of the last symbal™replaced. Thewvorst response timir or; is the maximum among all
response times.

9: If equation 26 is not satisfied thé®,; = A. In this casepr; and thus the otask system are declaretischedulable
because of a deadline miss.

O

Algorithm 10: Computation of the PET

This algorithm provides the reader with the steps to followthe computation of the PET inraesoid The main idea

for the computation of the PET of otask; in a 7;-mesoidis a fixed-point algorithm based on a recursive function.
The principle consists in adding; time units to the remaining execution time of otaslk in that7;-mesoidwhen a
preemption has occured. The computation stops as soorhas @i consecutive values of the PET are equal or there
exists a time instant such that the current value of the PHArger than the cardinal of the universe associated to that
T;-mesoid In this latter case, otask-; is not schedulable due to a deadline miss.

1: {Execution of the algorithm}

2: thanks to indexp, move on to the first symbok” in the T;-mesoid
3: call the function PET}, 0, 0)

4: {Recursive PET computation in a 7;-mesoic

5. {Variables}
% r Execution: remaining execution time to be scheduled,
% r Preemption:. remaining time related to preemption cost to be scheduled,
% vPET: current value of the PET in tHE;-mesoid,
% U: universe of the otask in thE;-mesoid,
% ¢: index of enumeration of symbols in tfg-mesoid,
% «: cost of one preemption.

6: function PET( Execution, r Preemption, vPET)
% It remains to replace at leasExecution + r Preemption symbols ‘@” by symbols ‘e” in the T;-mesoidand we
have replaced PET symbols @”.

7: if r Execution = 0 then
: % the otask ischedulablén this 7;-mesoidthe PET isv PET.
9:  returnvPET

10: else

11:  if vPET < |U]| then

12: if ¢ =symbol ‘e” then

13: rPreemption «— «

14: thanks to indexy, skip the current sequence of symbals “
15: end if

16: if r Preemption = 0 then

17: replace symbol&” by an executable symbok": related to the otask
18: thanks to index), move on to the next symbol

19: PET( Execution — 1, r Preemption, vPET + 1)

20: else
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21: replace symbold” by a symbol ‘€": related to the preemption cost
22: thanks to index), move on to the next symbol

23: PET( Execution, r Preemption — 1, vPET + 1)

24: end if

25:  else

26: % the otask isiot schedulablén this 7’;-mesoid due to a deadline miss.
27: return “error”

28: endif

29: end if

O

8 Application to a periodic task set

In this section we will apply the operatian when the exact preemption cost is taken into account forchedulability
analysis of a system of periodic real-time tasks. Let usidenshe systeni's = {7y, 72, 73} of 3 independent periodic
preemptive tasks wherg is the task with the highest priority and is the task with lowest priority. The tasks’
characteristics are summarized in table 1.

Table 1: Tasks’ caracteristics
Tasks TZ-l C; D;, T

Ti 0 3 7 15
T2 ) 2 6 6
T3 3 4 10 10

We recall that otasksr;, or» andors which respectively correspond to tasks > andrs w.r.t. equatioh 3 are given
by the following relations:
o1 = {e,¢e,€,a,a,a,a |a,a,a,a,a,a,a,als’

0Ty = {67 €, a,a,a, a}go

— oo
ors = {e,e,e,e,a,a,a,a,a,a}s

Otaskor is the otask with the highest priority awnds is the otask with lowest priority. We consider the cost of one
preemption to be one time unit for all tasks, that is tosay= o = 1 time unit,i = 1, 2, 3.
The processor permanent utilization factor without preonpcost is given by/s = 3/15 4+ 2/6 + 4/10 = 28/30 =
0.9333 and the resulR 3 of the scheduling problem is obtained by successive itarati

Ri=ABor =om
Ri=Ri_1®or, 1=2,3

First iteration: Computation ofRy = oy & o7

The normalized otasksor; and nor, corresponding to otasksr; and or, are respectively given bytor; =
{e;e,e,a,a,a,a, a,a,a,a,a,a,a,a}s° for the left-hand operand antbrs, = {a,a,a,a,a} s e, e, a,a,a,a}s° for
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the right-hand operand @f. Thanks to equation 21, we have:

81:0

5/2:5—&-[(0_65)+-‘-6:5

We haveH, = lcm(15,6) = 30, thus intervall0, 5] determines the transient phase and intefv#35] determines the
permanent phase.

= 2. Hence, we can writeo7; as a concatenation

The computation of; givess; = 5-01_ > lem(15,6)

15 15
of a finite cardinal otaskh-transof cardinal|ph-trang = 5 and a periodic pagh-permwhose instant of first activation
is 5 and whose period i&m(15,6) = 30. We then obtain:

nor ={e,e,e,a,a,a,a,a,a,a,a,a,a,a,a}
= {67 67 67 a? a}(0,5) {a7 a’7 a? a7 a’ a? a? a? a7 a’7 67 67 67 a7 a’7 a7 a7 a’ a? a? a? a7 a’7 a7 a? 6? 67 67 a” a}go
By identification relative to equality 23, the normalizedsknor; is of the formnor; = (tr1) ) (tr2) (1,5 Ph-perm
3 2192

where the involved terms are respectively giver’(by)(w%) = {e,e,e,a,a}(0,5), (tTQ)(Téys;) =A sinces'2 = r4 and
then
ph-perm: {CL, a,a,a,a,a,a,a,a,a,€,€,¢€,a,a,a,a,a,a,a,a,a,a,a,a,e€ e, e, a, a}go

_ +
To perform the mesoidification efor;, the computations af;,., andope,m, respectively giver,,, = {(()65)} =
l 15,6
0 andoperm, = %’) = 5. Consequently, we have:

noti = {e,e,e,a,a}(05 {a,a,a,a,a,a,a,a,a,a,¢,¢e,¢,a,a,a,a,a,a,a,a,a,a,a,a,e,e,e,a,a}:
—{eeeaa}(oo)({aaaaaa}{aaaaee}{eaaaaa}{aaaaaa}{aeeeaa})
—{6 €, €6, a, a}(O 5) (Mperm 1MpeTm 2Mperm 3Mpe7m 4Mpe7m 5)5

where thes-mesoidsM perm 1, Mperm, 2, Mperm,3, Mperm,a aNdM e, 5 are given byM,e,rm 1 = {a, a,a,a,a,a},
Mperm2 = {a,a,a,a,e,e}, Mperm 3 = {e,a,a,a,a,a}, Mperma = {a,a,a,a,a,a} etMperm 5 = {a,e,e,e,a,a}.
Each6-mesoidcorresponds to an instance of tagsk Since D, = T3 for task 3, then thedeadline-bound-otasks
are also given b¥D,erm1 = {a,a,0a,a,a,a}, Dperm,2 = {a,a,a,a,e,e}, Dperms = {e,a,a,a,a,a}, Dperma =
{a,a,a,a,a,a} andD,e,m 5 = {a, €, e, ¢e,a,a}. Hence the universés,.,,, 1, Uperm,2, Uperm.3: Uperm,a 8NGUperm 5
are:

uperm,l = Dperm,2 = {a7 a,a,a,a, a}
Uperm,2 ={a,a,a,a}

Uperm,s ={a,a,a,a,a}

uperm,4 = Lperm,4 = {aa a,a,a,a, a}

Uperm,s ={al{a,a} ={a,a,a}

Thanks to the above equaliti€df,crm,i| = 6, [Uperm,2| = 4, [Uperm,3| = 5, [Uperm 4| = 6 and|[Uperm, 5| = 3. Since
noty = {a,a,a,a,a}051e e a,a,a,a}g°, Cy = 2 and consequently otask is potentially schedulablas equation
25 holds.

Cy=2<3= 1I§njiI§15(‘upeT'm,j|)
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Thanks to Algorithm5, we can compute thPET in each6-mesoidand through applicatiorfs we obtain f5(2) =
(2,2,2,2,3). Hence,Ry = noty @ nory is given by:

Ra = nory & note
={e,e,e,a,a}0,5({a,a,a,a,a,a}{a,a,a,a,e,e}{e,a,a,a,a,a}{a,a,a,a,a,a}{a,e, e e a,a})
®©{a,a,a,a,a}51e e a,a,a,a}
={e, e, e, a,a}(o75)({e,e, a,a,a,a}{e,e,a,a,e,e}{e,e,e a,a,a}{e e a,a,a,a}{e e e e, &e})®
={e,e,e,a,a} 516 ¢,a,a,a,a,¢e,¢,a,a,¢,¢e,¢,e,¢,a,a,a,¢e,e,a,a,a,a,¢e,¢,¢e,¢, € e}

From the response times point of view, we ha¥g = |{e,e}| = 2, R} = [{e,e}| = 2, R3 = |{e,e,e}| = 3,

R3 = |{e,e}| =2andR} = {e, e, e, ¢, & e} = 6 whereR% denotes the response time of taghn its ‘" instance. The
worst response time of task thus isR, = 6 and it is obtained for the first time in the fifth instanceref

Second iteration: Computation ofR3 = Ro @ o3

Thanks to the result of the previous itération, the nornealintasks: R, andnors corresponding respectively to
periodic otask§k, andors are given by:
nRo = {e,e,e,a,a}051¢ ¢,a,a,a,a,e,¢e,a,a,¢e,¢e,¢,¢e¢,a,a,a,¢e,¢e,a,a,a,a,¢,¢,e¢,¢e, e}z and
nots = {a,a,a}3{e e e e a,a,a,a,a,a}3°. After a computation similar to that of the first iterationg wan con-
clude that otaskors is schedulable and the result is given by:

R3 =nRo @ nors
— & )
={e,e,e,a,a} 05 {€,€,a,a,a,a,¢e,e,a,a,¢e,¢e,¢,¢e,e,a,a,a,¢,¢e,a,a,a,a,¢e,¢,e,¢e, €e}3
oo
EB {a7 a, a/}((),?)){ea e e e a,a,a,a,a, a}3
— b )
- {67 €, e}(0,3){a7 a,e, e, a,a,a,a,e, e}(S,lS) {a7a'a e ee¢6,6,a,a,a,€,€6,a,a,a,a,c€,e€,¢€,e, e7 e e e a,a,a,a,e, 6}13
oo
D {CL, a, a’}(O,?)){ev 6 ¢6,¢6,a,a,a,a,a, 0}3
={e,e,et03{a,a,¢e,e,a,a,a,a,e,e} ({a,a,e,e,e,e,e,a,a,a}{e,e,a,a,a,a,e,e e, e}{€e, e e a,a,a,a,e,e})
»6,€5(0,3)10%, @, €, 6,0, Gy Uy Gy €, €5(3/13) ,u,6,6,6,6,C,0,4, ,6,d,4,d,4,6,C, €, y €, € 6 Uy Uy &y Uy € €5 )13
oo
D {CL, a, a}(0,3){e7 €, ¢,¢,a,a,a,a,a, a}S
- b2 b2 b2 o0
={e,e,elo3){e e e,e,€e,e,a,¢e,e}313) ({e,e,ee,ee,¢,8eel{e e e eeeceect{€eeceeeeece})l
— b2 & p2 [SS)
- {67 €,¢,¢€,¢€,¢,¢, e7 e, e a, eae}(O,IS) {6767 €,€,¢6,¢,¢6, eae7 e, e ¢6,6,6,6,€6,¢6,6,6,¢€, ea e, ¢,¢6,6,6,¢6,6,¢, 6}13
— 2 p p= oo
- {67 €,€6,¢6,¢,¢,¢, € ¢,¢, a}(O,ll) {6’, e, ee¢66,6,¢,6,6¢,¢¢,¢,¢,¢,¢,¢6,¢6,¢,¢,¢, 6 ¢,¢,¢,¢,¢,¢, 6}11

Thanks to AlgorithmlL0, thePETin eachl0-mesoidequals(5) for the 10-mesoidwhich starts at tim&, then through
application fio is f10(4) = (5,4,4). From the point of view of the response timds, = |{e,e,e,¢, &e,e}| = 7,
R3 = |{e,e,e,e,e,¢,e, Be,e}| = 10, Ry = |{e,e,e,e,e,e}| = 6 andR3 = [{&e,e,¢,¢e,e,e,e}| = 8 where
R3 =10, R} = 6 and R4 = 8 denotes the response times of taghn the permanent phase. Consequently, the worst
response time of task is R, = 10 and it is obtained for the first time in the second instance ofigure 9 summarizes
the results of this example and figure 8 illustrates the cofuwbe response time of each otask, and thus of each task
relative to release times. In figure 9 the permanent phasesmonds to the highlighted zone of the schedule and the
transient phase corresponds to the interval preceding timagt.

Theexact permanent processor utilisation factiithe system is given by:
3 1 (2+42+2+2+3) 1 (b+4+4)

15 6 5 +10 3

Thanks to equatidn 20, thexact permanent preemption cestis given by:

28
e3=U; —Us=1- 30 = 0.0667 = 6.67%

Us

After this relatively simple example (the system considterdy 3 otasks and the preemption costis= 1 time
unit for all otasks) to explain the application of operationfigurel 10 illustrates the summary of the analysis of a more
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Figure 8: Response times of each task relative to releagstim

Figure 9: Results when the exact preemption cost is takeraititount.
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complex example by using our approach. The system underdewaton consists of0 otasks. Characteristics and
priorities of each otask are summarized in the table of tieesfigure. The preemption cost varies from one otask to
another: for example, it isg = 1 time unit for otaskig and oo = 3 time units for otask;,. The least common
multiple (cm) of the periods of all otasks i1, = 3600 time units. The transient phase of the system begins at time
(blue zone). The classical permanent processor utilisdtictor of conventional processor (without preemptiort)cgs

U0 = 80.08%, the exact permanent processor utilisation factdr;is = 94.83%, so the exact permanent preemption
cost ise;g = 14.75%. Figurd 11 illustrates the curve of the response time reldti release times for each otask. In this
figure, we see for example that the worst response ti@ time units) of otask is achieved for the first time at its
fourth activation while that of otask (108 time units) is achieved for the first time at its tenth actwat The worst
response time of otask (350 time units) is achieved for the first time at its ninth activat
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Figure 10: Schedule df0 tasks with exact preemption cost.

Figure 12 illustrates aoomwindow in the linear representation (Gantt Chart) of theesithe given in figure 10. In
this window, we clearly see the response time of otasWhose activation occurs at the til3858. For this specific
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cost: 0.1475

12581

priovity: t1,£2,85,t3, 64,466, 68,67 10,9
exact permanent preenption

8981

1781 20812338 2658 3000 3778 5381

128 460 860 1260

T e

Figure 11: Response time of each task relative to releagstim

activation, we note that after the first preemption of thelkott time3060, it can only resume its execution at tirs@96.
This is due, on the one hand to otasks with a higher prioriy tiinat oft> and also, and on the other hand to the cost of
each preemption. The atomic restoration of the context aftask is illustrated for example at tin3¢30. Indeed the
cost of one preemption of otask in the example igv; = 2 time units and at this time, otasgk is preempted by otask
t; while it is restoring its context. The preemption takes pland at time3132, the restoration of the context of otask
t7 is resumed to the beginning again.
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Figure 12: Zoom in the Gantt Chart.

9 Impact of otask priorities choice
Let OT,, = {o7y,072,--- ,07,} be a system consisting af periodic otasks. Apriorities choicefor otasks inOT',, is

a permutationof elements ofOI',, that orders otasks from the one with the highest priorityhe @ane with the lowest
priority. We denote a priorities choice &y =< o7y(1),074(2)," -+ ,07T4(n) > Where the priority ofor,; is greater
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than that ofor,(,, as soon ag < r and{g(1),---,g(n)} is the image of the seftl, - - - ,n} by a permutationy. S is
schedulableéf and only if

R; :@OTg(j) #A, Vi€ {1, ,n}
j=1

We have already stressed in section 6 on the impact of otésiitizs on the schedulability analysis which has two
consequences. First, the result of the schedulabilityyaisabf an otask according to a priorities choi&elepends not
only on all otask having a higher priority but also on theiaeixpriorities. Second, if an otask is not schedulable, we
can make it schedulable by lowering its priority. Both sta¢ats make thAudsleyalgorithm for choosing priorities no
moreoptimalwhen the exact preemption cost is taken into account.

Since there may be several different priorities choicestvinake the syste®@I',, schedulable, it remains to define
a criterion for choosing a particular priorities choice amgahe choices (at least one) that satisfy all constraintmgu
the application of Algorithms MainZz, 8, 9 and10. Since we are interested in preemption cost we considehfsr t
criterion the priorities choice which leads to the lower&xaermanent preemption cost. If two schedulable pricritie
choices lead to the same exact permanent preemption cosgnseler the one that satisfies another criterion (e.g. the
one for which the response times are lower, etc.). AsAhésleyalgorithm is no more optimal, thenaive algorithm
that consists in testing all possible priorities permuatadiis very costly in terms of complexity since it requirégests
wheren is the number of otasks in the considered system. To circotrtiés difficulty, we considerably reduce the
number of priorities tests performed by using thearem 2 hedrem 3.

Theorem 2 LetOT',, = {071,072, - ,07,} be a system with periodic otasks. We consider the priorities choite
< 0Ty(1), "+, 0Tg(i), OTg(i+1), " -+ » OTg(n) > Whereg is a permutation of 1,2, --- ,n}. If Sis not schedulabléue to
otaskor ), i.e.

Ri=EPorga =A and Vj < i, R; # A
k=1

then any priorities choice’ = < OTg(1)s" "+ » OTg(i)s OTh(i+1)s " " » OTh(n) > Whereh is a permutation of elements of
the sub-sefg(: + 1),9(: +2),--- ,g(n)}, is alsonot schedulable

proof 2 — By contradiction —

Let us consider the priorities choie® = < o7y(1), -+ ,07Ty(), 0Tg(i+1), " "+ , OTy(n) > fOr otasks inOT',, whereg
is a permutation of 1,2, --- ,n}. Let us assume tha is not schedulablelue to otaskr,;) and that there exists at
least one schedulable priorities choice = < OTg(1)s" "+ »OTg(i)s OThg(i+1)> " " * »OTho(n) > Wherehg is a permutation

of elements of the sub-sgf(i + 1), g(i + 2),--- ,g(n)}. Then, in particular, we have:

'Ri = @OTg(k) 75 A

k=1

This contradicts the hypothesis that the priorities chaicis not schedulabléue to otask ;).

Theorem 3 LetOT',, = {07,079, - , 07, } be a system with periodic otasks. We consider the priorities choie
< 0Ty(1), """ 0Ty(i), OTg(i+1)s " - » OTg(n) > Whereg is a permutation of1,2,--- ,n}. If otaskor,(;) is schedulable
according toS, i.e.

Ri=EPorym # A

k=1
then any priorities choics’ = < OTg(1), """ »OTg(i), OTh(i+1)s" " * »OTh(n) > Whereh is a permutation of elements of
the sub-sefg(i + 1), g(i +2),--- ,g(n)} is equivalent to the priorities choic8 = < R, 0Tn(it1), "+ » OTh(n) >
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proof 3 The proof of theorem 3 directly follows from the observatluat operationd is an internal operation.

Theorem 2 reduces the number of priorities permutatiorts tesen the system is not schedulable according to a
particular priorities choice and theoréem 3 reduces the murmabtimes you perform the operatignby reusing a partial
result of a priorities choice for calculating the result abther priorities choice.

10 Optimal otask priorities choice

In this section we propose aptimalalgorithm for choosing priorities of otasks. This algonitlis optimal in the sense
that, for a given otask system, if there is a choice of piigsitvhich leads to a valid schedule then the priorities @oic
generated by our algorithm will also lead to a valid sched@mce our proposal for setting the priorities is based on
statements made on the algorithm of priorities choicAudsley we will call Audsley™+ our algorithm for choosing
priorities of otasks. This algorithm integrates on the carcithe exact cost of preemption by using Algorithifigin2,

8, 9, 10, and the other hand provides all the solutions of prioritiesice leading to a valid schedule.

The Audsley™* algorithm divides a given otask system in two groups: fits¢, dtasks which have already been
assigned a priority, and second the otasks with no prisri@milarly, priorities are divided into two groups: firgipse
which are already assigned and second, those that areattdissigned. The algorithm always assignstitghestnot
assigned priority to any otask that satisfies its conssaiiith that priority. Thanks to theorems 2 and 3 which limé th
number of tests to perform, the algorithm can terminate im different ways. Either it assigns priorities to all otasks
in this case, a schedulable choice of priorities has beamdfowe keep this solution and throughacktrackalgorithm,
we repeat the process to find a new solution if there existsaret a certain step the highest not assigned priority (for
example p,,..) cannot be assigned to any remaining otask. In this casekshance again to a backtrack algorithm,
and theoremis|2 and 3, we repeat the process to find a solution sblution is found, we can conclude that there is no
choice of priorities leading to a valid schedule (that isjchisatisfies all constraints).

The algorithm is thereforeptimal in that it always finds a choice of priorities which leads techedulable system, if
such a choice exists, thanks to thecktrackalgorithm. Note that the number of tests performed is sigeifily lower
compared to therfaive algorithm which checks all possible permutations of pties through the use of theorems 2
and 3.

Let us illustrate our algorithm on a simple example. LCgt= {¢1,t2,t3,t4,t5} be a system consisting of five
periodic real-time tasks. The characteristics of taskssaramarized in table/2. We assume that the priorites are
assigned according to theudsleyt algorithm.

Table 2: Characteristics of tasks
Tasks ril C; D, T, «

t1 9 1 6 6 O
to 13 3 9 12 2
t3 5 2 15 15 2
ty 0 3 21 24 1
ts 15 5 47 60 1

Thanks to everything we have presented so far, note thasysiem is not schedulable according to the choice of
priorities corresponding tbeadline Monotonic / DMi.e. the choice of priorities where the shorter the retatieadline
of a task, the higher its priority) or the choice of prioritieorresponding t&®ate Monotonic / RMi.e. the choice of
priorities where the shorter the period of a task, the higfseariority). This choice of priorities is given in both esby
Spm/rm = < t1, 2, 13,14, t5 > and the summary of the results obtained for this prioritiesice is illustrated in figure
[13. After applying AlgorithmsMain2, 8, 9 and10, ¢, to andts are schedulable bu is not. Figuré 14 illustrates
a zoom window of the correspondirg@gantt Chart In this window, we can note the deadline miss of taslat time
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t = 93. This deadline miss is due on the one hand to the preemptsiro€task:, itself but also on the other hand, to
the preemption cost of taskg andts which currently have a higher priority than that of tagk
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Figure 13: Results for the priorities choi® ) rar = < t1,t2,t3, 4,15 >.
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Figure 14: Zoom in the Gantt Chart.
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Thanks to thedudsley ™ algorithm for choosing task priorities, four prioritiesabes lead to a valid schedule:
o S§1 =< tg,ty,t3,tg,t5 >,
o So =< tg,ts,t1,tg,t5 >,
o S3=<t3,tg,t1,t4,t5 >,
o Sy =< ty,ta,ty,t5,t3 >.

For these four schedulable priorities choices, the exatha@eent preemption cost ég, = 12.50% for the priorities
choiceSy, es, = 9.17% for the priorities choice,, es, = 11.67% for the priorities choic&s; and onlyes, = 5.83%
for the priorities choiceS, by applying the Algorithms\/ain2, 8, 9 and10. Figures 15, 16, 17 and 18 summarize the
results obtained for each of these four choices. FigureA921 et 22 illustrate the curves of the response time as a
function of time for each task for each choice of prioritigie variation in terms of permanent preemption cost is due
to the fact that on one hand the cost of preemption varies finentask to another and on the other hand to the fact
that according to some choice of priorities, some tasks agenmppted when they are not according to other choices of
priorities.

Thanks to the criterion for choosing otask priorities we éngroposed, that is to say, to always consider the
otask priorities such that the exact permanent preemptish is the lowest, we choose the priorities choRe=
< t4,t9,t1,t5,t3 >. For this choice of priorities, the worst response time gktg is R; = 4 time units and it is
reached for the first time at its fourth activation, the woesiponse time of task is R, = 5 time units and it is reached
for first at its second activation, the worst response timasiis is Rz = 14 time units and it is reached for the first
time at its seventh activation, the worst response timesif#tais R4 = 3 time units and it is reached for the first time
at its first activation# is the task with the highest priority) and finally, the worssponse time of task is R5 = 16
time units and it is reached for the first time at its seconi/atbbn.
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Figure 15: Results fof; = < to, t1,t3,t4, t5 >.
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Figure 17: Results fofs = < t3,to, t1,t4,t5 >.
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Figure 18: Results fof, = < t4, to, t1,t5,t3 >.
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Figure 21:S3=< t3,t0,t1,t4,15 >.

RR n° 7702

cost: 00917

privrity: Audsley+t t2,43 &L 44,45
exact pexmanent preempiion

cost: 00583

priovity: Audsley++ b4, &2, E1,5,t3
exact permanent preempiion

Figure 20:5, =< to,t3,t1,t4,15 >.

38 iR

,,,,,,,,,,,,,,,,,,,,,,,,,,,,,

375

255

135

75 95

15

Figure 22:8,=< tg,to,t1,15,13 >.



Hard Real-Time Systems with Exact Preemption Cost 37

11 Consequence of reducing the number of preemptions

For a given priorities choice, an intuitive way to reduce éxact permanent preemption cost might be to force some
otasks to beon-delay non-preemptive order to reduce the number of preemptions. Here, wheryaggpbperations,

we meamon-delay non-preemptivbat we check if the cardinal of the first sequence of symb@i$d replace in each
mesoid is higher than that of executable symbots &t this level. In this case the right-hand operand is scladei.
This notion ofnon-delay non-preemptiveneissquite different from the concept of thetassical non-preemptiveness
because in this case, once the priorities are assignedsksota lower priority otaskannot delaythe start time of the
execution of another otask with a higher priority. Figur8sa2d 24 illustrate the difference between the two concdpts o
non-preemptiveness. In this example, otaskhas a higher priority than otask, and Otachbr, is non-preemptive.

\.

ot 7
! _ | o7, |
- t _ t
or, 70 | or, %
%% R ] 2, | |
- t - t
Figure 23: The classical non-preemptiveness. Figure 24: The non-delay non-preemptiveness.

In Figure 23, we can note that otask, delays the start time for the execution of otask, having a higher priority.
Indeed, due to the activation of otagk, one time unit before that of otask;, there is no preemption at the activation
time of or; asor; is non-preemptive. Thus, a disadvantage ofdlassical non-preemptivenessan otask is a possible
deadline miss of another otask with a higher priority duehsse delays. In this case, if the system is not schedulable,
the faulty otask may be very difficult to determine accusatel

In Figure 24, we can note that the effective start time of etien of otaskor, takes place after the end of execution
of otaskor;, having a higher priority. Indeed even if the activation tdskor, occurs one time unit earlier than that
of otaskory, it does not start executing at that time becausenbis-delay non-preemptiven the one hand, and has a
lower priority on the other hand. Indeed, there are not eh@wgilable time units to execute it before the next activati
of or;. Therefore, an advantage of then-delay non-preemptivenesfsan otask is that it has no impact on the result of
the schedulability of another otask with a higher priority.

With this approach, by forcing some otasks talo®-delay non-preemptiysome preemptions can be avoided, thus
reducing the exact permanent preemption cost for a giveiteld priorities. Figure 25 illustrates this assertion thoe
previous system consisting 6fotasks. In this figure the exact permanent preemption ctistffam 5.83% to 2.50%
according to the choice of prioritie$,. Figure 26 illustrates the curve of response times reldtiveslease times for
each otask.

If the non-delay non-preemptiveneskan otask can in the one hand reduce the exact permanemfer cost
of a system for a given choice of priorities, it may on the othand, make it more important for a different choice
of priorities. This is due to the fact that timn-delay non-preemptivendsas adirect impacton the preemption cost
at a given level but aindirect impacton the overall exact preemption cost. Figure 27 illustréttésassertion for the
previous system consisting dfotasks. The exact permanent preemption cost goesJdrodfi; according to the choice
of priorities S, to 21.67% according to the choice of priorities given By = < t1,t2, t4, t3,t5 >. Figurd 28 illustrates
the response times relative to release times for each avélelving these priorities. Note that the worst responsestim
otaskts is 46 time units instead of6 according to the choice of priorities;.
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12 Conclusion and future work

In this paper, by using the otask model which is based on abedic approach, we have defined the binary scheduling
operationd for the scheduling problem of periodic otask systems. Ttlieduling operation helped us to provide new
schedulability conditions which take into account the éxast due to the occurrence of each preemption for a given
system. Since to the best of our knowledge there is not, énalitire, any optimal algorithm for choosing priorities
when the exact preemption cost is taken into account, we $tam@n the impact of the choice of priorities on both the
schedulability analysis and the schedule for a given systenhave proposed an optimal algorithm calleadsley ™

for assigning priorities to otasks which leads to strongaesdulability conditions than those in the literature. 3éaew
conditions always guarantee a correct behavior of the syateun-time and eliminate the waste of the resource (CPU).
Finally, we have shown the consequence of reducing the nuofbgreemptions of some otasks. Future work will
extend the proposed approach to take into account muligaletime constraints such as precedence, strict pertgdici
latencies, and jitter. On the other hand, we will addresstheduling problem of periodic otask systems when prawiti
are assigned to otasks according to dynamic priority pesicuch as Earliest Deadline First (EDF). Furthermore, by
using thenon-delay non-preemptiveness some otasks, we will seek an optimization algorithm vahginimizes the
exact permanent preemption cost while maximizing the nurabpossible schedules.
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Figure 25: Results fof, = < t4, to, t1,t5,t3 >.
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priovity: Audsley++ t4,t2,t1,t5,t3
system comstraints:

= non preemptive tasks: t3 t4

exact permanent preemption cost: 0.0250
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Figure 26: Response times relative to release times.
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Figure 27: Results fofs = < ty, to, t4,t3,t5 >.
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priority: Audsley++ t1,t2 t4.t3.t5
system comstraints:

= non preemptive tasks: t3 t4

exact permanent preemption cost: 0.2187
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Figure 28: Response times relative to release times.
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