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#### Abstract

The class of the binary generalized Goppa codes is offered. It is shown that the codes of this class are on the Hamming bound constructed for a weighted metric.


## 1 Introduction

It is well-known that the problem of construction of good code for a given channel consists of two parts: a choice of a metric agreed with channel errors and search of a set of vectors with given metric properties as a correcting code. A great number of results of algebraic coding theory are codes for channels whose errors are agreed with the Hamming metric (HM). However, there are channels for which the error probability depends on a codeword position [1-4]. It means that the distribution of errors along codeword length is nonuniform. These channels are described by the model with nonuniform distribution of errors. Moreover, there are channels in which it is necessary to correct all errors from a certain set containing vectors with various configuration and weight [5,6]. The weighted Hamming metric (WHM) is a metric agreed with errors of such channels [7].

The paper presents a class of binary generalized Goppa codes constructed for the weighted Hamming metric (WHM). It is shown that parameters of the proposed class of codes are on the Hamming bound constructed for the WHM.

## 2 Weighted Hamming Metric

Definition 1. [7] The distance between vectors $\boldsymbol{a}=\left(a_{1} a_{2} \ldots a_{n}\right)$ and $\boldsymbol{b}=$ $\left(b_{1} b_{2} \ldots b_{n}\right)$ in the WHM is defined by a function $d_{w H}(\boldsymbol{a}, \boldsymbol{b})$ that is given as

$$
d_{w H}(\boldsymbol{a}, \boldsymbol{b})=\sum_{i=1}^{n} w_{i} \cdot d\left(a_{i}, b_{i}\right),
$$

where $w_{i}>0, d\left(a_{i}, b_{i}\right)=1$, if $a_{i} \neq b_{i}$ and $d\left(a_{i}, b_{i}\right)=0$, if $a_{i}=b_{i}$.
The value $w_{i}$ and vector $\boldsymbol{w}=\left(w_{1}, w_{2}, \ldots, w_{n}\right)$ are called as a position $i$ weight and a vector of weights of positions, respectively.

Definition 2. $A$ set $\boldsymbol{v}=\left\{v_{1}, v_{2}, \ldots, v_{l}\right\}, l \leq n$ consisting of all the different values of vector $\boldsymbol{w}$ components is called as a set of weights of the weighted Hamming metric.

The length of the vector $\boldsymbol{a}$ can be written as $n=n_{1}+n_{2}+\ldots+n_{l}$, where $n_{i}$ is a number of vector $\boldsymbol{a}$ positions with a weight $v_{i}$.

Let us consider a sphere of radius $\tau$ with a center in a vector $\boldsymbol{a}=\left(a_{1} a_{2} \ldots a_{n}\right)$ in a $n$-dimensional binary vector space $V$ with the WHM given in it. It is clear that this sphere contains all the vectors $\boldsymbol{b}=\left(b_{1} b_{2} \ldots b_{n}\right)$, such that

$$
d_{w H}(\boldsymbol{a}, \boldsymbol{b}) \leq \tau
$$

Then the volume of the sphere $W_{n}^{\tau}$ is determined by

$$
W_{n}^{\tau}=\sum_{\left\{\tau_{1}, \ldots, \tau_{l}\right\}: \sum_{i=1}^{l} \tau_{i} v_{i} \leq \tau} \prod_{i=1}^{l}\binom{n_{i}}{\tau_{i}}
$$

The Hamming bound in the WHM can be written in the following way:

$$
M \cdot W_{n}^{\tau} \leq 2^{n}
$$

where $n=n_{1}+n_{2}+\ldots+n_{l}$ is a length of codeword, $M$ is a number of codewords, $d_{w H}$ is a minimum distance of the code in the WHM and $\tau=\left\lfloor\frac{d_{w H}-1}{2}\right\rfloor$.

Definition 3. A binary block code with the length

$$
n=n_{1}+n_{2}+\ldots+n_{l}
$$

and a set of weights $\boldsymbol{v}=\left(v_{1}, v_{2}, \ldots, v_{l}\right)$ is called perfect in the weighted Hamming metric if its parameters are on the Hamming bound:

$$
M \cdot W_{n}^{\tau}=2^{n}
$$

## 3 Special class of binary generalized $\Gamma(L, G)$ codes

Generalized $\Gamma(L, G)$ codes [8] are natural generalization of the classical $\Gamma(L, G)$ codes introduced by V. Goppa [9]. They are determined by a Goppa polynomial $G(x)$ and set of numerators of codeword positions $L$.

In classical $\Gamma(L, G)$ codes, rational fraction functions $f_{i}(x)=\frac{1}{x-\alpha_{i}}, G\left(\alpha_{i}\right) \neq 0$ are elements of the set $L$.

In generalized $\Gamma(L, G)$ codes, rational fraction functions $f_{i}(x)=\frac{\nu_{i}(x)}{u_{i}(x)}$, where $u_{i}(x)$ is a polynomial over $G F\left(2^{m}\right), \operatorname{deg} u_{i}(x)>1$ and $\left(u_{i}(x), G(x)\right)=1$, $\left.\left(u_{i}(x), u_{j}(x)\right)=1, \operatorname{deg} \nu_{i}(x)<\operatorname{deg} u_{i}(x)<\operatorname{deg} G(x),\left(u_{i}(x), \nu_{i}(x)\right)\right)=1$ for all $i, j=1, \ldots, n, i \neq j$ are elements of the set $L$. It should be noted that for binary $\Gamma(L, G)$ codes numerators of functions $f_{i}(x)$ are formal derivatives from denominators for both classical and generalized codes.

In this paper, we consider binary generalized $\Gamma(L, G)$ codes with an irreducible Goppa polynomial $G(x)$ and set $L=\left\{\frac{u_{i}^{\prime}(x)}{u_{i}(x)}\right\}$, where $u_{i}(x)$ is a normalized irreducible polynomial over the field $G F\left(2^{m}\right), \operatorname{deg} u_{i}(x) \leq l$ and $u_{i}^{\prime}(x)$ is a formal derivative of polynomial $u_{i}(x)$. Let us use the following Lemma in order to set the special class of codes that is considered here.

Lemma 1. For any separable polynomial $\varphi(x)=\prod_{i} u_{i}(x)$ with coefficients from $G F\left(2^{m}\right)$ the following relation holds:

$$
\frac{\varphi^{\prime}(x)}{\varphi(x)}=\sum_{i} \frac{u_{i}^{\prime}(x)}{u_{i}(x)}
$$

where $\varphi^{\prime}(x), u_{i}^{\prime}(x)$ are formal derivatives of $\varphi(x)$ and $u_{i}(x)$ respectively.
Now let us give a definition of a generalized binary $\Gamma(L, G)$ - code agreed with the WHM .

Definition 4. [11, 12] The set of all binary vectors

$$
\boldsymbol{a}=\left(a_{1}^{(1)} a_{2}^{(1)} \ldots a_{n_{1}}^{(1)} a_{1}^{(2)} \ldots a_{1}^{(l)} \ldots a_{n_{l}}^{(l)}\right)
$$

of length $n=n_{1}+n_{2}+\ldots+n_{l}$ satisfying relation (1) is called a generalized $\Gamma(L, G)$ code agreed with the WHM with set of weights $v=\left\{r_{1}, r_{2}, \ldots, r_{l}\right\}$.

$$
\begin{equation*}
\sum_{j=1}^{l} \sum_{i=1}^{n_{j}} a_{i}^{(j)} \frac{u_{i}^{(j)^{\prime}}(x)}{u_{i}^{(j)}(x)} \equiv 0 \bmod G(x) \tag{1}
\end{equation*}
$$

where $\operatorname{deg} u_{i}^{(j)}(x)=r_{j} \leq \operatorname{deg} G(x), u_{i}^{(j)}(x)$ are irreducible polynomials of the degree $r_{j}$ with coefficients from $G F\left(2^{m}\right),\left(u_{i}^{(j)}(x), G(x)\right)=1$ for all $j=1, \ldots, l ; i=$ $1, \ldots, n_{j}$, and $G(x)$ is a separable polynomial with coefficients from $G F\left(2^{m}\right)$.

In order to estimate the maximum power of the set $L$ of the binary generalized $\Gamma(L, G)$ codes agreed with the WHM, let us give several statements necessary for providing the main result of this paper.

Theorem 1. [10] The number of normalized polynomials of the degree $l$ irreducible over the field $G F\left(2^{m}\right)$ is determined by the value

$$
I_{2}(l)=\frac{1}{l} \sum_{d \mid l} \mu(d) 2^{m \frac{l}{d}}
$$

where $\mu(d)$ is the Möbius function:

$$
\mu(d)=\left\{\begin{array}{l}
1 \text { if } d=1 ; \\
(-1)^{r} \text { if } d \text { is a product of } r \text { different prime numbers } \\
0 \text { in all other cases. }
\end{array}\right.
$$

It is well-known that the number of unitary separable polynomials of the first degree with coefficients from $G F\left(2^{m}\right)$ is $M_{2^{m}}^{1}=2^{m}$.
Lemma 2. [13]
The number of unitary separable polynomials of the degree $l>1$ with coefficients from the field $G F\left(2^{m}\right)$ is $M_{2^{m}}^{l}=2^{m l}-2^{m(l-1)}$.

Corollary 1. The number of unitary separable polynomials with coefficients from the field $G F\left(2^{m}\right)$ whose degrees do not exceed $l(l>1)$ is equal to

$$
N_{2^{m}}^{l}=\sum_{i=2}^{l}\left(2^{m i}-2^{m(i-1)}\right)+2^{m}=2^{m l}
$$

The following statement can be obtained from Lemma 1 and Corollary 1.
Proposition 1. The number of different rational functions $\frac{f^{\prime}(x)}{f(x)}$, where $1 \leq$ $\operatorname{deg} f(x) \leq l, f^{\prime}(x)$ is a formal derivative of $f(x)$ and $f(x)$ is an unitary separable polynomial with coefficients from $G F\left(2^{m}\right)$, is

$$
V_{2^{m}}^{l}=2^{m l}
$$

## 4 Perfect linear binary codes in the weighted Hamming metric

Let us use definition (4) in order to present a special class of binary generalized $\Gamma(L, G)$ codes. Now, let $l=\tau$, where $\tau$ is a degree of the Goppa polynomial $G(x)$ of the binary generalized $\Gamma(L, G)$ code. In this case all polynomials of the degree up to $\tau$ that are irreducible over $G F\left(2^{m}\right)$ are chosen as denominators for different elements of the set $L$. The length of the generalized binary $\Gamma(L, G)$ code will be equal to $n$ :

$$
n=n_{1}+n_{2}+\ldots+n_{\tau}
$$

where $n_{1}=2^{m}, n_{2}=I_{2^{m}}(2), \ldots, n_{\tau}=I_{2^{m}}(\tau)-1$.
It means that the first $n_{1}$ codeword positions are numerated by all irreducible polynomials of the first degree $u_{i}^{(1)}(x)$. The next $n_{2}$ positions are numerated by all irreducible polynomials of the second degree $u_{i}^{(2)}(x)$ and so on. The last $n_{\tau}$ positions are numerated by all irreducible polynomials $u_{i}^{(\tau)}(x)$ of the degree $\tau$ with the exception of one that was chosen as Goppa polynomial $G(x)$.

Obviously, when presenting generalized $\Gamma(L, G)$ codes in the weighted Hamming metric the weight of the $i$-th code position $w_{i}$ is determined by the degree $r_{i}$ of the polynomial $u_{i}(x)$ used for numbering of this position:

$$
\begin{equation*}
w_{i}=r_{i} \tag{2}
\end{equation*}
$$

Let us determine the number of nonzero binary vectors contained in a sphere of radius $\tau$ provided that we consider the binary generalized $\Gamma(L, G)$ code whose
position numerators are rational functions $\frac{u_{i}^{\prime(j)}(x)}{u_{i}^{(j)}(x)}$, where $u_{i}^{(j)}(x)$ are all the different irreducible polynomials of the degree $r_{(j)} \leq \tau$ with coefficients from $G F\left(2^{m}\right)$ and $G(x)$ is a irreducible polynomial of degree $\tau$ that has not been used for code position numbering. Let $\boldsymbol{e}=\left(e_{1}^{(1)} e_{2}^{(1)} \ldots e_{n_{1}}^{(1)} e_{1}^{(2)} \ldots e_{1}^{(\tau)} \ldots e_{n_{\tau}}^{(\tau)}\right)$ be an error vector and $E(x)$ be a syndrome for this vector.

$$
\begin{equation*}
\sum_{j=1}^{\tau} \sum_{i=1}^{n_{j}} e_{i}^{(j)} \frac{u_{i}^{\prime(j)}(x)}{u_{i}^{(j)}(x)} \equiv E(x) \bmod G(x) \tag{3}
\end{equation*}
$$

Lemma 3. Syndromes for various error vectors

$$
\boldsymbol{e}=\left(e_{1}^{(1)} e_{2}^{(1)} \ldots e_{n_{1}}^{(1)} e_{1}^{(2)} \ldots e_{1}^{(\tau)} \ldots e_{n_{\tau}}^{(\tau)}\right), w t_{w H}(\boldsymbol{e}) \leq \tau
$$

are different.
Proof. We will prove the lemma by contradiction. Assume that we found two different binary vectors

$$
\begin{aligned}
& \boldsymbol{e}=\left(e_{1}^{(1)} e_{2}^{(1)} \ldots e_{n_{1}}^{(1)} e_{1}^{(2)} \ldots e_{1}^{(\tau)} \ldots e_{n_{\tau}}^{(\tau)}\right), w t_{w H}(\boldsymbol{e}) \leq \tau \\
& \widehat{\boldsymbol{e}}=\left(\widehat{e}_{1}^{(1)} \widehat{e}_{2}^{(1)} \ldots \widehat{e}_{n_{1}}^{(1)} \widehat{e}_{1}^{(2)} \ldots \widehat{e}_{1}^{(\tau)} \ldots \widehat{e}_{n_{\tau}}^{(\tau)}\right), w t_{w H}(\widehat{\boldsymbol{e}}) \leq \tau
\end{aligned}
$$

for which the equality

$$
\sum_{j=1}^{\tau} \sum_{i=1}^{n_{j}} e_{i}^{(j)} \frac{u_{i}^{\prime(j)}(x)}{u_{i}^{(j)}(x)} \equiv \sum_{j=1}^{\tau} \sum_{i=1}^{n_{j}} \widehat{e}_{i}^{(j)} \frac{u_{i}^{\prime(j)}(x)}{u_{i}^{(j)}(x)} \equiv E(x) \bmod G(x)
$$

is true. This equality can be rewritten in the following form:

$$
\sum_{j=1}^{\tau} \sum_{i=1}^{n_{j}}\left(e_{i}^{(j)} \oplus \widehat{e}_{i}^{(j)}\right) \frac{u_{i}^{(j)}(x)}{u_{i}^{(j)}(x)} \equiv 0 \bmod G(x)
$$

or

$$
\begin{equation*}
\frac{\varphi_{e+\overparen{e}}^{\prime}(x)}{\varphi_{e+\overparen{e}}(x)} \equiv 0 \bmod G(x), \tag{4}
\end{equation*}
$$

$\operatorname{deg} \varphi_{e+\widehat{e}}^{\prime}(x)<\operatorname{deg} \varphi_{e+\widehat{e}}(x)=w t_{w H}(\boldsymbol{e} \oplus \widehat{\boldsymbol{e}}) \leq 2 \tau$. Polynomial $\varphi_{e+\widehat{e}}^{\prime}(x)$ is the formal derivative in $G F\left(2^{m}\right)$ and therefore it has nonzero coefficients only at even powers of $x$. It means that it can be represented as a square of some polynomial $\psi_{e+\overparen{e}}(x)$ :

$$
\varphi_{e+\widehat{e}}^{\prime}(x)=\left(\psi_{e+\widehat{e}}(x)\right)^{2} ; \operatorname{deg} \psi_{e+\widehat{e}}(x)<\tau .
$$

Hence we can rewrite equation (4) in the following form:

$$
\frac{\left(\psi_{e+\widehat{e}}(x)\right)^{2}}{\varphi_{e+\overparen{e}}(x)} \equiv 0 \bmod G(x)
$$

To make this equality true, it is necessary to obtain $\psi_{e+\widehat{e}}(x) \equiv 0 \bmod G(x)$, but it is impossible because $\psi_{e+\widehat{e}}(x) \neq 0$ and $\operatorname{deg} \psi_{e+\widehat{e}}(x)<\tau=\operatorname{deg} G(x)$.

Since the total number of different nonzero polynomials $E(x)$, $\operatorname{deg} E(x)<\tau$ with coefficients from $G F\left(2^{m}\right)$ is equal to $2^{m \tau}-1$, and it is equal to the number of different binary vectors $\boldsymbol{e}, 0<w t_{w H}(\boldsymbol{e}) \leq \tau$ defined by the lemma condition then it follows that for any such vector $\boldsymbol{e}$ there exists an unique polynomial $E(x)$ satisfying equation (3).

Corollary 2. In the weighted Hamming metric, in the sphere of radius $\tau$ the number of vectors
$\boldsymbol{e}=\left(e_{1}^{(1)} e_{2}^{(1)} \ldots e_{n_{1}}^{(1)} e_{1}^{(2)} \ldots e_{1}^{(\tau)} \ldots e_{n_{\tau}}^{(\tau)}\right)$, with the length $n=n_{1}+n_{2}+\ldots+n_{\tau}$, where $n_{1}=2^{m}, n_{2}=I_{2^{m}}(2), \ldots, n_{\tau}=I_{2^{m}}(\tau)-1$ and $v_{1}=1, v_{2}=2, \ldots, v_{\tau}=$ $\tau$ is equal to

$$
W_{n}^{\tau}=2^{m \tau}
$$

The following statement can be stated by using Corollary 2 and Lemma 1,.
Theorem 2. Binary generalized $\Gamma(L, G)$ codes with the Goppa polynomial $G(x)$ $\left(G(x)\right.$ is an irreducible polynomial with coefficients from $G F\left(2^{m}\right)$ whose degree is equal to $\tau$ ) and the set $L$

$$
L=\left\{\frac{u_{i}^{(j)^{\prime}}(x)}{u_{i}^{(j)}(x)}\right\}_{i=1, \ldots, n_{j} ; j=1, \ldots, \tau} \quad \begin{aligned}
& \text { of degree } j \text { with coefficients from } G F\left(2^{m}\right) \\
& \\
& \text { and } G(x) \neq u_{i}^{(\tau)}(x) \text { for all } i,
\end{aligned}
$$

are the perfect codes in the WHM, i.e., their parameters are on the Hamming bound:

$$
2^{k} \cdot W_{n}^{\tau}=2^{n}
$$

where $n=\sum_{j=1}^{\tau} n_{j}$ is the codeword length, $k$ is the dimension of the code and $W_{n}^{\tau}$ is the number of vectors with length $n$ in a sphere of radius $\tau$ in the WHM.

We can obtain the following Corollary from this theorem and Lemma 3.
Corollary 3. Binary generalized $\Gamma(L, G)$ code perfect in the WHM has the minimum distance $d_{\omega H}=2 \tau+1$. It can correct any $t \leq \sum_{j=1}^{\tau} t_{j}$ errors, where $\sum_{j=1}^{\tau} j t_{j} \leq \tau$ and $t_{j}$ is the number of errors on the $n_{j}$ positions of the codeword.

Remark 1. Note that the binary generalized $\Gamma(L, G)$ codes perfect in the WHM can be decoded as generalized $\Gamma(L, G)$ codes. They are decoded by any of the algorithms used for alternant codes, for instance, such as the Euclidian algorithm [10].

## 5 Code example

Let us consider a logical net similar to that given in [6] whose design is shown in Figure 1. There are $n$ inputs $x_{1}, x_{2}, \ldots, x_{n}$ and 9 outputs $y_{1}, y_{2}, \ldots, y_{9}$. Let us take that only one unit of the net can function erroneously at every time moment [6]. The faulty operation of unit $B_{1}$ leads to an error in output signals $y_{1}$ and $y_{2}$ so that the corresponding error vector is equal to $e_{1}=(110000000)$. An error in unit $B_{2}$ leads to errors in output signals $y_{1}$ and $y_{3}$ and the error vector $e_{2}=(101000000)$. Errors in other units will lead to similar results. For instance, an error in unit $B_{7}$ gives an error in signal $y_{1}$ and the error vector will be $e_{7}=(100000000)$. Thus, the set of possible error vectors is

$$
\begin{align*}
F= & \left\{e_{1}, e_{2}, \ldots, e_{15}\right\} \\
= & \{(110000000),(101000000),(100100000),(011000000),(010100000), \\
& (001100000),(100000000),(010000000),(001000000),(000100000),  \tag{5}\\
& (000010000),(000001000),(000000100),(000000010),(000000001)\}
\end{align*}
$$

Let us construct a code correcting the total set of error vectors (5) for the logical net. We choose the generalized binary $(L, G)$ code with $n_{1}=4, n_{2}=$ $5, k=5, d_{w H}=5$ that is perfect in the WHM. (It is clear that this code is on the upper bound for linear codes [14]). Any polynomial of the second degree irreducible over $G F\left(2^{2}\right)$ with coefficients from the same field can be chosen as a Goppa polynomial for this code. The total number of such polynomials of the second degree is equal to $\frac{\left(2^{2}\right)^{2}-2^{2}}{2}=6$. One of these polynomials is used as the Goppa polynomial $G(x)$, whereas the rest polynomials form denominators of elements of the set $L$. Besides, four rational functions with denominators of the first degree $\left\{\frac{1}{x-1}, \frac{1}{x-\alpha}, \frac{1}{x-\alpha^{2}}, \frac{1}{x}\right\}$ are used in the set $L$, where $\alpha$ is a primary element of $G F\left(2^{2}\right)$. Let us find the number of vectors in the sphere of radius 2

| $n_{1}=4$ | $n_{2}=5$ | $n=9$ |
| :---: | :---: | :---: |
| $v_{1}=1$ | $v_{2}=2$ |  |
| $t_{1}$ | $t_{2}$ | $t=t_{1}+t_{2}$ |
| 0 | $\leq 1$ | $\leq 1$ |
| $\leq 2$ | 0 | $\leq 2$ |

Table 1. Binary generalized $\Gamma(L, G)$ code with ( $n_{1}=4, n_{2}=5, k=5, d_{w H}=5$ )
in the weighted Hamming metric for this code:

$$
1+\binom{1}{4}+\binom{2}{4}+\binom{1}{5}=1+4+6+5=16=2^{4}
$$

The number of codewords of this code is equal to $2^{5}$. Since the spheres of radius 2 whose centers are in any two codewords of such code do not intersect, then


Fig. 1. Logical net
the total number of vectors in such nonintersecting spheres is

$$
2^{5} \cdot 2^{4}=2^{9}
$$

which corresponds to the total number of various binary vectors of length 9 .
Table 5 shows all known binary generalized $\Gamma(L, G)$ codes perfect in the WHM with the length less than 1500 .

## 6 Notes and comments

In conclusion, it should be noted that the above considered codes are similar to the binary Hamming codes for the HM. The open problem is the existence of perfect codes in the WHM that are similar to non-binary Hamming codes and the Golay codes.

| $n_{1}$ | $n_{2}$ | $n_{3}$ | $n_{4}$ | $n_{5}$ | $n_{6}$ | $n_{7}$ | $n_{8}$ | $n_{9}$ | $n_{10}$ | $n_{11}$ | $n_{12}$ | $n_{13}$ | $n$ | $k$ | $d_{\omega H}$ | d | $d_{U b}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | 1 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 4 | 1 | 7 | 4 | 4 |
| 2 | 1 | 2 | 2 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 7 | 3 | 9 | 3 | 4 |
| 2 | 1 | 2 | 3 | 5 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 13 | 8 | 11 | 3 | 4 |
| 2 | 1 | 2 | 3 | 6 | 8 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 22 | 16 | 13 | 3 | 4 |
| 2 | 1 | 2 | 3 | 6 | 9 | 17 | 0 | 0 | 0 | 0 | 0 | 0 | 40 | 33 | 15 | 3 | 4 |
| 2 | 1 | 2 | 3 | 6 | 9 | 18 | 29 | 0 | 0 | 0 | 0 | 0 | 70 | 62 | 17 | 3 | 4 |
| 2 | 1 | 2 | 3 | 6 | 9 | 18 | 30 | 55 | 0 | 0 | 0 | 0 | 126 | 117 | 19 | 3 | 4 |
| 2 | 1 | 2 | 3 | 6 | 9 | 18 | 30 | 56 | 98 | 0 | 0 | 0 | 225 | 215 | 21 | 3 | 4 |
| 2 | 1 | 2 | 3 | 6 | 9 | 18 | 30 | 56 | 99 | 185 | 0 | 0 | 411 | 400 | 23 | 3 | - |
| 2 | 1 | 2 | 3 | 6 | 9 | 18 | 30 | 56 | 99 | 186 | 334 | 0 | 746 | 734 | 25 | 3 | - |
| 2 | 1 | 2 | 3 | 6 | 9 | 18 | 30 | 56 | 99 | 186 | 335 | 629 | 1376 | 1363 | 27 | 3 | - |
| 4 | 5 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 9 | 5 | 5 | 3 | 3 |
| 4 | 6 | 19 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 29 | 23 | 7 | 3 | 4 |
| 4 | 6 | 20 | 59 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 89 | 81 | 9 | 3 | 4 |
| 4 | 6 | 20 | 60 | 203 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 293 | 283 | 11 | 3 | - |
| 4 | 6 | 20 | 60 | 204 | 669 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 963 | 951 | 13 | 3 | - |
| 8 | 27 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 35 | 29 | 5 | 3 | 3 |
| 8 | 28 | 167 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 203 | 194 | 7 | 3 | 4 |
| 8 8 | 28 | 168 | 1007 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1211 | 1199 | 9 | 3 | - |
| 16 | 119 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 135 | 127 | 5 | 3 | 3 |
| 16 | 120 | 1359 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1495 | 1483 | 7 | 3 | - |
| 32 | 495 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 527 | 517 | 5 | 3 | - |

Table 2. All known binary generalized $\Gamma(L, G)$ codes with the length less than 1500 perfect in the WHM. Positions weights are equal to $v_{i}=i$ on length $n_{i}, d$ is the minimum distance in the HM, $d_{U b}$ is the upper bound for a minimum distance of the linear binary $(n, k, d)$ code in HM [14].

## References

1. Litwin,L., Pugel, M.: The Principles of OFDM. RF. Design, pp.30-48, Jan.(2001)
2. Chou, W., Neifeld, M.: Interleaving and error correction in volume holographic memory systems. Appl. Opt., vol. 37, 6951-6968 (1998)
3. Sehlstedt, M., LeBlanc, J.P.: Nonuniform Bit-Energy Distribution in Wireless Video Frames. Second Finnish Wireless Communications Workshop, pp.13-18, Tampere, Finland, Oct.(2001)
4. Hossein, P.N., Nazanin, R., Faramarz, F.: Nonuniform Error Correcting Using LowDensity Parity-Check Codes. IEEE Trans. Inform. Theory, vol.51, no.7, 292-295 (2005)
5. Park, J., Moon, J.: Error-Pattern-Correcting Cyclic Codes Tailored to a Prescribed Set of Error Cluster Patterns. IEEE Transactions on Information Theory. vol.55, no. 4, 1747-1765 (2009)
6. Deza, M., Karpovsky, M.G., Milman, V.S.: Codes Correcting an Arbitrary Sets of Errors. Revue de Cethedec, 66 (1981)
7. Deza, M., Deza, E.: Encyclopedia of Distances. Springer-Verlag Berlin Heidelberg (2009)
8. Shekhunova, N.A., Mironchikov, E.T.: Cyclic $(L, G)$-codes. Probl. Inform.Transm., vol.17, no.2, 3-9 (1981)
9. Goppa, V.D.: A new class of linear error correcting codes, Probl. Inform.Transm. vol.6, no.3, 24-30 (1970)
10. MacWilliams, F.J., Sloane, N.J.A.: The Theory of Error-Correcting Codes. Amsterdam, Netherlands, North-Holland (1977)
11. Bezzateev, S.V., Shekhunova, N.A.: Generalized Goppa codes for correcting localized errors. In: IEEE International Symposium on Information Theory, p.377. Boston, USA (1998)
12. Bezzateev, S.V., Shekhunova, N.A.: One generalization of Goppa codes. In: IEEE International Symposium on Information Theory, p.299. Ulm, Germany (1997)
13. Carlitz,L.: The arithmetic of polynomials in a Galois field. Amer. J. Math. 54, 39-50 (1932)
14. Grassl, M.: Tables of linear Codes and Quantum Codes, http://www.codetables.de/
