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Component-trees and multivalued images—~Part I:
Structural properties

Nicolas Passat, Benoit Naegel

Abstract—Component-trees model the structure of grey-level
images by considering their binary level-sets obtained frm
successive thresholdings. They also enable to define antitensive
filtering procedures for such images. We generalise the nain
of component-tree, and its associated filtering framework,to
deal with any (grey-level or multivalued) images. This workis
divided in two articles. In this first article, we define a new
data structure, the component-graph, which extends the notion
of component-tree to images taking their values in any (paially
or totally) ordered set. The component-graphs are declinedn
three variants, of increasing richness and size, whose strtural
properties are studied. In the second article [1], the standrd
filtering framework based on component-trees is generaliske
to component-graphs, thus relaxing the constraints linkedto
total orderings on image values. Some application examplesme
also proposed in this second article, illustrating the potetial
usefulness of component-graphs in the field of multivaluedmage
processing.

Index Terms—Mathematical morphology, component-tree,
multivalued images, anti-extensive filtering, componengraph.

I. INTRODUCTION

declined in three variants of increasing richness and size.
There structural properties are studied, in particular exnd
various hypotheses related to frequent image value spaces.
In the second article [1], the classical filtering framework
based on component-trees, and thus devoted to grey-level
images, is generalised to component-graphs, thus relaxing
the constraints linked to total orderings on image values.
In particular, the non-trivial issue of post-filtering imag
reconstruction is discussed. Some application examples ar
also proposed in this second article, illustrating the ptigé
usefulness of component-graphs in the field of multivalued
image processing.

Th present article is organised as follows. Section Il de-
scribes the context of this work. Section Il provides usefu
notations. Section IV gives a formal definition of the classi
cal notion of component-tree. Sections V-VII constitute th
contribution of the article. Section V defines the notion of
component-graph. Section VI establishes the structumnésli
between different variants of this notion. Section VII sagd
the influence of specific image value spaces, leading to-struc

HE component-tree is a data structure which modeigral simplifications. Section VIII summarises the prirafip
some characteristics of grey-level images by consideripgoperties of component-graphs. Section IX concludes the

their binary level-sets obtained from successive thrathgl
operations. Component-trees are particularly well-suiter

the design of methods devoted to process or analyse grey- 0

article.

. RELATED WORKS

level images, based on hypotheses related to the topology

(connectedness) and the specific intensity (local extresha)A- Component-trees

structures of interest. Based on these properties, conrmpone Initially proposed in the field of statistics [4], [5], the
trees have been involved in several image processing applicomponent-tree (also known as dendrone [6], [7], confingmen

tions, especially for filtering and segmentation.

tree [8] or max-tree [9]) has been (re)defined in the frame-

The success of component-trees in the field of grey-lewgbrk of mathematical morphology (see.g, [10]-Chapter 7,
image processing, together with the increasing need foli-apwr [11]) and involved in the development of morphological

cations involving multivalued images, justify their exsim

operators [12], [9].

to the case of such images, which do not take their values inFrom a methodological point of view, some efforts have

totally ordered sets, but in any (partially or totally) ordd

been conducted to enable the efficient computation of

ones. In particular, this work takes place in the contexthef t component-trees [9], [13], [14]. From an applicative paifit

extension of mathematical morphology to multivalued insgeview, component-trees have been involved in the developmen
After a preliminary study of the relations betweerof several image processing and analysis techniques. Most o

component-trees and multivalued images from a methodolagem are devoted to filtering or segmentation [9], [15], [16]

ical point of view [2], a generalisation of component-trées [17], [18]. Other applications have also been considered, f

such images has been initiated in [3]. The present work, lwhithstance, image registration [8], [19], image retrievaD][2

develops this framework, is divided in two articles. In thi$21], image classification [22], interactive visualisatif23],

first article, we define a new data structure, tt@mponent- multithresholding [24] or document binarisation [25].

graph which extends the notion of component-tree to imagesin the field of filtering and segmentation, the proposed

taking values in any ordered set. The component-graphs atethods have been designed to detect some structures of

Nicolas Passat and Benoit Naegel are with the Universié Stras-
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interest by using information modelled by attributes [12F],
and stored at each node of the tree. These attributes arerchos
according to hypotheses related to the applicative contédne
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subtree obtained by pruning the component-tree of the imageFor any symbol further used to denote an order relation (
with respect to these attributes, can then be used to reocehst<, <, etc.), the inverse symboX( >, >, etc.) denotes the

a binary (segmentation) or grey-level (filtering) result. associated dual order, while the symbol without lower kar (
<, <, etc.) denotes the associated strict order.
B. Mathematical morphology and multivalued images The Hasse diagram of an ordered &t <) is the couple

Mathematical morphology has been first defined on bina K> <) where< is the cover relation associated4q defined

. all Xb iff and there is n X
images, and then on grey-level ones (see [10] for a recen{ ©Y € yr=ymz<y o<
Such thatr < z < y.

state of the art on mathematical morphology). Its extension )
. . b gy)_ . If (X,<) is an ordered set and € X, we notez! =
to multivalued €.g, colour, multispectral, label) images is an

1
important task, motivated by potential applications in tiple Weax|y>apands ={y €|y < a}, namely the

areas. Several contributions have been devoted to this%ftspecie té ());tTﬁeEISeeTg?SIIgtrheeatr?w;ii?gallo ;vne(; tﬁﬁ:’;?nsaﬂegltévn?ghg of

purpose (a whole state of the art is beyond the scope of tr}%sare notedV< Y and Ag ¥, respectively. The supremum

article; seeg.g, [27] for a recent survey). L P
In general, the spaces in which such images take thgf?d th<e infimum (_)fY are no_ted (when they existy™ Y
d A Y, respectively (we will notd J and( for \/= and

values are not canonically equipped with total orders : i D
y equipp ( <, respectively). The maximum and the minimumofare

opposition to the case of grey-level images), but with pérti s < X i
ones. Several strategies have been considered to deal Wifpied (When they existy™ Y and A\ Y', respectively. IfY" is

this issue. Except in few works (see.g, [28]), they intend defined agz | p(x)}, we will sometimes notdy 5, « instead
to split these value spaces into several totally ordereds or@ Y= Y'; the same remark holds fok S, VS, AS, U, N, LI-
(marginal processing), or to defire hoctotal order relations
on them (vectorial processing), with several variants [P20],
[31], [32], [33]. These approaches present the advantage of
embedding multivalued images into simpler frameworks Whica. Connectivity
authorise to process them similarly to grey-level onesbéng
in particular to reduce the algorithmic complexity indudsd
partially ordered sets. Unfortunately, they also potdiytisias
the information intrinsically carried by these —more coexl
but richer— partially ordered value spaces.

In the present work, we deal with the general casanf
(partially or totally) ordered value space without atteimgt

IV. COMPONENTFTREES

Intuitively (and informally), the notion otonnectivityon
a set() allows to decide whether it is possible to go from
a point (or a subset) of2 to another one while always
remaining in Q. If this property is verified, we say that
Q is connected Several (similar, and sometimes equivalent
[36]) ways can be considered to define connectivity: from the

to modify the order, then providing a contribution to thétand"’lrd notions of topology [37], [38]; from the notions of

extension of mathematical morphology to multivalued irrﬁ—:tgeljmhS in digital/discrete spaces [39], [40], [41]; or even b

and more especially to the one of connected filtering (se® a@orphological definitions of connectivity [42], [43], [441.7].

Vi i iqn- 9%
[34], [35] for other recent contributions on this topic). QA connectivity on2 can be defined by a functigh: 2% —
2% which provides, for anyX' C () the set of all the connected

sets included inX. The maximal elements of the ordered set
(C(X), C) are called the connected components¥ofand the

The inclusion (resp. strict inclusion) relation on setsa$el et of all the connected Components)éf(namelyvg C(X))
C (resp.C). The power set of a se¥ is noted2¥. If P C 2% g notedC[X].

is a partition of X', we write X = | |P.

A function F' from a setX to a setY is notedF" : X — Y,
and the set of all the functions frod to Y is notedY *. If , "
X' C X andY’ C Y, we noteF(X') = {F(z) | = € X} (P1) If X C Q, then the set[X] is a partition ofX. _
and F-1(Y") = {x € X | F(z) € Y'}. If Fis a bijection, (P2) If Xcycq, then for anyA € C[X], there exists a
we also noteF~! : Y — X its associated inverse function. unique5 € C[Y] such thatd C B.

Let ~ be a (binary) relation on a séf. The restriction of (P3) FXCY C O, AeC[Y]andAC X, thenA € C[X].
~ to a subset” C X, will generally still be noted~ (except Broadly speaking, Property (P1) guarantees the complete-
if a new notation is introduced). ness and non-redundancy of the decompositionXofinto

We say that~ is an equivalence relation it is reflexive, connected components; Property (P2) guarantees the -hierar
transitive and symmetric. For any € X, the equivalence chical organisation of connected components in the powter se
class ofz with respect to~ is noted[z] .. The set of all these lattice of 2; and Property (P3) guarantees the persistence of
equivalence classes is notégd/ ~. connected components in this lattice.

We say that~ is an order relation (and thatX, ~) is an In the sequel, we consider any connectivity @n(verify-
ordered set) if~ is reflexive, transitive and antisymmetric.ing, in particular, Properties (P1)—(P3)), provided tfiatis
Moreover, we say that is a total (resp. partial) order relationconnected for this connectivity.¢., C[Q2] = {Q2}).

(and that(X, ~) is a totally (resp. partially) ordered set), if In the illustrations of Sections IV-VII, the set@ will
~ is total (resp. partial)ife., if Yo,y € X, (x ~y)V (y ~2) be finite subsets oR? equipped with the usual arc-based
(resp. if 3z, y € X, (x A y) A (y A x))). connectivity.

IIl. NOTATIONS

In the present work, we are mainly interested by the
following three properties of connectivity:
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B. Images

Let 2 be a nonempty finite set. L& be a nonempty finite
set equipped with an order relatiah. We assume that/, <)
admits a minimum, noted.. An imageis a function/ : Q —
V. The sets2 and V' are called thesupportand thevalue
spaceof I, respectively. For any: € Q, I(x) € V is the
value of I at z. Without loss of generality, we assume that
I7Y{L}) #0.1f (V,<) is a totally (resp. partially) ordered
set, we say thaf is agrey-level(resp. amultivalued image

Let X C Q andwv € V. The thresholding function, is
defined by

P

I = {reQ|I@) >0} D @rnm  @uD @@ OO @M
The cylinder functionCx ., is defined by Fig. 1. (a) A grey-level imagé : Q — V with Q C R2, andV = [0,4] C
Z (from 0, in black, to4, in white), equipped with the standard order relation
C(X vy Q —- Vv on Z. (c—g) Thresholded images, (1) C 2 (in white) for v varying from0
’ v ifreX (2) to 4. (b) The component-tre& of 1. The letters (A—P) in nodes correspond
T . to the associated connected components (c—g).
{ 1 otherwise

An image : Q — V can be decomposed into cylinder

functions induced from thresholding operations and, sytpameyjinder function, and in particular to the value paramiatag

rically, I can be reconstructed by composition of these cylindghjs function. More formally, based on Formula (3), we have

functions, as -

< < =
I=Y Y  Cixw A3) I="Y Cixmxy ()
VeV X€eC[Ay ()] Xev

The selection of subsets @ (generally based oad hoc
criteria) in component-tree$ can be used to develop (anti-
(F<G) & (Vo€ V,F(z) < G(x)) (4) extensive) filtering procedures [9], [15]. When performing

such procedures, the resulting image Q2 — V induced by

We note¥ the set of all the connected components obtainaid C ¥ can be defined by substitutin@ to ¥ in Formula (7).

from all the thresholdings of.

where < is the order relation oiv** defined by

D. Purpose
v = ch()] ) P o .
eV We propose to extend the concepts defined in Section IV-C
to the case of multivalued images. In order to do so, it is
C. Component-trees necessary.

(1) to define a data structure generalising the notion of
component-tree to such images; and
(i) to generalise the associated filtering framework accord-
ingly.
The item(i) is considered in Sections V-VII. The itefi)
is developed in [1].

In the sequel of this section, we assume tfdt<) is a
totally ordered set. It derives from Properties (P1), (P2) a
from the totality of< that for anyX € ¥, (X', C) is a totally
ordered set. Moreover, since we also h&ve- Yg X1, the
Hasse diagran® of (¥, C) has a tree structure (of roét).
This Hasse diagram is called tkemponent-treef 1.

An example of component-tree is shown in Fig. 1. It illus-

trates the fact thak’ € ¥ can correspond to several connected V. COMPONENFGRAPHS

components in distinct thresholded images(/) € Q for In this section, we assume that the relation ordeon
successive values e V. can be either partial or total.

This remark implies thafX € V¥ is intrinsically associated
in T to a valuem(X) defined by A. Valued connected components

< < In Formula (3), any cylinder functio@ x . is generated

m(X) = Y{U | X e C\(D)]} = A I(z) (6) by a couple(X,v) where X € C[\,(I)] is a connected
zeX component of the thresholded imagg(/) C 2 of I at value

which is actually the maximal value df which generates V- N the sequellX, v) is galledvalued connected component

this connected component by thresholding/ofnote that the We define the se(—)_ € 2% x V of all the valued connected

second equality in Formula (6) derives from Property (P3)‘}.Omloonents of an image: @ — V as

This definition ofm (X)) is justified by the reconstruction df o= U ClAo(I)] x {v} (8)

from its component-tree. Indeed, eakhe U is associated to a eV
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From the order relationr< defined onV, and the inclusion  An example of component-graph is illustrated in Fig. 2.
relation C on 2, we can define the order relatien on © as From Formula (3), the reconstruction éffrom its valued

follows connected components is given by
(Xl C XQ) V <
X < (X & 9
( 151)1) = ( 251)2) { ((Xl _ Xg) A (,U2 < Ul)) ( ) I = Y Ck (17)
This order relation on the valued connected components can Ke®

be seen as the analogue of the (order) inclusion relatiohen t
connected components. In particular, it verifies the folfayv
properties. Let( X5, v1), (X2, v2) € ©. Then we have

V1. GENERAL REMARKS ON THE STRUCTURE OF
COMPONENFGRAPHS

In this section, we study some links existing between the
(X1iNXy #D)A(v2 <v1)) = (X1 € X2)  (10) different structures of©-component-graphs and the Hasse

(X1,v1) 9 (X2,v2)) = (v1 £ v2) (11) diagram(V, <) of (V,<).

In first approximation, theomponent-grapk$ of an image The ©-component-graph of : © — 4 locally inherits
I:Q — V is the Hasse diagram of the ordered @t <). from the structuqre of(V, <). More preuselyz for- any leave
However, three variants of component-graphs can releyanff = (X, v) € A’l@)y the ordered setk", <) is “similar” to
be considered by defining two additional subset® c © the ordered setv*, <).

of valued connected components (the usefulness of whidgh wil This similarity is first expressed by the fact that each value
be justified in the sequel) connected component df ' can be associated to a unique

value ofv! andvice versa

< g .
. = Property 1: Let K € A= ©. The function
&= |J{x)x Viv| X echm]} (12) perty .

Xev c : KT —

(Y,u) — u (18)

d={@ uje'coll=Y @)

is a bijection betweed " andv'.
Keeor

_ Proof: The fact thato((Y,u)) € v! for any (Y,u) € K
Broadly speaking© gathers all the valued connected comgerives from the fact thak’ € A~ © (this is generally not true
ponents induced by; © gathers the valued connected comgiherwise). The injectivity and surjectivity of then derive
ponents of maximal values for a any connected componenjgm Properties (P1) and (P2). m
and © gathers the valued connected components associategtis similarity is also expressed by the fact that the refati
to cylinders functions which are sup/max-generator$ ¢§ee petween two values af! is preserved between their associated

Formula (3)). . ) _ ~ valued connected componentsi .
We note« (resp.«, resp.«) the cover relation associated property 2: Let K € A= ©. The functionoe ! : v! — K

to the order relatiord on © (resp. the restriction of? to ©, induces a homomorphism betweént, >) and (KT, <): for
resp. the restriction ofl to ©). From these definitions, we any i, = 5=1(vy), Ky = 0~ (v3) € KT, we have B
derive that ) .
bcoce (14) (v1 2 v2) = (K1 4 K3) (19)
and Proof: The result derives from Property (P2). |
“ “ 4 In general, this homomorphism is not an isomorphism.
Vo AN A In particular, it is possible thatX;,v;) < (X2,v2) while
= = =(Q, L 15 ’ ’
Y@ Y@ Y@ (@, 1) (15) vo & wp. This property derives from the definition ofl
< < < . . . . S
N X N (Formula (9)), in whichC is considered prioritarily to<.
A © = A@ = A@ (16) From a theoretical point of view, the ordered $éf', <)

We then have the following definition for the three variant$§ then richer than(v', <). (In other words, the cardinality
of component-graphs. of < is higher than the cardinality o£.) However, from a

Definition 1 (Component-graph(s)k:et 7 : @ — V be an practical point of view( KT, «) is (most of the time) less rich
image. TheO- (resp. ©-, resp.©-)component-graphof 7 is than(v', <). .
the Hasse diagran® = (O, <) (resp.& = (O, <), resp.  Property 3:Let K € A~ ©. Letv,v; € vl and K, =
& = (6, ) of the ordered seO, <) (resp.(©, <), resp. ¢ (v1), Kz =0"}(v2) € K. Let us suppose that; < K>
(©,9)). For the sake of concision, the terf-component- While vz & v1. Letvs € vt and K3 = o7 '(v3) € KT. We
graph and the notatiods = (©, <) will sometimes be used have
for the three kinds of gomponent-graphs. The element® of (v3 < v1) = ((v3 < v3) = K, # K3) (20)
are calledo-nodes(or simply node3; the elements ofq are
called ©-edges(or simply the edgey; (2, L) is called the (v2 < vs) = (1 < v3) = K3 A Ko) (21)
root; the elements ofAﬁ O are called thdeavesof the ©- Proof: If v3 < wvy,v2, we havevs < w1,ve and then
component-graph. K, Ko < K3. By hypothesis, we then hav§; < Ky < K.
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by comparison to(v!, <), thus reducing the size of the
associated data structure. This phenomenon is exemplified i
Fig. 2(a,b,m).

B. Links betweeri®, «) and (0, <)

The nodes of(©, 4) which are preserved irf©, «) are

(@1 (b) (V, =) . ‘ :
those which are maximal elements with respecttofor a
given connected component (see Formula (12)).
Let ~; be the equivalence relation & defined by
(X1,01) ~5 (X2,0v2)) & (X1 = X2) (22)
(©) Xa(I (d) A (1 (&) Ae(d) ® Aall (@ Ae(D)

(These relations gathers in their equivalence classesalled
connected components which correspond to similar condecte
° components.) Note that for any equivalence clgss. ,, we

. . H have[K]., = VS'[K]NQ. Broadly speaking, any set of nodes
@ [K]~, of (0, «) leads to a set of nodd#(].., of (©, <.

(h) Ap(I) (i) Ag(I) G) (I (k) Xi(1) I (1) The links between the edges @, «) and those o(é), <)

are characterised as follows.

Property 4: Let [K1].,, [K2]~, be two distinct equivalence

classes of-; Then the foIIowmg two assertions are equivalent

K] € [Kiln,, Kj € Ko, K7 <4 K (23)
VKil € [Kl]Né?Ké/ S [KQ]NQWK{I 4 Ké/ (24)

Proof: The equivalence between Formulae (23) and (24)

derives from the non-existence d&f € V¥ such thatX; C
X C X5, with Ky = (X1,7)1), Ky = (XQ,UQ). ]

Broadly speaking, all the edges between two nodes of
(0, 4) associated to a same connected component disappear
in (9,4), while any edge between two nodes (9, «)
associated to distinct connected components leads to edges
between all pairs nodes @b, «) respectively associated to
Fig. 2. (a) A multivalued imagd : Q@ — V with Q C R?, andV = these two distinct connected components. These links legtwe

{a,b,¢,d, e, f,g,h,i,j}. (b) The Hasse diagram of the ordered §€1<).  ©- and ©-component-trees are exemplified in Fig. 2(m,n).
For the sake of readability, each value ©f is associated to an arbitrary

colour. The (Hasse diagrams of the) ordered $gts <), (i!, <), (j}, <) In this exam_ple, for an)K € 0, we havelK]., = {K}
are identified by the closed green, cyan and orange curvesectvely. (c-I) However, this is not true in general. Nevertheless, sinee th

Thresholded image3., (1) for v € V. (m) The ©-component-graphs of. existence of an edge betweah and K in (@7 i) implies the

For any one of the four leaves € Aﬁ‘ O, the (Hasse diagram of the) ordered . L ,
set (KT, <) is identified by a closed curve of colour corresponding to th@X'StenCe of a similar edge between dﬁy andK in [Kl]

value o(K). The comparison betwee? these four curves and the three$ur\and [K2]~,, respectively, we can unamblguously extend the
of (b) illustrates the “flattening” of K, <) by comparison too(K), ) N

(see Property 3). (n) Th&-component-graph of. The nodes |, J, K, relation <1 (and therN) from © to 9/ 6 as follows

and S, in® are associated to the sets of nod&s 1}, {E, J}, {F, K}, {G

H,L}, {O, R} and{M, N, Q, S} in &, respectively (see Property 4). (0) The ([K1]~é < [KQ]NH-) < (Kl g KQ) (25)
©-component-graph of. The nodes C and J, which are surrounded{Ky
L} and{R, S}, respectively, belong t® but not to® (see Property 6). The
letters (A-S) in nodes correspond to the associated cogthezimponents

(m) & n & (0) &

This enables to monB, <) in a more compact fashion, by

(c). considering its equivalences classes+grinstead of its nodes.
This model is, moreover, directly linked b, as illustrated in
Fig. 3.

Property 5: Be considering the bijection betweefa/m

By definition of « it comesk; A Ks, and Formula (20) and ¥ which associates any equivalence clgss, v)]., of
holds. The same reasoning can be applied for Formula (2;L) to X,

[ |
Broadly speaking, the appearance of one edgékin, <) (G/Né, <) is isomorphic to(¥, C). (26)
results in the disappearancefoédges k € N), by comparison
to the edges ofv!, <). In particular, the different parts of Proof: Formula (26) derives from the definitions efand

(0, <) located “above” each leaf, will often be “flattened”~,. [ |
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nodes of® depends on the non-existence (resp. existence) of
a sequence of a transitive path composed of successive
edges between these nodes.

VII. ABOUT THE INFLUENCE OF(V, <) ON
COMPONENTFGRAPHS

In this section, we study how certain order relations
®) (6,9 (© 8/~ < defined onV influence the structural properties of the

component-graphs. In particular, we consider (from theemor
general to the more specific) three kinds of ordered sets, fre
guent in image applications: (lower-piecewise) latti¢tsyer-
piecewise) totally ordered sets, and totally ordered sets.

@ Xa(l) O A1) (@ MU
A. (V,<) is a (lower-piecewise) lattice

An ordered sef X, <) is a upper- (resp. lower-)semilattice
if for any z,y € X, Vg{%y} (also notedz V< y) (resp.
/\g{m,y} (also notedr AS y)) exists. It is a lattice if it is

@) (V, <) both a upper- and a lower-semilattice.
’ () And RS 0 A (D) An ordered sef{ X, <) is a upper- (resp.lower-)piecewise

Fig. 3. (a) A multivalued imagel : Q@ — V with Q@ C R2, and lattice if for anyr € X, the ordered SE(T:UT, <) (resp.(xi, <))
= {a,b,¢,d,e, f,g,h,4,7,k,1,m}. (d) The Hasse diagram of the orderedis a lattice. Note that a upper- (resp. lower-)semilatticei

set(V7 <). For the sake of readability, each value Wfis associated to an upper- (resp. lower-)piecewise lattice, but the convesseat
arbitrary colour. (e—j) Thresholded images (1) for v € V: (e) Aa({);

0 A1) = Ae(l) = Aa(I) = Xe() = Ap(D); @ Ag(I) = Ai(7) = Tu€ in general. . o
A1) = Xe(D); () An(D); () Ai(D); () Am(T). (b) The ©-component- In this section, we assume th@t, <) is a lower-piecewise
graph of I. Each node of the tree is a valued connected component made|gftice.

a connected component (A—F) of a thresholded image depintéej), and 2 .

a value corresponding to the associated colour in (d). (& "Bompact’ ©- 1) Structure  of . the, ©-component-graphs: The = ©-
component-grap{©/~;, <) of I, which has the same structure @, C) component-graphs inherit from the structure(df <).

(see Property 5). Property 7: Let (V, <) be a lower-piecewise lattice. Then
(0, Q) is a upper-piecewise lattice. (28)
C. Links betweeri®, <) and (6, <) Proof: Let K = (X,v) € Aﬁ O. It derives from

Property 2 that(K', <) is a lattice. Since for any € X
where (X, <) is a lattice,(z', <) is still a lattice,(0, <) is a
upper-piecewise lattice. [ |
As a corollary, we have the following property, related to
Bhe structure of the equivalence classes-gf
Property 8: Let (V,<) be a lower-piecewise lattice. Let

The nodes of(©, «) which are preserved irf©, <) are
the sup/max-generators d@f i.e., the valued connected com-
ponents K € © which participate effectively to the re-
construction of/ via their associated cylinder functio@'yx
(see Formulae (13) and (17)). This property can however
expressed without directly considering the relations leenv

I and the cylinder functions induced t6y. K €6, then
Property 6: Let K = (X, v;) € ©. We have ([K]~y, Q) is a lower-semilattice. (29)
< Proof: Let K = (X,v). Let K’ = (Y,u) € A¥ © such
(K€®) & ((Ke A@) VK #[JAKY) (27) thaty C X. From Property 7(K’", Q) is a lattice. Moreover
we have[K]., € K'l. As (V,<) is a lower-piecewise
Proof: First note that({2, L) satisfies Formula (27) Let lattice, (u', <) is a lattice. Let(X,v1), (X, vs) € [K].,. We
us now suppose thak’ # (0, 1). If K = (X,v) € (? have X C A,1y<,,(I), and then, from Property (P3)Y €
then for all z € X, we havel(z) = v. If K # | J|A~ K*, C[Ap1v<o, (I)]. Consequently, we havey, v V<uv,) € [K]~,,
then, there exista € X such that/(x) = v. The fact that 54 the result follows. -

! _ Ja '
Keo theqn dfr|ves from Formula (13). I ¢ A= © ?”d It then derives from this property that th@-component-
K = [JA~ K, then for eachr € X, there existsK’ € graphs also inherit from the structure 6f, <).

Ki such thatv < Cr/(z). Consequently, we have'x < Property 9: Let (V, <) is a lower-piecewise lattice. Then
Ck, and then, from Formula (13X ¢ ©. =

’ Kl - . . . .

I,Z\SE% g)rollary of this property, whefK]., ;é {K}, we (6, ) is a upper-piecewise lattice (30)
necessarily havek ¢ ©. The links between@ and 6- Proof: The result derives from the fact thé®, <) is a
component-trees are exemplified in Fig. 2(n,0). upper-piecewise lattice and th@k]...,, <) admits a minimum

Note finally that there is no straightforward way ltecally for any K € ©. ]

characterise the edges & from the ones of®. Indeed, Note that, in genera(®©, <) is not a upper-piecewise lattice.
the existence (resp. non-existence) of an edge between filwese properties are exemplified in Fig. 4.
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any node(X,v) to X,
(6, <) is isomorphic to(¥, C). (32)

Proof: From Formula (31), for eactk € ©, we have

[K]~, = {K}. The result then follows from Property 5.

Moreover, by extending the relatiod (and then<) from
@1 (b) (V, <) O to ©/~y as follows

< |
) D[Kaly) & (N [Kil~y 9 A[Kale,)  (33)
we have the following property.

Property 11:If (V, <) is a lower-piecewise lattice, then
© )\(00)(1) (@ Aoy (1) () A, o><f> 0 Moy (1) @ Ao (I PELY V:<) P

(M) A, o)(I M Ao (D) 0) Aq, z)(I (k) Az, 1)(1 o )\(50)([

(M) A1,3y(1) (N) A2,2)(1) (0) Ags, 1)(I (P) A2,3)(1) (@) Az,2)(

(©/~yg, <) is isomorphic to(O, <) (34)

Proof: The proof derives from the equality between any
K € © and \“[K].,. n
This identification is completed by the fact that for &lle ©,
([K]~,, <) is a lower-semilattice (Property (8)), and by the
following property.
Property 12: Let (V,<) be a lower-piecewise lattice. For
all Ky, Ky (with [K4]~, # [K2]~,) We have

(K1 4 K32) = (X[Kl]fve < X[KQ]NG) (35)

Proof: The result derives from Property 4. |
Broadly speaking, all the edges between two nodes of
(0, «) associated to a same connected component disappear

in (9.,4), while any edge between two nodes (9, «)
associated to distinct connected components lead to edges
between the nodes @b, <) respectively associated to these
two distinct connected components. These links betw@en
and ©-component-trees are exemplified in Fig. 4(r,s).

B. (V,<) is a (lower-piecewise) totally ordered set

We say that an order relatiot on a setX is upper-
(resp. lower-)piecewise total (and th@¥, <) is a upper- (resp.
lower-)piecewise totally ordered set) if for amyc X, (27, <)

Fig. 4. (a) A multivalued imagd : Q@ — V with Q@ C R?, andV C res 1 <)) is a totallv ordered set
72, equipped with the lexicographic order relation. (b) Thessta diagram ( p(x ’\))_ y s . .
of the ordered setV, <). For the sake of readability, each value Wf is In this section, we assume thdt, <) is a lower-piecewise

associated to an arbitrary colour. (c—q) Thresholded imag€) for v € V. totally ordered set. Note tha(ﬂ/7 g) is then also a lower-
(1) The ©-component-graph of. (s) The©-component-graph of. (t) The piecewise |attice.

©-component-graph of . The letters (A—AC) in nodes correspond to the o o
associated connected components (c—q). 1) Structure of the ©-component-graphs: The ©-

component-graphs inherit from the structure(df <).
Property 13: Let (V, <) be a lower-piecewise totally or-
dered set. Then

2) Links betwee®- and ©-component-graphstnder the
curre_nt hypotheses (see Property 8), Formula (12) can be ((:),gl) is a upper-piecewise totally ordered set. (36)
rewritten as

S Proof: The result derives from Property 2 and the fact

0= {(X, Y v) [ X €W} (1)  that any subset of a totally ordered set is itself totallyeved.
X[ (D) -
This formula leads to the following result. Under the current hypotheses, tf@-component-graphs

Property 10: Let (V,<) be a lower-piecewise lattice. Byhave a tree structure (of roof(2, 1)), as illustrated in
considering the bijection betweed and ¥ which associates Fig. 5(a,m-o0).
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@) I () (V, <) ©&=6~T

WIIII ool

(©) Aa(L (d) A (1 (e) Ac() ® Aall (9) Ae(]) @ Xo() (&) M) ) A1 @ As(I)  (h) xa(D)

(h) )‘f(I () Ag(1) 0 Anll (k) Ai(1) 0 A;(1)

Fig. 6. (a) The grey-level imagé: 2 — V of Fig. 1(a). (d—h) Thresholded
images Ay (I) C Q (in white) for v varying from 0 to 4. (b) The ©-
component-graph ofl. (c) The ©-/&-component-graphs of, which are
isomorphic to its component-tree (see Fig. 1(b)). The igtd—P) in nodes
correspond to the associated connected components (c—g).

C. (V,<) is a totally ordered set

In this section, we assume th@t, <) is a totally ordered
set. The case of grey-level images is then matched here.
Note that(V, <) is also a lower-piecewise totally ordered
set. Consequently, all the properties of Sections VII-A and
VII-B remain valid here, and in particular Properties 10 and
13.
Fig. 5. (a) A multivalued imagd : @ — V with Q@ C R?, andV = . .
{a,b,¢,d,e, f,g,h,i,}. (b) The Hasse diagram of a lower-piecewise totally Moreover, Property 10 is strengthened by the following one.
ordered setV, <). For the sake of readability, each valueldfis associated =~ Property 16: Let (V, <) be a totally ordered set. Then
to an arbitrary colour. (c-l) Thresholded images(/) for v € V. (m,n,0) The . .
©-, ©- and®-component-graphs df. The letters (A—N) in nodes correspond (0,9)=(0,9) (40)
to the associated connected components (c—).

Proof: The result derives from Property 6 and Proper-
ties (P2) and (P3). |
From this property, we guarantee the compatibility between
component-trees and component-graphs.
Property 17:Let I : Q2 — V be a grey-level image, ang
ttﬁ component-tree. Then

2) Links between®- and ©-component-graphs:Since
(V,<) is a lower-piecewise lattice, all the properties of Sec
tion VII-A remain valid here, and in particular Propertie8 1
and 11. Moreover, Properties 8 and 12 are strengthened by

following one. ®, & are isomorphic tcg. (42)
Property 14:Let (V,<) be a lower-piecewise totally or- d
dered set. LefX € ©. Then an < <
([K]~,, <) is totally ordered. (37) I'= Y Cixm(x)) = Y Cx (42)
Xev Ke©

Proof: The result derives from Property 8 and the lower-
piecewise totality of<.
Property 15: Let (V, <) be a lower-piecewise totally or-
dered set. For alKy, Ky (with [K]., # [K2]~,) we have

Proof: Formula (41) derives from Properties 10 and 16.
Formula (42) is a rewriting of Formulae (7) and (17). =
This property justifies the compliance between the conaafpts
component-tree and component-graphs, as illustratedyingri

<
(K1 € K) = (\[Ki]~, < K2) (38) VIIl. SUMMARY

_ < A. Main properties
(K1 < K3) = (Y[Kl]NG < ) (39) Table | describes the component-graph/tree defined by the

Proof: The result derives from Properties 12 and 1# different ordered sets induced I¢y and ¥. Tables Il and IlI
Broadly speaking, the branching points of tBecomponent- summarise the isomorphism relations between them, and the
graph are preserved in the associa®ecomponent-graph, nature of their order. These properties are classified daogr
while each node of© is associated to a linear part ofto the nature of the ordered sév, <) (with the following
the ©-component-graph. These properties are illustrated liesgend in Tables I-lll: TO: totally ordered; LPTO: lower-
Fig. 5(m,n). piecewise totally ordered; LPL: lower-piecewise lattice)
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TABLE |
COMPONENTFGRAPH/TREE DEFINITIONS ACCORDING TO(V, ).
VOl 0.9 | 0.9 [ O/~ ] 6.9 | %9
TO & B, T
LPTO & (<] &
LPL & (<] & 1]
Other & ® | & (compact) &
(2]
TABLE I 13]
|SOMORPHISM RELATIONSACCORDING TO(V, ).
4
VI ©9 | ©.9 [©/I] @0 | &5 |
TO Isomorphic (5]
LPTO Isomorphic
LPL Isomorphic 6]
Other | Isomorphic

(7]

TABLE Il
NATURE OF THE ORDERED SETSACCORDING TO(V, K).

(8]

VIl 69 | 6.9 O/~ wo [ 69

TO Upper-piecewise totally ordered [0
LPTO Upper-piecewise totally ordered

LPL Upper-piecewise lattice [10]
Other | | |

[11]

B. Space complexity [12]

From an algorithmic point of view (ana fortiori, from an 3
applicative one), the size of th@-component-grapi® of an
image :  — V strongly conditions the ability to processi4]
this imagevia a filtering framework relying or®, as the one
described in [1]. From a theoretical point of view, we have th
following upper-bounds for the number of nodesf (15]

0] =0(19.[V]) (43) [
6] = O(|]|V]) (44)
6] = 0(9)) (45) [7]

From a practical point of view, for real images, the actual
number of nodes in th®-component-graph of an image: [18]
Q — V will be (generally much) lower than these bounds,
since it will depend oriQ2|, |V|, but also on the structure of[19]
the image itself, and in particular the number of its maxima
and their “height”, with respect t¢V, <). In particular, we

will have [21]

Ol<ler<iers Y oK)
KepT o

(46)
[22]

IX. CONCLUSION

The notion of component-graph has been proposed as%?ﬂ
extension of the notion of component-tree to the imagestaki
their values in any (partially or totally) ordered sets. &)m[m]
structural properties of three variants of component-gsap
have been investigated, in particular for value spacesiwduie
likely to appear in real image®(g, piecewise totally ordered [25]
sets or lattices). In the second part of this work [1], we o
to generalise the anti-extensive filtering framework aili  [26]
designed for component-trees, to the case of component-
graphs. In order to do so, we focus on properties enablil[lzg
to build the different variants of component-graphs, bsbal

on the issue of image reconstruction from filtered component
graphs.
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