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#### Abstract

Component-trees model the structure of grey-level images by considering their binary level-sets obtained from successive thresholdings. They also enable to define anti-extensive filtering procedures for such images. We generalise the notion of component-tree, and its associated filtering framework, to deal with any (grey-level or multivalued) images. This work is divided in two articles. In this first article, we define a new data structure, the component-graph, which extends the notion of component-tree to images taking their values in any (partially or totally) ordered set. The component-graphs are declined in three variants, of increasing richness and size, whose structural properties are studied. In the second article [1], the standard filtering framework based on component-trees is generalised to component-graphs, thus relaxing the constraints linked to total orderings on image values. Some application examples are also proposed in this second article, illustrating the potential usefulness of component-graphs in the field of multivalued image processing.
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## I. Introduction

THE component-tree is a data structure which models some characteristics of grey-level images by considering their binary level-sets obtained from successive thresholding operations. Component-trees are particularly well-suited for the design of methods devoted to process or analyse greylevel images, based on hypotheses related to the topology (connectedness) and the specific intensity (local extrema) of structures of interest. Based on these properties, componenttrees have been involved in several image processing applications, especially for filtering and segmentation.

The success of component-trees in the field of grey-level image processing, together with the increasing need for applications involving multivalued images, justify their extension to the case of such images, which do not take their values in totally ordered sets, but in any (partially or totally) ordered ones. In particular, this work takes place in the context of the extension of mathematical morphology to multivalued images.

After a preliminary study of the relations between component-trees and multivalued images from a methodological point of view [2], a generalisation of component-trees to such images has been initiated in [3]. The present work, which develops this framework, is divided in two articles. In this first article, we define a new data structure, the componentgraph, which extends the notion of component-tree to images taking values in any ordered set. The component-graphs are

[^0]declined in three variants of increasing richness and size. There structural properties are studied, in particular under various hypotheses related to frequent image value spaces. In the second article [1], the classical filtering framework based on component-trees, and thus devoted to grey-level images, is generalised to component-graphs, thus relaxing the constraints linked to total orderings on image values. In particular, the non-trivial issue of post-filtering image reconstruction is discussed. Some application examples are also proposed in this second article, illustrating the potential usefulness of component-graphs in the field of multivalued image processing.

Th present article is organised as follows. Section II describes the context of this work. Section III provides useful notations. Section IV gives a formal definition of the classical notion of component-tree. Sections V-VII constitute the contribution of the article. Section V defines the notion of component-graph. Section VI establishes the structural links between different variants of this notion. Section VII studies the influence of specific image value spaces, leading to structural simplifications. Section VIII summarises the principal properties of component-graphs. Section IX concludes the article.

## II. RELATED WORKS

## A. Component-trees

Initially proposed in the field of statistics [4], [5], the component-tree (also known as dendrone [6], [7], confinement tree [8] or max-tree [9]) has been (re)defined in the framework of mathematical morphology (see, e.g., [10]-Chapter 7, or [11]) and involved in the development of morphological operators [12], [9].

From a methodological point of view, some efforts have been conducted to enable the efficient computation of component-trees [9], [13], [14]. From an applicative point of view, component-trees have been involved in the development of several image processing and analysis techniques. Most of them are devoted to filtering or segmentation [9], [15], [16], [17], [18]. Other applications have also been considered, for instance, image registration [8], [19], image retrieval [20], [21], image classification [22], interactive visualisation [23], multithresholding [24] or document binarisation [25].

In the field of filtering and segmentation, the proposed methods have been designed to detect some structures of interest by using information modelled by attributes [12], [26], and stored at each node of the tree. These attributes are chosen according to hypotheses related to the applicative context. The
subtree obtained by pruning the component-tree of the image, with respect to these attributes, can then be used to reconstruct a binary (segmentation) or grey-level (filtering) result.

## B. Mathematical morphology and multivalued images

Mathematical morphology has been first defined on binary images, and then on grey-level ones (see [10] for a recent state of the art on mathematical morphology). Its extension to multivalued (e.g., colour, multispectral, label) images is an important task, motivated by potential applications in multiple areas. Several contributions have been devoted to this specific purpose (a whole state of the art is beyond the scope of this article; see, e.g., [27] for a recent survey).

In general, the spaces in which such images take their values are not canonically equipped with total orders (by opposition to the case of grey-level images), but with partial ones. Several strategies have been considered to deal with this issue. Except in few works (see, e.g., [28]), they intend to split these value spaces into several totally ordered ones (marginal processing), or to define $a d$ hoc total order relations on them (vectorial processing), with several variants [29], [30], [31], [32], [33]. These approaches present the advantage of embedding multivalued images into simpler frameworks which authorise to process them similarly to grey-level ones, enabling in particular to reduce the algorithmic complexity induced by partially ordered sets. Unfortunately, they also potentially bias the information intrinsically carried by these -more complex but richer- partially ordered value spaces.

In the present work, we deal with the general case of any (partially or totally) ordered value space without attempting to modify the order, then providing a contribution to the extension of mathematical morphology to multivalued images, and more especially to the one of connected filtering (see also [34], [35] for other recent contributions on this topic).

## III. Notations

The inclusion (resp. strict inclusion) relation on sets is noted $\subseteq($ resp. $\subset)$. The power set of a set $X$ is noted $2^{X}$. If $\mathcal{P} \subseteq 2^{X}$ is a partition of $X$, we write $X=\bigsqcup \mathcal{P}$.

A function $F$ from a set $X$ to a set $Y$ is noted $F: X \rightarrow Y$, and the set of all the functions from $X$ to $Y$ is noted $Y^{X}$. If $X^{\prime} \subseteq X$ and $Y^{\prime} \subseteq Y$, we note $F\left(X^{\prime}\right)=\left\{F(x) \mid x \in X^{\prime}\right\}$ and $F^{-1}\left(Y^{\prime}\right)=\left\{x \in X \mid F(x) \in Y^{\prime}\right\}$. If $F$ is a bijection, we also note $F^{-1}: Y \rightarrow X$ its associated inverse function.

Let $\frown$ be a (binary) relation on a set $X$. The restriction of $\frown$ to a subset $Y \subseteq X$, will generally still be noted $\frown$ (except if a new notation is introduced).

We say that $\frown$ is an equivalence relation if $\frown$ is reflexive, transitive and symmetric. For any $x \in X$, the equivalence class of $x$ with respect to $\frown$ is noted $[x]_{\cap}$. The set of all these equivalence classes is noted $X / \frown$.

We say that $\frown$ is an order relation (and that $(X, \frown)$ is an ordered set) if $\frown$ is reflexive, transitive and antisymmetric. Moreover, we say that $\frown$ is a total (resp. partial) order relation (and that $(X, \frown)$ is a totally (resp. partially) ordered set), if $\frown$ is total (resp. partial) (i.e., if $\forall x, y \in X,(x \frown y) \vee(y \frown x)$ (resp. if $\exists x, y \in X,(x \nmid y) \wedge(y \nmid x))$ ).

For any symbol further used to denote an order relation ( $\subseteq$, $\leq, \unlhd$, etc.), the inverse symbol ( $\supseteq, \geq$, $\unrhd$, etc.) denotes the associated dual order, while the symbol without lower bar ( $\subset$, $<, \triangleleft$, etc.) denotes the associated strict order.

The Hasse diagram of an ordered set $(X, \leqslant)$ is the couple $(X, \prec)$ where $\prec$ is the cover relation associated to $\leqslant$, defined for all $x, y \in X$ by $x \prec y$ iff $x<y$ and there is no $z \in X$ such that $x<z<y$.

If $(X, \leqslant)$ is an ordered set and $x \in X$, we note $x^{\uparrow}=$ $\{y \in x \mid y \geqslant x\}$ and $x^{\downarrow}=\{y \in x \mid y \leqslant x\}$, namely the sets of the elements greater and lower than $x$, respectively. If $Y \subseteq X$, the set of all the maximal and minimal elements of $X$ are noted $\nabla^{\leqslant} Y$ and $\Delta^{\leqslant} Y$, respectively. The supremum and the infimum of $Y$ are noted (when they exist) $V^{\leqslant} Y$ and $\Lambda^{\leqslant} Y$, respectively (we will note $\cup$ and $\bigcap$ for $\bigvee \subseteq$ and $\Lambda^{\subseteq}$, respectively). The maximum and the minimum of $Y$ are noted (when they exist) $\gamma^{\leqslant} Y$ and $\lambda \leqslant Y$, respectively. If $Y$ is defined as $\{x \mid p(x)\}$, we will sometimes note $\bigvee_{p(x)}^{\leqslant} x$ instead of $\gamma^{\leqslant} Y$; the same remark holds for $\lambda \leqslant, \bigvee^{\leqslant}, \Lambda^{\leqslant}, \bigcup, \cap, \sqcup$.

## IV. COMPONENT-TREES

## A. Connectivity

Intuitively (and informally), the notion of connectivity on a set $\Omega$ allows to decide whether it is possible to go from a point (or a subset) of $\Omega$ to another one while always remaining in $\Omega$. If this property is verified, we say that $\Omega$ is connected. Several (similar, and sometimes equivalent [36]) ways can be considered to define connectivity: from the standard notions of topology [37], [38]; from the notions of paths in digital/discrete spaces [39], [40], [41]; or even by morphological definitions of connectivity [42], [43], [44], [17].

A connectivity on $\Omega$ can be defined by a function $\mathcal{C}: 2^{\Omega} \rightarrow$ $2^{\Omega}$ which provides, for any $X \subseteq \Omega$ the set of all the connected sets included in $X$. The maximal elements of the ordered set $(\mathcal{C}(X), \subseteq)$ are called the connected components of $X$, and the set of all the connected components of $X$ (namely $\nabla^{\subseteq} \mathcal{C}(X)$ ) is noted $\mathcal{C}[X]$.

In the present work, we are mainly interested by the following three properties of connectivity:
(P1) If $X \subseteq \Omega$, then the set $\mathcal{C}[X]$ is a partition of $X$.
(P2) If $X \subseteq Y \subseteq \Omega$, then for any $A \in \mathcal{C}[X]$, there exists a unique $B \in \mathcal{C}[Y]$ such that $A \subseteq B$.
(P3) If $X \subseteq Y \subseteq \Omega, A \in \mathcal{C}[Y]$ and $A \subseteq X$, then $A \in \mathcal{C}[X]$.
Broadly speaking, Property (P1) guarantees the completeness and non-redundancy of the decomposition of $X$ into connected components; Property (P2) guarantees the hierarchical organisation of connected components in the power set lattice of $\Omega$; and Property (P3) guarantees the persistence of connected components in this lattice.

In the sequel, we consider any connectivity on $\Omega$ (verifying, in particular, Properties ( P 1$)-(\mathrm{P} 3)$ ), provided that $\Omega$ is connected for this connectivity (i.e., $\mathcal{C}[\Omega]=\{\Omega\}$ ).

In the illustrations of Sections IV-VII, the sets $\Omega$ will be finite subsets of $\mathbb{R}^{2}$ equipped with the usual arc-based connectivity.

## B. Images

Let $\Omega$ be a nonempty finite set. Let $V$ be a nonempty finite set equipped with an order relation $\leqslant$. We assume that $(V, \leqslant)$ admits a minimum, noted $\perp$. An image is a function $I: \Omega \rightarrow$ $V$. The sets $\Omega$ and $V$ are called the support and the value space of $I$, respectively. For any $x \in \Omega, I(x) \in V$ is the value of $I$ at $x$. Without loss of generality, we assume that $I^{-1}(\{\perp\}) \neq \emptyset$. If $(V, \leqslant)$ is a totally (resp. partially) ordered set, we say that $I$ is a grey-level (resp. a multivalued) image.

Let $X \subseteq \Omega$ and $v \in V$. The thresholding function $\lambda_{v}$ is defined by

$$
\begin{align*}
\lambda_{v}: \quad V^{\Omega} & \rightarrow 2^{\Omega}  \tag{1}\\
I & \mapsto\{x \in \Omega \mid I(x) \geqslant v\}
\end{align*}
$$

The cylinder function $C_{(X, v)}$ is defined by

$$
\begin{align*}
C_{(X, v)}: \Omega & \rightarrow V  \tag{2}\\
x & \mapsto \begin{cases}v & \text { if } x \in X \\
\perp & \text { otherwise }\end{cases}
\end{align*}
$$

An image $I: \Omega \rightarrow V$ can be decomposed into cylinder functions induced from thresholding operations and, symmetrically, $I$ can be reconstructed by composition of these cylinder functions, as

$$
\begin{equation*}
I=\bigvee_{v \in V}^{\leq} \bigvee_{X \in \mathcal{C}\left[\lambda_{v}(I)\right]}^{\leq} C_{(X, v)} \tag{3}
\end{equation*}
$$

where $\leq$ is the order relation on $V^{\Omega}$ defined by

$$
\begin{equation*}
(F \leq G) \Leftrightarrow(\forall x \in V, F(x) \leqslant G(x)) \tag{4}
\end{equation*}
$$

We note $\Psi$ the set of all the connected components obtained from all the thresholdings of $I$.

$$
\begin{equation*}
\Psi=\bigcup_{v \in V} \mathcal{C}\left[\lambda_{v}(I)\right] \tag{5}
\end{equation*}
$$

## C. Component-trees

In the sequel of this section, we assume that $(V, \leqslant)$ is a totally ordered set. It derives from Properties (P1), (P2) and from the totality of $\leqslant$ that for any $X \in \Psi,\left(X^{\uparrow}, \subseteq\right)$ is a totally ordered set. Moreover, since we also have $\Omega=\gamma^{\subseteq} X^{\uparrow}$, the Hasse diagram $\mathfrak{T}$ of $(\Psi, \subseteq)$ has a tree structure (of root $\Omega$ ). This Hasse diagram is called the component-tree of $I$.

An example of component-tree is shown in Fig. 1. It illustrates the fact that $X \in \Psi$ can correspond to several connected components in distinct thresholded images $\lambda_{v}(I) \subseteq \Omega$ for successive values $v \in V$.

This remark implies that $X \in \Psi$ is intrinsically associated in $\mathfrak{T}$ to a value $m(X)$ defined by

$$
\begin{equation*}
m(X)=\stackrel{\leqslant}{\bigvee}\left\{v \mid X \in \mathcal{C}\left[\lambda_{v}(I)\right]\right\}=\widehat{x \in X}^{\leqslant} I(x) \tag{6}
\end{equation*}
$$

which is actually the maximal value of $V$ which generates this connected component by thresholding of $I$ (note that the second equality in Formula (6) derives from Property (P3)). This definition of $m(X)$ is justified by the reconstruction of $I$ from its component-tree. Indeed, each $X \in \Psi$ is associated to a


Fig. 1. (a) A grey-level image $I: \Omega \rightarrow V$ with $\Omega \subset \mathbb{R}^{2}$, and $V=\llbracket 0,4 \rrbracket \subset$ $\mathbb{Z}$ (from 0 , in black, to 4 , in white), equipped with the standard order relation on $\mathbb{Z}$. (c-g) Thresholded images $\lambda_{v}(I) \subseteq \Omega$ (in white) for $v$ varying from 0 to 4 . (b) The component-tree $\mathfrak{T}$ of $I$. The letters (A-P) in nodes correspond to the associated connected components ( $\mathrm{c}-\mathrm{g}$ ).
cylinder function, and in particular to the value paramaterising this function. More formally, based on Formula (3), we have

$$
\begin{equation*}
I=\varlimsup_{X \in \Psi}^{\leq} C_{(X, m(X))} \tag{7}
\end{equation*}
$$

The selection of subsets of $\Psi$ (generally based on $a d$ hoc criteria) in component-trees $\mathfrak{T}$ can be used to develop (antiextensive) filtering procedures [9], [15]. When performing such procedures, the resulting image $\widehat{I}: \Omega \rightarrow V$ induced by $\widehat{\Psi} \subseteq \Psi$ can be defined by substituting $\widehat{\Psi}$ to $\Psi$ in Formula (7).

## D. Purpose

We propose to extend the concepts defined in Section IV-C to the case of multivalued images. In order to do so, it is necessary:
(i) to define a data structure generalising the notion of component-tree to such images; and
(ii) to generalise the associated filtering framework accordingly.
The item $(i)$ is considered in Sections V-VII. The item (ii) is developed in [1].

## V. COMPONENT-GRAPHS

In this section, we assume that the relation order $\leqslant$ on $V$ can be either partial or total.

## A. Valued connected components

In Formula (3), any cylinder function $C_{(X, v)}$ is generated by a couple $(X, v)$ where $X \in \mathcal{C}\left[\lambda_{v}(I)\right]$ is a connected component of the thresholded image $\lambda_{v}(I) \subseteq \Omega$ of $I$ at value $v$. In the sequel, $(X, v)$ is called valued connected component. We define the set $\Theta \subseteq 2^{\Omega} \times V$ of all the valued connected components of an image $I: \Omega \rightarrow V$ as

$$
\begin{equation*}
\Theta=\bigcup_{v \in V} \mathcal{C}\left[\lambda_{v}(I)\right] \times\{v\} \tag{8}
\end{equation*}
$$

From the order relation $\leqslant$ defined on $V$, and the inclusion relation $\subseteq$ on $2^{\Omega}$, we can define the order relation $\unlhd$ on $\Theta$ as follows

$$
\left(X_{1}, v_{1}\right) \unlhd\left(X_{2}, v_{2}\right) \Leftrightarrow\left\{\begin{array}{l}
\left(X_{1} \subset X_{2}\right) \vee  \tag{9}\\
\left(\left(X_{1}=X_{2}\right) \wedge\left(v_{2} \leqslant v_{1}\right)\right)
\end{array}\right.
$$

This order relation on the valued connected components can be seen as the analogue of the (order) inclusion relation on the connected components. In particular, it verifies the following properties. Let $\left(X_{1}, v_{1}\right),\left(X_{2}, v_{2}\right) \in \Theta$. Then we have

$$
\begin{align*}
\left(\left(X_{1} \cap X_{2} \neq \emptyset\right) \wedge\left(v_{2} \leqslant v_{1}\right)\right) & \Rightarrow\left(X_{1} \subseteq X_{2}\right)  \tag{10}\\
\left(\left(X_{1}, v_{1}\right) \unlhd\left(X_{2}, v_{2}\right)\right) & \Rightarrow\left(v_{1} \nless v_{2}\right) \tag{11}
\end{align*}
$$

## B. Component-graphs

In first approximation, the component-graph $\mathfrak{G}$ of an image $I: \Omega \rightarrow V$ is the Hasse diagram of the ordered set $(\Theta, \unlhd)$. However, three variants of component-graphs can relevantly be considered by defining two additional subsets $\dot{\Theta}, \ddot{\Theta} \subseteq \Theta$ of valued connected components (the usefulness of which will be justified in the sequel)

$$
\begin{align*}
& \dot{\Theta}=\bigcup_{X \in \Psi}\{X\} \times \bigvee^{\leqslant}\left\{v \mid X \in \mathcal{C}\left[\lambda_{v}(I)\right]\right\}  \tag{12}\\
& \ddot{\Theta}=\{(\Omega, \perp)\} \cup \bigcap\left\{\Theta^{\prime} \subseteq \Theta \mid I=\bigvee_{K \in \Theta^{\prime}}^{\leq} C_{K}\right\} \tag{13}
\end{align*}
$$

Broadly speaking, $\Theta$ gathers all the valued connected components induced by $I ; \dot{\Theta}$ gathers the valued connected components of maximal values for a any connected components; and $\ddot{\Theta}$ gathers the valued connected components associated to cylinders functions which are sup/max-generators of $I$ (see Formula (3)).

We note $\boldsymbol{\iota}$ (resp. $\dot{\boldsymbol{\wedge}}$, resp. $\ddot{\boldsymbol{4}}$ ) the cover relation associated to the order relation $\unlhd$ on $\Theta$ (resp. the restriction of $\unlhd$ to $\Theta$, resp. the restriction of $\unlhd$ to $\ddot{\Theta}$ ). From these definitions, we derive that

$$
\begin{equation*}
\ddot{\Theta} \subseteq \dot{\Theta} \subseteq \Theta \tag{14}
\end{equation*}
$$

and

$$
\begin{align*}
& \stackrel{\unlhd}{\gamma} \Theta=\stackrel{\unlhd}{\gamma} \dot{\Theta}=\stackrel{\unlhd}{\zeta} \ddot{\Theta}=(\Omega, \perp)  \tag{15}\\
& \stackrel{\unlhd}{\triangle} \Theta=\stackrel{\unlhd}{\triangle} \dot{\Theta}=\stackrel{\unlhd}{\triangle} \ddot{\Theta} \tag{16}
\end{align*}
$$

We then have the following definition for the three variants of component-graphs.

Definition 1 (Component-graph(s)): Let $I: \Omega \rightarrow V$ be an image. The $\Theta$ - (resp. $\dot{\Theta}$-, resp. $\ddot{\Theta}$-)component-graph of $I$ is the Hasse diagram $\mathfrak{G}=(\Theta, \boldsymbol{\triangleleft})$ (resp. $\mathfrak{G}=(\dot{\Theta}, \dot{\boldsymbol{4}})$, resp. $\ddot{\mathfrak{G}}=(\ddot{\Theta}, \ddot{\triangleleft})$ ) of the ordered set $(\Theta, \unlhd)$ (resp. $(\dot{\Theta}, \unlhd)$, resp. $(\ddot{\Theta}, \unlhd)$ ). For the sake of concision, the term $\Theta$-componentgraph and the notation $\mathfrak{G}=(\AA, \stackrel{\circ}{\triangleleft})$ will sometimes be used for the three kinds of component-graphs. The elements of $\Theta$ are called $\Theta$-nodes (or simply nodes); the elements of $\stackrel{\circ}{4}$ are called $\Theta$-edges (or simply the edges); $(\Omega, \perp)$ is called the root; the elements of $\Delta^{\unlhd} \Theta$ are called the leaves of the $\Theta$ -component-graph.

An example of component-graph is illustrated in Fig. 2.
From Formula (3), the reconstruction of $I$ from its valued connected components is given by

$$
\begin{equation*}
I=\bigvee_{K \in \Theta}^{\leq} C_{K} \tag{17}
\end{equation*}
$$

## VI. General remarks on the structure of COMPONENT-GRAPHS

In this section, we study some links existing between the different structures of $\Theta$-component-graphs and the Hasse diagram $(V, \prec)$ of $(V, \leqslant)$.

## A. Links between $(\Theta, \boldsymbol{\triangleleft})$ and $(V, \prec)$

The $\Theta$-component-graph of $I: \Omega \rightarrow V$ locally inherits from the structure of $(V, \prec)$. More precisely, for any leave $K=(X, v) \in \Delta^{\unlhd} \Theta$, the ordered set $\left(K^{\uparrow}, \unlhd\right)$ is "similar" to the ordered set $\left(v^{\downarrow}, \leqslant\right)$.
This similarity is first expressed by the fact that each valued connected component of $K^{\uparrow}$ can be associated to a unique value of $v^{\downarrow}$ and vice versa.

Property 1: Let $K \in \Delta^{\unlhd} \Theta$. The function

$$
\begin{array}{|lllll}
\sigma & : & K^{\uparrow} & \rightarrow & v^{\downarrow}  \tag{18}\\
& & (Y, u) & \mapsto & u
\end{array}
$$

is a bijection between $K^{\uparrow}$ and $v^{\downarrow}$.
Proof: The fact that $\sigma((Y, u)) \in v^{\downarrow}$ for any $(Y, u) \in K^{\uparrow}$ derives from the fact that $K \in \Delta^{\unlhd} \Theta$ (this is generally not true otherwise). The injectivity and surjectivity of $\sigma$ then derive from Properties (P1) and (P2).

This similarity is also expressed by the fact that the relation between two values of $v^{\downarrow}$ is preserved between their associated valued connected components in $K^{\uparrow}$.

Property 2: Let $K \in \Delta^{\unlhd} \Theta$. The function $\sigma^{-1}: v^{\downarrow} \rightarrow K^{\uparrow}$ induces a homomorphism between $\left(v^{\downarrow}, \geqslant\right)$ and $\left(K^{\uparrow}, \unlhd\right)$ : for any $K_{1}=\sigma^{-1}\left(v_{1}\right), K_{2}=\sigma^{-1}\left(v_{2}\right) \in K^{\uparrow}$, we have

$$
\begin{equation*}
\left(v_{1} \geqslant v_{2}\right) \Rightarrow\left(K_{1} \unlhd K_{2}\right) \tag{19}
\end{equation*}
$$

Proof: The result derives from Property (P2).
In general, this homomorphism is not an isomorphism. In particular, it is possible that $\left(X_{1}, v_{1}\right) \unlhd\left(X_{2}, v_{2}\right)$ while $v_{2} \nless v_{1}$. This property derives from the definition of $\unlhd$ (Formula (9)), in which $\subseteq$ is considered prioritarily to $\leqslant$.

From a theoretical point of view, the ordered set $\left(K^{\uparrow}, \unlhd\right)$ is then richer than $\left(v^{\downarrow}, \leqslant\right)$. (In other words, the cardinality of $\unlhd$ is higher than the cardinality of $\leqslant$.) However, from a practical point of view $\left(K^{\uparrow}, \boldsymbol{\triangleleft}\right)$ is (most of the time) less rich than $\left(v^{\downarrow}, \prec\right)$.
Property 3: Let $K \in \Delta^{\unlhd} \Theta$. Let $v_{1}, v_{2} \in v^{\downarrow}$ and $K_{1}=$ $\sigma^{-1}\left(v_{1}\right), K_{2}=\sigma^{-1}\left(v_{2}\right) \in K^{\uparrow}$. Let us suppose that $K_{1} \unlhd K_{2}$ while $v_{2} \nless v_{1}$. Let $v_{3} \in v^{\downarrow}$ and $K_{3}=\sigma^{-1}\left(v_{3}\right) \in K^{\uparrow}$. We have

$$
\begin{align*}
& \left(v_{3} \prec v_{1}\right) \Rightarrow\left(\left(v_{3} \prec v_{2}\right) \Rightarrow K_{1} \not K_{3}\right)  \tag{20}\\
& \left(v_{2} \prec v_{3}\right) \Rightarrow\left(\left(v_{1} \prec v_{3}\right) \Rightarrow K_{3} \not K_{2}\right) \tag{21}
\end{align*}
$$

Proof: If $v_{3} \prec v_{1}, v_{2}$, we have $v_{3} \leqslant v_{1}, v_{2}$ and then $K_{1}, K_{2} \unlhd K_{3}$. By hypothesis, we then have $K_{1} \unlhd K_{2} \unlhd K_{3}$.


Fig. 2. (a) A multivalued image $I: \Omega \rightarrow V$ with $\Omega \subset \mathbb{R}^{2}$, and $V=$ $\{a, b, c, d, e, f, g, h, i, j\}$. (b) The Hasse diagram of the ordered set $(V, \leqslant)$. For the sake of readability, each value of $V$ is associated to an arbitrary colour. The (Hasse diagrams of the) ordered sets $(f \downarrow, \leqslant),(i \downarrow, \leqslant),(j \downarrow, \leqslant)$ are identified by the closed green, cyan and orange curves, respectively. (c-l) Thresholded images $\lambda_{v}(I)$ for $v \in V$. (m) The $\Theta$-component-graphs of $I$. For any one of the four leaves $K \in \Delta^{\unlhd} \Theta$, the (Hasse diagram of the) ordered set $\left(K^{\uparrow}, \unlhd\right)$ is identified by a closed curve of colour corresponding to the value $\sigma(K)$. The comparison between these four curves and the three curves of (b) illustrates the "flattening" of $\left(K^{\uparrow}, \unlhd\right)$ by comparison to ( $\sigma(K)^{\downarrow}, \leqslant$ ) (see Property 3). (n) The $\Theta$-component-graph of $I$. The nodes I, J, K, L, R and S , in $\dot{\mathfrak{G}}$ are associated to the sets of nodes $\{\mathrm{D}, \mathrm{I}\},\{\mathrm{E}, \mathrm{J}\},\{\mathrm{F}, \mathrm{K}\},\{\mathrm{G}$, $\mathrm{H}, \mathrm{L}\},\{\mathrm{O}, \mathrm{R}\}$ and $\{\mathrm{M}, \mathrm{N}, \mathrm{Q}, \mathrm{S}\}$ in $\mathfrak{G}$, respectively (see Property 4). (o) The $\ddot{\Theta}$-component-graph of $I$. The nodes C and J , which are surrounded by $\{\mathrm{K}$, $L\}$ and $\{R, S\}$, respectively, belong to $\dot{\Theta}$ but not to $\ddot{\Theta}$ (see Property 6). The letters (A-S) in nodes correspond to the associated connected components (c-1).

By definition of $\boldsymbol{\iota}$ it comes $K_{1} \nless K_{3}$, and Formula (20) holds. The same reasoning can be applied for Formula (21).

Broadly speaking, the appearance of one edge in $\left(K^{\uparrow}, \boldsymbol{\iota}\right)$ results in the disappearance of $k$ edges $(k \in \mathbb{N})$, by comparison to the edges of $\left(v^{\downarrow}, \prec\right)$. In particular, the different parts of $(\Theta, \boldsymbol{\triangleleft})$ located "above" each leaf, will often be "flattened",
by comparison to ( $v^{\downarrow}, \prec$ ), thus reducing the size of the associated data structure. This phenomenon is exemplified in Fig. 2(a,b,m).

## B. Links between $(\dot{\Theta}, \dot{\boldsymbol{\triangleleft}})$ and $(\Theta, \boldsymbol{\triangleleft})$

The nodes of $(\Theta, \boldsymbol{\triangleleft})$ which are preserved in $(\dot{\Theta}, \dot{\boldsymbol{\triangleleft}})$ are those which are maximal elements with respect to $\unlhd$, for a given connected component (see Formula (12)).

Let $\sim_{\hat{\theta}}$ be the equivalence relation on $\Theta$ © defined by

$$
\begin{equation*}
\left(\left(X_{1}, v_{1}\right) \sim_{\hat{\theta}}\left(X_{2}, v_{2}\right)\right) \Leftrightarrow\left(X_{1}=X_{2}\right) \tag{22}
\end{equation*}
$$

(These relations gathers in their equivalence classes the valued connected components which correspond to similar connected components.) Note that for any equivalence class $[K]_{\sim_{\dot{\theta}}}$, we have $[K]_{\sim_{\dot{\theta}}}=\nabla^{\unlhd}[K]_{\sim_{\theta}}$. Broadly speaking, any set of nodes $[K]_{\sim_{\theta}}$ of $(\Theta, \longleftarrow)$ leads to a set of nodes $[K]_{{\sim_{\dot{\theta}}}}$ of $(\Theta, \dot{\triangleleft})$.
The links between the edges of $(\Theta, \boldsymbol{\triangleleft})$ and those of $(\dot{\Theta}, \dot{\boldsymbol{\iota}})$ are characterised as follows.

Property 4: Let $\left[K_{1}\right]_{\sim_{\dot{\theta}}},\left[K_{2}\right]_{\sim_{\dot{\theta}}}$ be two distinct equivalence classes of $\sim_{\dot{\theta}}$ Then the following two assertions are equivalent

$$
\begin{align*}
& \exists K_{1}^{\prime} \in\left[K_{1}\right]_{\sim_{\theta}}, K_{2}^{\prime} \in\left[K_{2}\right]_{\sim_{\theta}}, K_{1}^{\prime} \triangleleft K_{2}^{\prime}  \tag{23}\\
& \forall K_{1}^{\prime \prime} \in\left[K_{1}\right]_{\sim_{\dot{\theta}}}, K_{2}^{\prime \prime} \in\left[K_{2}\right]_{\sim_{\dot{\theta}}}, K_{1}^{\prime \prime} \dot{\triangleleft} K_{2}^{\prime \prime} \tag{24}
\end{align*}
$$

Proof: The equivalence between Formulae (23) and (24) derives from the non-existence of $X \in \Psi$ such that $X_{1} \subset$ $X \subset X_{2}$, with $K_{1}=\left(X_{1}, v_{1}\right), K_{2}=\left(X_{2}, v_{2}\right)$.

Broadly speaking, all the edges between two nodes of $(\Theta, \longleftarrow)$ associated to a same connected component disappear in $(\dot{\Theta}, \dot{4})$, while any edge between two nodes of $(\Theta, \mathbb{4})$ associated to distinct connected components leads to edges between all pairs nodes of $(\dot{\Theta}, \dot{\boldsymbol{4}})$ respectively associated to these two distinct connected components. These links between $\Theta$ - and $\dot{\Theta}$-component-trees are exemplified in Fig. 2(m,n).
In this example, for any $K \in \dot{\Theta}$, we have $[K]_{\sim_{\dot{\theta}}}=\{K\}$. However, this is not true in general. Nevertheless, since the existence of an edge between $K_{1}$ and $K_{2}$ in $(\Theta, \dot{\triangleleft})$ implies the existence of a similar edge between any $K_{1}^{\prime}$ and $K_{2}^{\prime}$ in $\left[K_{1}\right]_{\sim_{\dot{\theta}}}$ and $\left[K_{2}\right]_{\sim_{\theta}}$, respectively, we can unambiguously extend the relation $\unlhd($ and then $\dot{4})$ from $\dot{\Theta}$ to $\dot{\Theta} / \sim_{\dot{\theta}}$ as follows

$$
\begin{equation*}
\left(\left[K_{1}\right]_{\sim_{\theta}} \unlhd\left[K_{2}\right]_{\sim_{\theta}}\right) \Leftrightarrow\left(K_{1} \unlhd K_{2}\right) \tag{25}
\end{equation*}
$$

This enables to model $(\dot{\Theta}, \dot{\triangleleft})$ in a more compact fashion, by considering its equivalences classes for $\sim_{\dot{\theta}}$ instead of its nodes. This model is, moreover, directly linked to $\Psi$, as illustrated in Fig. 3.
Property 5: Be considering the bijection between $\dot{\Theta} / \sim_{\dot{\theta}}$ and $\Psi$ which associates any equivalence class $[(X, v)]_{\sim_{\theta}}$ of $\sim_{\dot{\theta}}$ to $X$,

$$
\begin{equation*}
\left(\dot{\Theta} / \sim_{\dot{\theta}}, \unlhd\right) \text { is isomorphic to }(\Psi, \subseteq) \tag{26}
\end{equation*}
$$

Proof: Formula (26) derives from the definitions of $\unlhd$ and $\sim_{\dot{\theta}}$.


Fig. 3. (a) A multivalued image $I: \Omega \rightarrow V$ with $\Omega \subset \mathbb{R}^{2}$, and $V=\{a, b, c, d, e, f, g, h, i, j, k, l, m\}$. (d) The Hasse diagram of the ordered set $(V, \leqslant)$. For the sake of readability, each value of $V$ is associated to an arbitrary colour. (e-j) Thresholded images $\lambda_{v}(I)$ for $v \in V$ : (e) $\lambda_{a}(I)$; (f) $\lambda_{b}(I)=\lambda_{c}(I)=\lambda_{d}(I)=\lambda_{e}(I)=\lambda_{f}(I)$; (g) $\lambda_{g}(I)=\lambda_{i}(I)=$ $\lambda_{j}(I)=\lambda_{k}(I)$; (h) $\lambda_{h}(I)$; (i) $\lambda_{l}(I)$; (j) $\lambda_{m}(I)$. (b) The $\dot{\Theta}$-componentgraph of $I$. Each node of the tree is a valued connected component made of a connected component ( $\mathrm{A}-\mathrm{F}$ ) of a thresholded image depicted in (e-j), and a value corresponding to the associated colour in (d). (c) The "compact" $\dot{\Theta}$ -component-graph $\left(\dot{\Theta} / \sim_{\dot{\theta}}, \dot{\boldsymbol{4}}\right)$ of $I$, which has the same structure as $(\Psi, \subseteq)$ (see Property 5).

## C. Links between $(\ddot{\Theta}, \ddot{4})$ and $(\dot{\Theta}, \dot{\triangleleft})$

The nodes of $(\dot{\Theta}, \dot{\boldsymbol{4}})$ which are preserved in $(\ddot{\Theta}, \ddot{4})$ are the sup/max-generators of $I$, i.e., the valued connected components $K \in \dot{\Theta}$ which participate effectively to the reconstruction of $I$ via their associated cylinder function $C_{K}$ (see Formulae (13) and (17)). This property can however be expressed without directly considering the relations between $I$ and the cylinder functions induced by $\dot{\Theta}$.

Property 6: Let $K=\left(X, v_{1}\right) \in \dot{\Theta}$. We have

$$
\begin{equation*}
(K \in \ddot{\Theta}) \Leftrightarrow\left((K \in \stackrel{\unlhd}{\unlhd} \dot{\Theta}) \vee\left(K \neq \bigsqcup \unlhd^{\unlhd} K^{\downarrow}\right)\right) \tag{27}
\end{equation*}
$$

Proof: First note that $(\Omega, \perp)$ satisfies Formula (27). Let us now suppose that $K \neq(\Omega, \perp)$. If $K=(X, v) \in \Delta^{\unlhd} \dot{\Theta}$, then for all $x \in X$, we have $I(x)=v$. If $K \neq \bigsqcup \Delta^{\unlhd} K^{\downarrow}$, then, there exists $x \in X$ such that $I(x)=v$. The fact that $K \in \ddot{\Theta}$ then derives from Formula (13). If $K \notin \Delta^{\unlhd} \dot{\Theta}$ and $K=\bigsqcup \Delta^{\unlhd} K^{\downarrow}$, then for each $x \in X$, there exists $K^{\prime} \in$ $K^{\downarrow}$ such that $v<C_{K^{\prime}}(x)$. Consequently, we have $C_{K}<$ $Y_{K^{\prime} \in \Delta^{\unlhd} K^{\downarrow}}^{\leq} C_{K^{\prime}}$, and then, from Formula (13), $K \notin \ddot{\Theta}$.

As a corollary of this property, when $[K]_{\sim_{\dot{\theta}}} \neq\{K\}$, we necessarily have $K \notin \ddot{\Theta}$. The links between $\dot{\Theta}$ - and $\ddot{\Theta}$ -component-trees are exemplified in Fig. 2(n,o).

Note finally that there is no straightforward way to locally characterise the edges of $\ddot{\Theta}$ from the ones of $\dot{\Theta}$. Indeed, the existence (resp. non-existence) of an edge between two
nodes of $\ddot{\Theta}$ depends on the non-existence (resp. existence) of a sequence of a transitive path composed of successive $\ddot{\Theta}$ edges between these nodes.

## VII. About the influence of $(V, \leqslant)$ on COMPONENT-GRAPHS

In this section, we study how certain order relations $\leqslant$ defined on $V$ influence the structural properties of the component-graphs. In particular, we consider (from the more general to the more specific) three kinds of ordered sets, frequent in image applications: (lower-piecewise) lattices, (lowerpiecewise) totally ordered sets, and totally ordered sets.

## A. $(V, \leqslant)$ is a (lower-piecewise) lattice

An ordered set $(X, \leqslant)$ is a upper- (resp. lower-)semilattice if for any $x, y \in X, \bigvee^{\leqslant}\{x, y\}$ (also noted $x \vee \leqslant y$ ) (resp. $\Lambda \leqslant\{x, y\}$ (also noted $x \wedge \leqslant y)$ ) exists. It is a lattice if it is both a upper- and a lower-semilattice.

An ordered set $(X, \leqslant)$ is a upper- (resp. lower-)piecewise lattice if for any $x \in X$, the ordered set $\left(x^{\uparrow}, \leqslant\right)\left(\right.$ resp. $\left.\left(x^{\downarrow}, \leqslant\right)\right)$ is a lattice. Note that a upper- (resp. lower-)semilattice is a upper- (resp. lower-)piecewise lattice, but the converse is not true in general.

In this section, we assume that $(V, \leqslant)$ is a lower-piecewise lattice.

1) Structure of the $\Theta$-component-graphs: The $\Theta$ -component-graphs inherit from the structure of $(V, \leqslant)$.

Property 7: Let $(V, \leqslant)$ be a lower-piecewise lattice. Then

$$
\begin{equation*}
(\Theta, \unlhd) \text { is a upper-piecewise lattice. } \tag{28}
\end{equation*}
$$

Proof: Let $K=(X, v) \in \Delta^{\unlhd} \Theta$. It derives from Property 2 that $\left(K^{\uparrow}, \unlhd\right)$ is a lattice. Since for any $x \in X$ where $(X, \unlhd)$ is a lattice, $\left(x^{\uparrow}, \unlhd\right)$ is still a lattice, $(\Theta, \unlhd)$ is a upper-piecewise lattice.
As a corollary, we have the following property, related to the structure of the equivalence classes of $\sim_{\theta}$.

Property 8: Let $(V, \leqslant)$ be a lower-piecewise lattice. Let $K \in \Theta$, then

$$
\begin{equation*}
\left([K]_{\sim_{\theta}}, \unlhd\right) \text { is a lower-semilattice. } \tag{29}
\end{equation*}
$$

Proof: Let $K=(X, v)$. Let $K^{\prime}=(Y, u) \in \Delta^{\unlhd} \Theta$ such that $Y \subseteq X$. From Property 7, $\left(K^{\prime \uparrow}, \unlhd\right)$ is a lattice. Moreover we have $[K]_{\sim_{\theta}} \subseteq K^{\prime \uparrow}$. As $(V, \leqslant)$ is a lower-piecewise lattice, $\left(u^{\downarrow}, \leqslant\right)$ is a lattice. Let $\left(X, v_{1}\right),\left(X, v_{2}\right) \in[K]_{\sim_{\theta}}$. We have $X \subseteq \lambda_{v 1 \mathrm{v} \leqslant v_{2}}(I)$, and then, from Property (P3), $X \in$ $\mathcal{C}\left[\lambda_{v 1 \vee \leqslant v_{2}}(I)\right]$. Consequently, we have $\left(X, v_{1} \vee \leqslant v_{2}\right) \in[K]_{\sim_{\theta}}$, and the result follows.

It then derives from this property that the $\dot{\Theta}$-componentgraphs also inherit from the structure of $(V, \leqslant)$.
Property 9: Let $(V, \leqslant)$ is a lower-piecewise lattice. Then

$$
\begin{equation*}
(\dot{\Theta}, \unlhd) \text { is a upper-piecewise lattice } \tag{30}
\end{equation*}
$$

Proof: The result derives from the fact that $(\Theta, \unlhd)$ is a upper-piecewise lattice and that $\left([K]_{\sim_{\theta}}, \unlhd\right)$ admits a minimum for any $K \in \Theta$.

Note that, in general, $(\ddot{\Theta}, \unlhd)$ is not a upper-piecewise lattice. These properties are exemplified in Fig. 4.


Fig. 4. (a) A multivalued image $I: \Omega \rightarrow V$ with $\Omega \subset \mathbb{R}^{2}$, and $V \subseteq$ $\mathbb{Z}^{2}$, equipped with the lexicographic order relation. (b) The Hasse diagram of the ordered set $(V, \leqslant)$. For the sake of readability, each value of $V$ is associated to an arbitrary colour. (c-q) Thresholded images $\lambda_{v}(I)$ for $v \in V$. (r) The $\Theta$-component-graph of $I$. (s) The $\dot{\Theta}$-component-graph of $I$. (t) The $\ddot{\Theta}$-component-graph of $I$. The letters ( $\mathrm{A}-\mathrm{AC)}$ ) in nodes correspond to the associated connected components (c-q).
2) Links between $\Theta$ - and $\dot{\Theta}$-component-graphs: Under the current hypotheses (see Property 8), Formula (12) can be rewritten as

This formula leads to the following result.
Property 10: Let $(V, \leqslant)$ be a lower-piecewise lattice. By considering the bijection between $\dot{\Theta}$ and $\Psi$ which associates
any node $(X, v)$ to $X$,

$$
\begin{equation*}
(\dot{\Theta}, \unlhd) \text { is isomorphic to }(\Psi, \subseteq) \text {. } \tag{32}
\end{equation*}
$$

Proof: From Formula (31), for each $K \in \dot{\Theta}$, we have $[K]_{\sim_{\dot{\theta}}}=\{K\}$. The result then follows from Property 5.
Moreover, by extending the relation $\unlhd$ (and then 4) from $\Theta$ to $\Theta / \sim_{\theta}$ as follows

$$
\begin{equation*}
\left(\left[K_{1}\right]_{\sim_{\theta}} \unlhd\left[K_{2}\right]_{\sim_{\theta}}\right) \Leftrightarrow\left(\stackrel{\unlhd}{\wedge}\left[K_{1}\right]_{\sim_{\theta}} \unlhd \stackrel{\unlhd}{\wedge}\left[K_{2}\right]_{\sim_{\theta}}\right) \tag{33}
\end{equation*}
$$

we have the following property.
Property 11: If $(V, \leqslant)$ is a lower-piecewise lattice, then
$\left(\Theta / \sim_{\theta}, \unlhd\right)$ is isomorphic to $(\dot{\Theta}, \unlhd)$
Proof: The proof derives from the equality between any $K \in \dot{\Theta}$ and $人^{\unlhd}[K]_{\sim_{\theta}}$.
This identification is completed by the fact that for all $K \in \Theta$, $\left([K]_{\sim_{\theta}}, \unlhd\right)$ is a lower-semilattice (Property (8)), and by the following property.

Property 12: Let $(V, \leqslant)$ be a lower-piecewise lattice. For all $K_{1}, K_{2}$ (with $\left[K_{1}\right]_{\sim_{\theta}} \neq\left[K_{2}\right]_{\sim_{\theta}}$ ) we have

$$
\begin{equation*}
\left(K_{1} \triangleleft K_{2}\right) \Rightarrow\left({ }^{\unlhd}\left[K_{1}\right]_{\sim_{\theta}} \dot{\text { 人 }}\left[K_{2}\right]_{\sim_{\theta}}\right) \tag{35}
\end{equation*}
$$

Proof: The result derives from Property 4.
Broadly speaking, all the edges between two nodes of $(\Theta, \boldsymbol{4})$ associated to a same connected component disappear in $(\Theta, \dot{\boldsymbol{4}})$, while any edge between two nodes of $(\Theta, \boldsymbol{4})$ associated to distinct connected components lead to edges between the nodes of $(\Theta, \dot{\boldsymbol{4}})$ respectively associated to these two distinct connected components. These links between $\Theta$ and $\Theta$-component-trees are exemplified in Fig. 4(r,s).

## B. $(V, \leqslant)$ is a (lower-piecewise) totally ordered set

We say that an order relation $\leqslant$ on a set $X$ is upper(resp. lower-)piecewise total (and that $(X, \leqslant)$ is a upper- (resp. lower-)piecewise totally ordered set) if for any $x \in X,\left(x^{\uparrow}, \leqslant\right)$ (resp. $\left(x^{\downarrow}, \leqslant\right)$ ) is a totally ordered set.
In this section, we assume that $(V, \leqslant)$ is a lower-piecewise totally ordered set. Note that $(V, \leqslant)$ is then also a lowerpiecewise lattice.

1) Structure of the $\Theta$-component-graphs: The $\Theta$ -component-graphs inherit from the structure of $(V, \leqslant)$.

Property 13: Let $(V, \leqslant)$ be a lower-piecewise totally ordered set. Then

$$
\begin{equation*}
(\Theta, \unlhd) \text { is a upper-piecewise totally ordered set. } \tag{36}
\end{equation*}
$$

Proof: The result derives from Property 2 and the fact that any subset of a totally ordered set is itself totally ordered.

Under the current hypotheses, the $\Theta$-component-graphs have a tree structure $($ of root $(\Omega, \perp)$ ), as illustrated in Fig. $5(\mathrm{a}, \mathrm{m}-\mathrm{o})$.


Fig. 5. (a) A multivalued image $I: \Omega \rightarrow V$ with $\Omega \subset \mathbb{R}^{2}$, and $V=$ $\{a, b, c, d, e, f, g, h, i, j\}$. (b) The Hasse diagram of a lower-piecewise totally ordered set $(V, \leqslant)$. For the sake of readability, each value of $V$ is associated to an arbitrary colour. (c-1) Thresholded images $\lambda_{v}(I)$ for $v \in V .(\mathrm{m}, \mathrm{n}, \mathrm{o})$ The $\Theta-, \dot{\Theta}$ - and $\ddot{\Theta}$-component-graphs of $I$. The letters (A-N) in nodes correspond to the associated connected components (c-l).
2) Links between $\Theta$ - and $\dot{\Theta}$-component-graphs: Since $(V, \leqslant)$ is a lower-piecewise lattice, all the properties of Section VII-A remain valid here, and in particular Properties 10 and 11 . Moreover, Properties 8 and 12 are strengthened by the following one.

Property 14: Let $(V, \leqslant)$ be a lower-piecewise totally ordered set. Let $K \in \dot{\Theta}$. Then

$$
\begin{equation*}
\left([K]_{\sim_{\theta}}, \unlhd\right) \text { is totally ordered. } \tag{37}
\end{equation*}
$$

Proof: The result derives from Property 8 and the lowerpiecewise totality of $\leqslant$.

Property 15: Let $(V, \leqslant)$ be a lower-piecewise totally ordered set. For all $K_{1}, K_{2}$ (with $\left[K_{1}\right]_{\sim_{\theta}} \neq\left[K_{2}\right]_{\sim_{\theta}}$ ) we have

$$
\begin{align*}
& \left(K_{1} \triangleleft K_{2}\right) \Rightarrow\left(\stackrel{\unlhd}{\wedge}\left[K_{1}\right]_{\sim_{\theta}} \dot{<} K_{2}\right)  \tag{38}\\
& \left(K_{1} \dot{\triangleleft} K_{2}\right) \Rightarrow\left(\stackrel{\unlhd}{\curlyvee}\left[K_{1}\right]_{\sim_{\theta}} \triangleleft K_{2}\right) \tag{39}
\end{align*}
$$

Proof: The result derives from Properties 12 and 14. Broadly speaking, the branching points of the $\Theta$-componentgraph are preserved in the associated $\dot{\Theta}$-component-graph, while each node of $\dot{\Theta}$ is associated to a linear part of the $\Theta$-component-graph. These properties are illustrated in Fig. 5(m,n).


(d) $\lambda_{0}(I)$

(e) $\lambda_{1}(I)$

(f) $\lambda_{2}(I)$

(g) $\lambda_{3}(I)$

(h) $\lambda_{4}(I)$

Fig. 6. (a) The grey-level image $I: \Omega \rightarrow V$ of Fig. 1(a). (d-h) Thresholded images $\lambda_{v}(I) \subseteq \Omega$ (in white) for $v$ varying from 0 to 4 . (b) The $\Theta$ -component-graph of $I$. (c) The $\dot{\Theta}-/ \ddot{\Theta}$-component-graphs of $I$, which are isomorphic to its component-tree (see Fig. 1(b)). The letters (A-P) in nodes correspond to the associated connected components (c-g).

## C. $(V, \leqslant)$ is a totally ordered set

In this section, we assume that $(V, \leqslant)$ is a totally ordered set. The case of grey-level images is then matched here.

Note that $(V, \leqslant)$ is also a lower-piecewise totally ordered set. Consequently, all the properties of Sections VII-A and VII-B remain valid here, and in particular Properties 10 and 13.

Moreover, Property 10 is strengthened by the following one.
Property 16: Let $(V, \leqslant)$ be a totally ordered set. Then

$$
\begin{equation*}
(\dot{\Theta}, \unlhd)=(\ddot{\Theta}, \unlhd) \tag{40}
\end{equation*}
$$

Proof: The result derives from Property 6 and Properties (P2) and (P3).

From this property, we guarantee the compatibility between component-trees and component-graphs.

Property 17: Let $I: \Omega \rightarrow V$ be a grey-level image, and $\mathfrak{T}$ its component-tree. Then

$$
\begin{equation*}
\dot{\mathfrak{G}}, \ddot{\mathfrak{G}} \text { are isomorphic to } \mathfrak{T} . \tag{41}
\end{equation*}
$$

and

$$
\begin{equation*}
I=\bigvee_{X \in \Psi}^{\leq} C_{(X, m(X))}=\bigvee_{K \in \Theta}^{\leq} C_{K} \tag{42}
\end{equation*}
$$

Proof: Formula (41) derives from Properties 10 and 16. Formula (42) is a rewriting of Formulae (7) and (17).
This property justifies the compliance between the concepts of component-tree and component-graphs, as illustrated in Fig. 6.

## VIII. Summary

## A. Main properties

Table I describes the component-graph/tree defined by the different ordered sets induced by $\Theta$ © and $\Psi$. Tables II and III summarise the isomorphism relations between them, and the nature of their order. These properties are classified according to the nature of the ordered set $(V, \leqslant)$ (with the following legend in Tables I-III: TO: totally ordered; LPTO: lowerpiecewise totally ordered; LPL: lower-piecewise lattice).

TABLE I
COMPONENT-GRAPH/TREE DEFINITIONS, ACCORDING TO $(V, \leqslant)$.

| $(V, \leqslant)$ | $(\Theta, \unlhd)$ | $(\Theta, \unlhd)$ | $\left(\Theta / \sim_{\dot{\theta}}, \unlhd\right)$ | $(\Theta, \unlhd)$ | $(\Psi, \subseteq)$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| TO | $\mathfrak{G}$ | $\mathfrak{G}, \mathfrak{G}$ |  |  | $\mathfrak{T}$ |
| LPTO | $\mathfrak{G}$ | $\mathfrak{G}$ |  | $\mathfrak{G}$ |  |
| LPL | $\mathfrak{G}$ | $\mathfrak{G}$ |  | $\mathfrak{G}$ |  |
| Other | $\mathfrak{G}$ | $\mathfrak{G}$ | $\mathfrak{G}$ (compact) | $\mathfrak{G}$ |  |

TABLE II
ISOMORPHISM RELATIONS, ACCORDING TO $(V, \leqslant)$.

| $(V, \leqslant)$ | $(\Theta, \unlhd)$ | $(\dot{\Theta}, \unlhd)$ | $\left(\dot{\Theta} / \sim_{\dot{\theta}}, \unlhd\right)$ | $(\Psi, \subseteq)$ | $(\ddot{\Theta}, \unlhd)$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| TO |  | Isomorphic |  |  |  |
| LPTO |  | Isomorphic |  |  |  |
| LPL |  | Isomorphic |  |  |  |
| Other |  |  | Isomorphic |  |  |

TABLE III
NATURE OF THE ORDERED SETS, ACCORDING TO $(V, \leqslant)$.

| $(V, \leqslant)$ | $(\Theta, \unlhd)$ | $(\dot{\Theta}, \unlhd)$ | $\left(\dot{\Theta} / \sim_{\dot{\theta}}, \unlhd\right)$ | $(\Psi, \subseteq)$ | $(\ddot{\Theta}, \unlhd)$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| TO | Upper-piecewise totally ordered |  |  |  |  |
| LPTO | Upper-piecewise totally ordered |  |  |  |  |
| LPL | Upper-piecewise lattice |  |  |  |  |
| Other |  |  |  |  |  |

## B. Space complexity

From an algorithmic point of view (and, a fortiori, from an applicative one), the size of the $\Theta$-component-graph $\mathscr{G}_{\mathfrak{G}}$ of an image $I: \Omega \rightarrow V$ strongly conditions the ability to process this image via a filtering framework relying on $\mathfrak{G}$, as the one described in [1]. From a theoretical point of view, we have the following upper-bounds for the number of nodes of $\mathfrak{G}$

$$
\begin{align*}
|\Theta| & =\mathcal{O}(|\Omega| \cdot|V|)  \tag{43}\\
|\dot{\Theta}| & =\mathcal{O}(|\Omega| \cdot|V|)  \tag{44}\\
|\ddot{\Theta}| & =\mathcal{O}(|\Omega|) \tag{45}
\end{align*}
$$

From a practical point of view, for real images, the actual number of nodes in the $\Theta$-component-graph of an image $I$ : $\Omega \rightarrow V$ will be (generally much) lower than these bounds, since it will depend on $|\Omega|,|V|$, but also on the structure of the image itself, and in particular the number of its maxima and their "height", with respect to ( $V, \leqslant$ ). In particular, we will have

$$
\begin{equation*}
|\ddot{\Theta}| \leq|\dot{\Theta}| \leq|\Theta| \leq \sum_{K \in \Delta^{\unlhd \Theta}}\left|\sigma(K)^{\downarrow}\right| \tag{46}
\end{equation*}
$$

## IX. Conclusion

The notion of component-graph has been proposed as an extension of the notion of component-tree to the images taking their values in any (partially or totally) ordered sets. Some structural properties of three variants of component-graphs have been investigated, in particular for value spaces which are likely to appear in real images (e.g., piecewise totally ordered sets or lattices). In the second part of this work [1], we propose to generalise the anti-extensive filtering framework initially designed for component-trees, to the case of componentgraphs. In order to do so, we focus on properties enabling to build the different variants of component-graphs, but also
on the issue of image reconstruction from filtered componentgraphs.
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