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ABSTRACT
Recently, a cosparse analysis model was introduced as an al-
ternative to the standard sparse synthesis model. This model
was shown to yield uniqueness guarantees in the context of
linear inverse problems, and a new reconstruction algorithm
was provided, showing improved performance compared to
analysis ℓ1 optimization. In this work we pursue the parallel
between the two models and propose a new family of algo-
rithms mimicking the family of Iterative Hard Thresholding
algorithms, but for the cosparse analysis model. We provide
performance guarantees for algorithms from this family un-
der a Restricted Isometry Property adapted to the context of
analysis models, and we demonstrate the performance of the
algorithms on simulations.

1. INTRODUCTION

Many natural signals and images have been observed to be
inherently low dimensional despite their possibly very high
ambient signal dimension. It is by now well understood that
this phenomenon lies at the heart of the success of numerous
methods of signal and image processing.

The sparse synthesis data model, which has enjoyed
much popularity in recent years, is the leading model associ-
ated to this observation. To show more concretely how use-
ful such a model can be, the following generic linear inverse
problem is considered in this paper : For some unknown sig-
nal x0 ∈Rd , an incomplete set of linear observations y ∈Rm

is available via y = Mx0 + e, where e ∈ Rm is an additive
bounded noise that satisfies ∥e∥2

2 ≤ ε2. The task is to recover
or approximate x0. In the noiseless setting where e= 0, this
amounts to solving

y =Mx. (1.1)

Of course, a simple fact in linear algebra tells us that (1.1) ad-
mits infinitely many solutions. Therefore, when all we have
is the observation y and the measurement/observation matrix
M, we are in a hopeless situation to recover x0.

Sparse recovery guarantees. This is where the utility
of what we may call in general the ‘sparse signal models’
comes into play. In the sparse synthesis model, the signal
x0 is assumed to have a very sparse representation in a given
fixed dictionary D ∈ Rd×n. In other words, there exists z0
with few nonzero entries as counted by the “ℓ0-norm” ∥z0∥0
such that

x0 =Dz0, and k := ∥z0∥0 ≪ d. (1.2)
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In more realistic cases x0 ≈Dz0. Having this knowledge we
solve (1.1) using xS =DzS where

zS = argmin
z

∥z∥0 subject to ∥y−MDz∥2
2 ≤ ε2. (1.3)

The upshot of the model (1.2) in the context of the inverse
problem (1.1), in the case that e= 0, is that we know exactly
when we can guarantee the uniqueness of sparse solution to
the resulting equation y=MDz. Precisely, it is shown [5, 9]
that there exists k0 such that if y=MDz0 with k = ∥z0∥0 <
k0, then the linear system y = MDz has a unique k-sparse
solution, which is necessarily z0. The largest such constant
k0 is exactly known to be spark(MD)/2, where spark(MD)
is the minimum number of rows of MD that are linearly de-
pendent. Consequently, if x0 is sufficiently sparse—in the
sense of (1.2)—then we can recover it by solving (1.3) with
ε = 0.

Convex optimization algorithms. Unfortunately, solv-
ing (1.3) was shown to be NP hard. A convex relaxation
using an ℓ1-norm instead of an “ℓ0-norm” can overcome this
computational issue [5, 9]. For example, one can solve

zS = argmin
z

∥z∥1 subject to ∥y−MDz∥2
2 ≤ ε2. (1.4)

The ℓ1-minimization has gained much popularity both in the-
ory and practice. Interestingly, a slightly different form of
ℓ1-minimization has been used in practice and studied [6]. In
this ‘altered form,’ one solves

xA = argmin
x

∥Ωx∥1 subject to ∥y−Mx∥2
2 ≤ ε2, (1.5)

where Ω ∈ Rp×d is an analysis operator. Examples of such
operators include finite difference operators, curvelet trans-
forms, and undecimated wavelet transforms. Despite appar-
ent similarities between (1.4) and (1.5), some fundamental
differences have been demonstrated [6].

Cosparse signal model and recovery guarantees. Re-
cently, it has been pointed out that a new signal model called
cosparse analysis model [11] is more relevant to (1.5) than
the sparse synthesis model. In particular, the uniqueness
property in the context of linear inverse problem (1.1), in the
noiseless case, has been obtained [11] for this model, ex-
ploiting general results on union of subspace models [10].
Therefore, one has a partial but theoretically firm foundation
for using (1.5) for signal recovery.

In the analysis model we aim at solving the following
minimization problem:

xA = argmin
x

∥Ωx∥0 subject to ∥y−Mx∥2
2 ≤ ε2. (1.6)



The model and the uniqueness result can be summarized as
follows: For a fixed analysis operator Ω ∈ Rp×d , a signal
x0 ∈ Rd is said to satisfy the cosparse analysis model if

ℓ := p−∥Ωx0∥0 is large. (1.7)

The quantity ℓ is the cosparsity of x0 and x0 is said to be
ℓ-cosparse, or simply cosparse. As the definition of cospar-
sity ℓ suggests, the emphasis of the cosparse analysis model
is on ‘many zeros’ of the analysis representation Ωx0. This
contrasts to the emphasis on ‘few non-zeros’ of a synthesis
representation z0 in the synthesis model (1.2). The unique-
ness result for the analysis model reads as expected: There
exists ℓ0 such that if y=Mx0 for ℓ-cosparse x0 with ℓ≥ ℓ0,
then the problem (1.6) when ε = 0 has a unique ℓ-cosparse
solution. We refer the readers to [11] for more discussion.

New algorithms for cosparse recovery. The two ℓ1-
minimization principles (1.4) and (1.5) can now be seen as
methods to solve or approximate the solutions of (1.3) and
(1.6) for the recovery of sparse and cosparse signals, respec-
tively. Having this parallelism, we ask immediately: what
about a plethora of algorithms that also aims to solve (1.3)?
Are there analogous counterparts for the analysis model?
For some algorithms, the answer is definitely yes. Indeed,
a greedy algorithm called Greedy Analysis Pursuit (GAP)
has been developed [11]. It somehow mimics Orthonor-
mal Matching Pursuit [12], and its effectiveness was demon-
strated for the cosparse signal recovery problem.

Contributions. Another avenue exists for an analysis al-
gorithm in the direction of the iterative hard thresholding al-
gorithms [2, 7, 4]. The contributions in this paper are:
• Algorithms in the cosparse analysis framework are de-

fined in Section 2 in the spirit of Iterative Hard Thresh-
olding (IHT, [2]) and Hard Thresholding Pursuit (HTP,
[7]). Note that the main novelty is in the definition of
an appropriate cosparse projection replacing the hard
thresholding step used in the synthesis framework.

• A success guarantee based on an RIP-like property for
the analysis model is provided in Section 3. As far as we
know, no uniform guarantees exists for a practical algo-
rithm in the analysis model. This guarantee, unlike the
one in [3] gives a bound for all cosparse signals under
the appropriate conditions.

• Empirical performance is demonstrated in Section 4 in
the context of the cosparse signal recovery problem.

2. ALGORITHMS DESCRIPTION

It is quickly observed that the solution z0 of the ideal prob-
lem (1.3) for the case ε = 0 satisfies: a) ∥z0∥0 = k (as-
suming prior knowledge of the optimum sparsity k); and b)
∥y−MDz0∥2

2 = 0. This observation somehow motivates
the basic ideas of IHT and HTP as follows: We look for
a coefficient vector z0 that minimizes an objective function
f (z) := ∥y−MDz∥2

2 under the constraint ∥z0∥0 = k. The
main difficulty here is that the constraint is not only non-
convex but also non-smooth.

2.1 Quick review of IHT and HTP.
Fortunately, there are two very simple tasks intimately re-
lated to the considered problem; the first one is when we
have an estimate, say ẑ1, of z0, it is easy to find a better

estimate in terms of reducing the objective f . This can be
done by a simple gradient step. The second task is when a
new estimate, say ẑg

1, is not k-sparse, it is straightforward to
find the best/closest k-sparse signal ẑ2. This is achieved by
a simple hard thresholding, leading to the IHT algorithm [2].
Of course, in the second projection step, we can be mind-
ful of the objective function as well, and instead of simple
hard thresholding, we may only take the support of ẑ2 ob-
tained from the hard thresholding but optimize f (z) over all
z’s with the same support in order to get a new estimate,
let us call it again ẑ2. The HTP algorithm implements this
idea [7]. Going further, Cevher [4] proposes to optimize the
stepsize in order to minimize f (z) while taking into account
a possible change in the support selected by hard threshold-
ing. We refer the readers to [2, 7, 4] for more details and turn
our attention to analysis counterparts.

2.2 Overview of proposed cosparse recovery algorithms
The discussion above given the cosparsity ℓ of a sufficiently
cosparse signal x0, in order to solve the ideal problem (1.6),
we can look for a solution xA that minimizes an objective
f (x) := ∥y−Mx∥2

2 under the constraint p − ∥Ωx∥0 = ℓ.
From this, we are led to algorithms for the cosparse signal
recovery in the spirit of IHT and HTP. We present a group of
algorithms that share similar ideas:
• First, these are iterative algorithms: sequences of esti-

mates x̂i, i = 1,2, . . . are obtained by iterating a basic
rule;

• Second, they all share an intermediate gradient descent
step: At iteration i > 1, having the estimate x̂i−1 on our
hand, we compute an intermediate estimate x̂g

i by

x̂g
i = x̂i−1 +µiM

T (y−Mx̂i−1) (2.1)

for some appropriate µi > 0. This corresponds to a gra-
dient descent with respect to the objective function f (x).

• Third, by an appropriate ‘projection,’ the intermediate es-
timate x̂g

i is projected to an ℓ-cosparse element x̂i.

2.3 Some notations
The ‘projection’ step is the most specific novelty of the
proposed algorithms. To explain it, let us fix some nota-
tions. For an index set Λ ⊂ J1, pK, ΩΛ is the submatrix
obtained from Ω by taking the rows indexed by Λ. Hence,
if x0 is an ℓ-cosparse signal, then there are ℓ rows Λ of Ω
such that ΩΛx0 = 0. This means that x0 is orthogonal to
range(ΩT

Λ). In other words, x0 belongs to the ‘cosparse sub-
space’ WΛ = Null(ΩΛ), which is the orthogonal comple-
ment of range(ΩT

Λ). We denote the orthogonal projection
onto range(ΩT

Λ) and WΛ by PΛ and QΛ, respectively.

2.4 Cosparse projections
From x̂g

i which is not necessarily cosparse, we wish to obtain
a new estimate x̂i which is ℓ-cosparse. How we obtain such
a cosparse estimate x̂i is interesting and important.

Going back to the synthesis case, recall that given a co-
efficient vector z, we obtain the k-sparse vector zk clos-
est to z through the so-called hard-thresholding operation
zk = Hk(z): by retaining only the k largest coefficients of
z –excluding possible ties.

This is not so in the cosparse analysis model: When we
apply a hard thresholding to an analysis representation Ωx̂g

i ,



we obtain a vector z := Hp−ℓ(Ωx̂g
i ) with ℓ zero entries, but

we can no longer assert that z is an admissible analysis rep-
resentation in general, i.e., there is no x such that z = Ωx.
To overcome this, we can instead estimate the cosupport as
the set of ℓ smallest entries of Ωx̂g

i ,

Λ̂i := argmin
Λ̃:|Λ̃|=ℓ

∥∥ΩΛ̃x̂
g
i

∥∥2
2 , (2.2)

and then ‘project’ x̂g
i onto the associated cosparse subspace

WΛ̂ to obtain a ‘good’ estimate. How we project on WΛ̂ is
the main difference between the proposed algorithms.

Orthogonal projection. A straightforward solution is to
simply perform an orthonormal projection of x̂g

i . This is the
approach we take for the algorithm of IHT type, which we
name A-IHT. Hence, in A-IHT, we carry out the steps (2.2)
and

x̂i =QΛ̂i
x̂g

i . (2.3)

Note that the quality of this projection heavily depends on
the analysis operator Ω. The projection is in general not the
optimal projection onto the union of analysis cosparse sub-
spaces. Further implication of this is discussed in section 3.

Best data fidelity projection. From the description
above, the cosparse subspace WΛ̂i

, plays the role of the sup-
port for the k largest coefficients of synthesis representations.
In the algorithm of HTP type, which we call A-HTP, we re-
place the orthogonal projection onto WΛ̂i

, (2.3), with a best
data fidelity projection: we look for an element of WΛ̂i

that
minimizes ∥y−Mx∥2

2. That is, Λ̂i is given by (2.2) and

x̂i = argmin
x

∥y−Mx∥2
2 subject to ΩΛ̂i

x= 0. (2.4)

2.5 Choice of the stepsize
Note that the choice of gradient stepsize µi is crucial: If µi’s
are chosen too small, the algorithm gets stuck at a wrong
solution. If too large, the algorithm diverges. For our algo-
rithms, we consider two options for µi. In the first option, we
can choose µi = µ for some constant µ for all iterations. A
theoretical discussion on how to choose µ properly is given
in Section 3. Another way is to solve the following problem

µi := argmin
µ

∥∥y−M(x̂i−1 +µMT (y−Mx̂i−1))
∥∥2

2 , (2.5)

that has a simple closed form solution. Algorithm 1 summa-
rizes the proposed family of algorithms.

2.6 Targeted cosparsity level
Just as in the synthesis counterpart of the proposed algo-
rithms, where a target sparsity level k must be selected be-
fore running the algorithms, we have to choose the targeted
cosparsity level ℓ which will dictate the projection steps. In
the synthesis case it is known that it may be interesting to
over-estimate the sparsity k. Similarly in the analysis frame-
work the question arises: In terms of recovery performance,
does it help to under-estimate the cosparsity ℓ ? A tentative
yes comes from the following heuristic: Let Λ̃ be a subset of
the cosupport Λ of signal x0 with ℓ̃ := |Λ̃| < ℓ = |Λ|. Note
that if the rank of ΩΛ̃ is greater than or equal to d −m, then
in general it is sufficient to identify Λ̃ in order to recover x0

Algorithm 1: Iterative Projection Algorithms: A-IHT,
A-HTP

Input: y, M, Ω, ℓ̃, imax, δterm
Set i = 0, x̂0 = 0
repeat

i := i+1
x̂g

i := x̂i−1 +µiM
T (y−Mx̂i−1)

Λ̂i := argminΛ̃:|Λ̃|=ℓ̃

∥∥ΩΛ̃x̂
g
i

∥∥2
2

case A-IHT
x̂i :=QΛ̂i

x̂g
i

case A-HTP
x̂i := argminx ∥y−Mx∥2

2 s.t. ΩΛ̂i
x= 0

until i = imax or ∥x̂i − x̂i−1∥2 < δterm ∥x̂i∥2

from the relations y =Mx0 and ΩΛ̃x0 = 0. Therefore, we
can use ℓ̃ as the effective cosparsity in the algorithms. The
effect of varying the cosparsity level is shown in section 4.

3. THEORETICAL GUARANTEES

We now turn to theoretical performance guarantees for the
proposed algorithms. For the general class of Iterative Pro-
jection Algorithms (IPA), which combine a gradient step and
an optimal projection PA onto a general union of subspaces,
uniform guarantees were proved [1] assuming that M is bi-
Lipschitz on the considered union of subspaces, denoted A .
In our case, A = ∪|Λ|≥ℓWΛ, and the bi-Lipschitz constants
of M are the largest α and smallest β where 0 < α ≤ β such
that for all ℓ-cosparse vectors x1,x2:

α ∥x1 +x2∥2
2 ≤ ∥M(x1 +x2)∥2

2 ≤ β ∥x1 +x2∥2
2 . (3.1)

Under this assumption1, one can apply Theorem 2 from [1]
to the idealized algorithm that performs an optimal projec-
tion x̂i = PA (x̂g

i ) as a third step (instead of the suboptimal
projections described in section 2.4).

Theorem 3.1 If β ≤ 1
µ < (1+ 1

2 )α then, given y=Mx+e

where x is ℓ-cosparse, after a controlled number of itera-
tions, i∗, we have

∥x− x̂i∗∥2
2 ≤ c1 ∥e∥2

2 , (3.2)

where c1 is a function of α , µ and an accuracy factor.

Near optimal projections. Unfortunately, calculating
the optimal cosparse projection seems to be a hard problem
due to the a priori combinatorial search for the best cosparse
subspace WΛ. Can we do it more efficiently ? This remains
an open question, and in practice, we can merely hope to
achieve a sub-optimal projection. Denoting x∗ = PA x the
vector resulting from the optimal projection and Λ∗ the co-
support of z∗ =Ωx∗, we say that P is near optimal with con-
stant C if for any vector x it obeys:

∥Px−x∥2
2 ≤C inf

x̃∈A
∥x̃−x∥2

2 =C∥x∗−x∥2
2 . (3.3)

1This is the analysis counterpart to the D-RIP property for the matrix
M introduced in [3], where recovery guarantees have been developed for
the solution of (1.5) under the sparse synthesis model with the transposed
dictionary D =ΩT , in the case that ΩT is a tight frame. Hence, (3.1) will
be called the Ω-RIP for M.



Near optimality of proposed projections. The practical
projection used in the first proposed algorithm is near optimal
when Ω obeys yet another RIP-like property:

Lℓ ∥v∥2
2 ≤ ∥ΩΛv∥2

2 ≤Uℓ ∥v∥2
2 (3.4)

for all v ∈ range(ΩT
Λ) and every Λ of size ℓ.

Lemma 3.2 For Ω that satisfies Condition (3.4), the selec-
tion of the cosupport Λ̂ according to (2.2), followed by a
projection on the subspace WΛ̂ according to (2.3) provides a
projection which is near optimal with constant C =Uℓ/Lℓ.

Proof: Since ∥ΩΛ̂x∥
2 = ∥ΩΛ̂Ω

†
Λ̂
ΩΛ̂x∥2

2 = ∥ΩΛ̂PΛ̂x∥
2
2 =

∥ΩΛ̂(Id−QΛ̂)x∥
2
2, by the RIP (3.4) and the definition

of Λ̂, Lℓ ∥QΛ̂x−x∥2
2 ≤ ∥ΩΛ̂x∥

2
2 ≤ ∥ΩΛ∗x∥2

2 . In a simi-
lar way, ∥ΩΛ∗x∥2 = ∥ΩΛ∗(PA x−x)∥2

2 ≤ Uℓ ∥PA x−x∥2
2 .

By combining the lower and upper bounds we get that
∥QΛ̂x−x∥2

2 ≤
Uℓ
Lℓ
∥PA x−x∥2

2 ,

Recovery guarantees with near optimal projections.
While the existing result (Theorem 2 from [1]) is valid for
optimal projections, it can be extended to near optimal pro-
jections. The detailed proof of the following result is too
long to fit in this conference paper and will appear in another
place, hence we only state it as a conjecture.

Conjecture 3.3 Consider y = Mx + e, where x is ℓ-
cosparse and the projection is near optimal with constant C.
Let σM be the maximal singular value of M, α and β the
constant of the Ω-RIP for M. For the noiseless case e = 0,

if β < 1
µ < (1+

√
1−b)α , where b =

(C−1)σ2
M

αC , then the i-
th iteration of A-IHT and A-HTP with a constant step size µ
satisfies

∥x− x̂i+1∥2 ≤ c3 ∥x− x̂i∥2
2 , (3.5)

where c3 < 1, hence the iterates converge geometrically.

The existence of a stepsize leading to convergence is guaran-
teed if β < (1+

√
1−b)α . This is only possible if β < 2α .

Vice-versa, if β < 2α , this holds true provided a near op-
timal projection is achievable with a constant C ≥ 1 suffi-
ciently close to one. Note that for an orthogonal Ω, the
analysis model coincides with the synthesis one. In terms
of standard RIP for MΩT , the condition β < 2α reads
δ2k(MΩT )< 1/3, and coincides with the results of IHT with
a constant step size [7].

4. EXPERIMENTAL RESULTS

To assess their performance, the proposed algorithms were
tested on synthetic cosparse signal recovery problems. For a
fixed Ω ∈ Rp×d , M ∈ Rm×d , a noise level ε , and a cospar-
sity ℓ, a cosparse signal recovery problem is constructed as
follows: A random index set Λ of size ℓ of J1, pK is gener-
ated. An orthonormal basis B for Null(ΩΛ) is computed.
An i.i.d. Gaussian random vector c, of the same length as
the number of columns of B, is generated. Finally, a target
cosparse signal x0 is formed as Bc. The observation vector
is given by y =Mx0 +e where e is an i.i.d. random Gaus-
sian vector with norm ε ∥Mx0∥2. The quintet (Ω,M,y,ε, ℓ)

constitutes an instance of the cosparse signal recovery prob-
lem and is given as an input to the algorithms.

For both A-IHT and A-HTP, we employed a constant
step size2 µ chosen based on the ideas from section 3. The
stopping criteria (cf Algorithm 1) was imax = 500 and δterm =
10−6. The target cosparsity3 ℓ̃ is specific to each experiment.

4.1 Robustness against noise
To assess the behavior of the algorithms against different lev-
els of noise, we chose the setting d = 200, p = 240, m = 160,
and ℓ= 180 and varied the noise level in the range from (al-
most) 0 to 0.5. We generated 20 instances of cosparsity re-
covery problems as described at the beginning of this section,
and fed the algorithms. The average relative error in estimat-
ing x was computed. For both A-IHT and A-HTP, the target
cosparsity level was set to ℓ̃= 0.9ℓ. For comparison with ex-
isting cosparse recovery algorithms, we run the same experi-
ment for the GAP [11] and the analysis ℓ1-minimization (1.5)
with ε = 0. For solving the analysis ℓ1 optimization problem,
we used the Matlab cvx package [8] with highest precision
and the final solution was debiased.

Figure 1 shows the results. Note that neither GAP nor
ℓ1-minimization (in this experiment) are noise aware, which
may explain their poorer performance compared to the pro-
posed algorithms when the input SNR is below 25dB. Still,
the comparatively better robustness of the proposed algo-
rithms against noise remains remarkable, given that they do
not use any explicit knowledge of the noise level.
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Figure 1: Output SNR 20log10(∥x0∥2 /∥x̂−x0∥2) as a func-
tion of the input SNR −20log10(ε) for the tested algorithms.

4.2 Performance for cosparse signal recovery
Next we assessed the algorithm performance in the task of
cosparse signal recovery, when the number of measurements
and the cosparsity vary. We fixed d = 200 and p = 240, and
varied the number m of measurements and the cosparsity ℓ
according to the formulae: δ = m/d, ρ = (d − ℓ)/m in
order to obtain phase transition diagrams for successful re-
covery. For each pair of parameters 0 < δ ,ρ < 1 on a grid,
the following was repeated 50 times: Ω was drawn as the
transpose of a random tight frame of size d × p; M was

2For µi given by (2.5), the results (not shown in this paper) are similar.
3we actually use max(ℓ̃,d−m) as the target cosparsity to ensure unique-

ness.



drawn from the Gaussian ensemble; a cosparse signal re-
covery problem with ε = 0 was constructed and fed to the
algorithms. A relative error less than 10−4 was counted as
a perfect recovery. For both A-IHT and A-HTP, two vari-
ants were implemented, one with a target cosparsity ℓ̃ = ℓ,
the second one with ℓ̃ = 0.75ℓ. The GAP and the analysis
ℓ1-minimization were again used for comparison.

Figures 2-3 show the resulting phase transition diagrams.
Each pixel indicates the percentage of the 50 cosparse signals
perfectly recovered at the corresponding setting (δ ,ρ), from
black (100% failure) to white (100% success). The GAP al-
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Figure 2: Recovery rate of GAP (left) and analysis ℓ1-
minimization (right).

gorithm and analysis ℓ1-minimization yield the largest white
areas, showing the best recovery performance of all tested
algorithms. However, A-HTP was informally observed to
perform the recovery faster than the other algorithms when it
succeeded.

The effect of the target cosparsity level ℓ̃ can also be seen
in Figure 3. Namely, we clearly observe the benefit of target-
ing cosparsity 0.75ℓ rather than ℓ. Let us point out, however,
that the usage of too low ℓ̃ leads to complete failure in terms
of recovery (result not shown). Therefore, ℓ̃ is best seen to
be chosen slightly smaller than ℓ.
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Figure 3: Recovery rate of proposed algorithms. Top: A-
IHT; Bottom: A-HTP; Left: ℓ̃= ℓ; Right: ℓ̃= 0.75ℓ.

5. CONCLUSION

This paper introduced a family of new iterative algorithms
for stably recovering/approximating cosparse signals from
low-dimensional projections. These algorithms are the anal-
ogous, in a cosparse modeling framework, of the IHT and

HTP algorithms for sparse signal recovery. This work ex-
tends the result of [1] in the cosparse analysis model frame-
work by allowing the use of sub-optimal projections for the
general class of Iterative Projection Algorithms (IPA) de-
scribed in [1]. We have provided a tentative theoretical
foundation for such sub-optimal projections, hence enabling
the implementation of two classes of algorithms that can be
proven to converge and recover sufficiently cosparse signals
in the noiseless setting. Moreover, the robustness of these
algorithms against noise and their effectiveness in recover-
ing cosparse signals was demonstrated by experimental ev-
idence. Further investigation of performance guarantees of
the algorithms in the presence of noise, their computational
complexity, and the effect of cosparsity levels and gradient
step size are ongoing work.
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