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Abstract: Di�usion weighted magnetic resonance (DW-MR) imaging is the
reference in vivo modality to study the connectivity of brain white matter.
Several models have been proposed to process DW-MR signal. They include
popular di�usion tensor imaging (DTI) as well as higher-order models (qballs,
ODF). These approaches su�er from important drawbacks. Standard DTI is
insu�ciently robust to noise and cannot directly cope with multiple �ber di-
rections. Higher-order approaches can alleviate these limitations but at the
cost of increased acquisition time. In this research report we propose a new
di�usion model, coined Di�usion Directions Imaging (DDI) to overcome these
limitations. It is based on the direct modeling of the displacement of water
molecules under directional di�usion as a sum of two random variables: a tri-
dimensional Gaussian vector and a two-dimensional von Mises-Fisher one, the
latter capturing the directional statistics. We derive a closed form expression
for the corresponding pdf and consider mixtures of such pdfs to handle multi-
ple �ber directions. Under this model, we then derive a closed form expression
of DW-MR measurements and exploit it to estimate di�usion parameters from
noisy signals. On synthetic data, this new model proves more accurate and
more robust to noise than DTI or ODF for estimating �ber directions. We also
demonstrate its ability to handle multiple di�usion directions with a limited
number of acquisitions. Finally, we show its good behaviour on real data with
both isotropic and anisotropic regions.

Key-words: di�usion magnetic resonance imaging, imaging biomarkers, von
Mises & Fisher distribution, brain white matter modeling
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Résumé : L'imagerie par résonance magnétique pondérée en di�usion (DW-
MRI) est la modalité in vivo de référence pour étudier les connectivités neurona-
les dans la matière blanche du cerveau. Plusieurs modèles ont été proposés pour
traiter les données issues de ce type d'imagerie. Le plus répandu est connu sous
le nom de Di�usion Tensor Imaging (DTI) et, récemment, des modèles d'ordre
supérieur (qballs, ODF) ont été introduits. Ces approches présentent des in-
convénients importants. Le modèle standard DTI est insu�samment robuste
au bruit et ne permet pas d'estimer des croisements (ou bifurcations) de �bres.
Les approches d'ordre supérieur peuvent atténuer ces limites, mais au prix d'un
temps d'acquisition augmenté. Dans ce rapport de recherche nous proposons
un nouveau modèle de di�usion, intitulé Di�usion Directions Imaging (DDI)
qui permet de surmonter ces limitations. Il est basé sur la modélisation directe
du déplacement aléatoire des molécules d'eau comme une somme de deux vari-
ables aléatoires: un vecteur tri-dimensionnel suivant une loi Gaussienne et un
vecteur bi-dimensionel suivant une loi de von Mises-Fisher. Nous en dérivons
l'expression de la pdf correspondante et proposons un mélanges de ces pdfs pour
permettre l'estimation de plusieurs directions de �bre. Sous les hypothèses de
ce modèle, nous avons ensuite dériver une expression analytique de l'intensité
du signal de di�usion et nous l'exploitons pour estimer les paramètres de notre
modèle DDI Ã partir des signaux bruités. Sur des données synthétiques, ce
nouveau modèle s'avère plus précis et plus robuste au bruit que le DTI ou ODF
pour estimer les directions de �bre. Nous avons également démontrer sa capacité
Ã détecter de multiples directions de �bre avec un nombre limité d'acquisitions.
En�n, nous montrons son bon comportement sur des données réelles avec des
régions à la fois isotrope et anisotrope.

Mots-clés : di�usion magnetic resonance imaging, biomarqueurs d'imagerie,
distribution de von Mises & Fisher, modélisation de la matière blanche cérébrale
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1 Introduction and Motivations

Di�usion magnetic resonance imaging (dMRI) [1] allows in-vivo and non-invasive
investigation of biological tissue structure. A widespread application of dMRI
is the study and analysis of the brain white matter constituted of intricate �ber
bundles (axons) into which the di�usion is restricted and allows to infer their
geometry (orientations, diameter, etc).

Standard dMRI sequences often boil down to q-space imaging [2] in which,
in practice, a series of magnetic �eld gradients q is applied to a subject's brain.
It makes the assumption that the width δ of these gradients is very short and
negligible with respect to (wrt) the di�usion time ∆ between two successive
applied gradients. Under this assumption, the magnetic �eld gradients q are
not time-dependent anymore: their directions are thus directly encoded and
their intensities are encoded via the so-called b-value according to [2] b = τ‖q‖2,
where τ := ∆− δ/3 is the approximate di�usion time.

For each magnetic �eld gradient, the raw di�usion signal is the intensity
(modulus) of the complex magnetization of all contributing spins [3] corrupted
by measurement noise which, in the literature, is assumed to follow either a
Rice probability distribution [4] or a non-central χ2 probability distribution in
case of parallel imaging [5]. Under the q-space imaging formalism, the following
relation holds [6, 7]:

A?(q)

A?(0)
=

∫
R3

fx(x)eiq
′xdx , (1)
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where A?(q) is the theoretical complex magnetization at di�usion time τ when a
magnetic �eld gradient q is applied, A?(0) is the complex magnetization in ab-
sence of magnetic �eld gradient, x is the 3-dimensional random displacement of
the water molecules and fx is termed the di�usion probability density func-
tion (pdf). Inferring the micro-structure of the tissues requires to reconstruct
the di�usion pdf from raw di�usion signals S(q) which, in absence of measure-
ment noise, read A(q) = |A?(q)| (theoretical di�usion signals). Methods
for the reconstruction of the di�usion pdf have thus been devised to estimate
some of its features from the raw di�usion signals [8] and hinge on four major
q-space sampling schemes:

Full Sampling. If the q-space is entirely sampled on a Cartesian lattice
with su�cient density (so that accurate fast Fourier transform (FFT) can be
performed), model-free Di�usion Spectrum Imaging (DSI) method [9] proposes
an accurate reconstruction of the symmetric part of the di�usion pdf, termed
the ensemble average propagator (EAP) [10]. Assuming the di�usion pdf to be
symmetric implies that the normalized theoretical complex magnetization (left
part of Eq.(??)) is equal to its modulus, the Fourier transform (FT) of which
directly yields the EAP. An estimation of the EAP is thus obtained by FFT
of the normalized raw di�usion signals. A full sampling of the q-space however
requires a huge number of both encoding b-values including high b-values (up-
wards of 8000s/mm2) and encoding directions (upwards of 500) leading to an
acquisition time of several hours [11].

Multi-Shell Imaging (MSI) Sampling. MSI consists in sampling the
q-space over a large number of encoding directions (upwards of 60) uniformly
spread on several spheres (usually 2-4 b-values, both low and high). Even
if it signi�cantly reduces the acquisition time wrt to a full sampling, it takes
upwards of 30 min. This spherical sampling is however not suited to DSI.
Adjusting the raw di�usion signal to a Cartesian lattice by means of bilinear
interpolation yields Hybrid Di�usion Imaging (HYDI) [12]. Other model-free
methods based on MSI sampling provide estimates of the EAP by expanding the
raw di�usion signals by means of (i) 4-th order tensors [13, 14], (ii) the spherical
polar Fourier basis up to a given order [15, 16] or (iii) the solid harmonics basis
up to a given order giving its name to Di�usion Propagator Imaging (DPI)
[17]. An MSI-based method for the reconstruction of the full di�usion pdf
(including symmetric and asymmetric dislacements) is also proposed in [18],
using the Gram-Charlier expansion of the raw di�usion signal up to a given
order. Alternatively, model-dependent methods that assumes the di�usion pdf
to be a mixture of Gaussian densities (e.g. the �multi-Gaussian" model [19], the
�multi-Watson" model [20], and the Ball & Stick model [21]) make use of MSI
[22] and provide a parametric estimation of the EAP.

High Angular Resolution Di�usion Imaging (HARDI) Sampling.
HARDI consists in sampling the q-space over a large number of encoding direc-
tions (upwards of 60) uniformly spread on a high-radius single sphere (single
high b-value, typically greater than 1500s/mm2) [23] which further reduces the
acquisition time wrt MSI (lower bound of about 15 min). Model-free meth-
ods for the reconstruction of the di�usion pdf using HARDI sampling mainly
revolve around q-ball imaging (QBI) [24] and di�usion orientation transform
(DOT) [25]. Both methods focus on the estimation of a speci�c angular feature
of the EAP, namely the di�usion orientation distribution function (dODF) (to be
precise, an approximation thereof) de�ned as the density of the marginal prob-
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ability distribution of the molecular displacements on the 2-dimensional unit
sphere [26] and the isoradius of the EAP, respectively. QBI originally estimates
the dODF by expanding the raw di�usion signals by means of a spherical radial
basis function with Gaussian kernel [24] but further works exhibit a faster and
more robust QBI by expanding the raw di�usion signals by means of the spher-
ical harmonics (SH) basis [27, 28, 29]. As for DOT, the isoradius of the EAP is
estimated by expanding the Fourier-Bessel transform of the raw di�usion signals
by means of the SH basis [25]. Model-dependent methods for the reconstruction
of the di�usion pdf using HARDI sampling are (i) the composite hindered and
restricted mixture model, coined CHARMED [30], of which one component is
an isotropic Gaussian density and the others are Neuman-type densities for re-
stricted di�usion within a cylinder [31] and (ii) spherical deconvolution models
[32, 33] which estimate the �ber orientation distribution function (fODF). The
latter methods assume that the raw di�usion signals are the result of the con-
volution between the fODF and a kernel re�ecting the di�usion within a given
�ber. This kernel is in turn assumed (i) of Gaussian-type [34, 27, 35], (ii) of
Rigaut-type [36] or (iii) sinusoidal [37] (which is an alternative formulation of
persistent angular structure MRI (PAS-MRI) [38]). Data-dependent kernels are
also proposed in [39, 40, 41].

Low Angular Resolution Di�usion Imaging (LARDI) Sampling.
LARDI consists in sampling the q-space over a low number of encoding direc-
tions (typically less than 30) uniformly spread on a low-radius single sphere
(single low b-value, typically lower than 1500s/mm2) so that the acquisition
time drops below 10 min. To the best of our knowledge, the only method for
the reconstruction of the di�usion pdf to date compatible with LARDI is di�u-
sion tensor imaging (DTI) [42]. It is a model-dependent method that provides a
parametric estimation of the EAP by assuming the latter to be a 3-dimensional
centered Gaussian pdf parametrized by a di�usion tensor. The derivation of
Eq.(??) is then straightforward and thus the raw di�usion signal can be ana-
lytically expressed as a function of the di�usion tensor. Unlike all the other
methods, the major drawback of the DTI method (apart from the fact that it
implies symmetry of the molecular displacements) is that it does not account
for intra-voxel white matter �ber heterogeneity brought to light in [19].

Clinical protocols often include, in addition to the dMRI sequence, other
types of sequences (e.g. 3D T1, FLAIR and T2 for vascular pathologies, per-
fusion, resting-state, magnetization transfer, etc). Neurologists thus tally with
an upper bound of 10 min for the acquisition time (AT) of the dMRI sequence
so that the whole protocol does not exceed half an hour. Even if the recent
ongoing research proposes signi�cant reduction of the acquisition time for full
sampling or MSI sampling notably by means of compressed sensing [43, 44],
they are up to now still prohibitively time-consuming (upwards of 20 min). In
a clinical setting, only dMRI data sets acquired with LARDI sampling of the
q-space can thus be used to infer the di�usion pdf. In addition, because of the
intra-voxel white matter �ber heterogeneity, the method for the reconstruction
of the di�usion pdf shall account for multiple �ber directions. Table 1 shows
that there is no state-of-the-art method for the reconstruction of the di�usion
pdf that both relies on LARDI sampling of the q-space and allows to estimate
several �ber directions.

RR n° 7683
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Table 1: Summary of the di�erent sampling schemes of the q-space, with associated lower bound
of the acquisition time and indication on whether associated state-of-the-art methods for the recon-
struction of the di�usion pdf allow to estimate multiple �ber directions or not.

Sampling AT Lower bound Multi-�ber
Full 30 min yes
MSI 20 min yes

HARDI 15 min yes
LARDI 10 min no

The contribution of this work is to propose a new method for the reconstruc-
tion of the di�usion pdf, coined di�usion directions imaging (DDI), that ful�lls
the following four objectives:

1. Being compatible with dMRI data sets acquired in maximum 10 min.
2. Estimating multiple �ber directions.
3. Allowing for the retrospective analysis of DTI repositories acquired

in the past.
4. Accounting for both symmetric and asymmetric molecular dis-

placements.
We introduce the new proposed method in Section 2. Then, we evaluate its

robustness to Rician noise, we validate the method on simulated dMRI data sets
and we show its applicability and performances on clinical dMRI data sets in
Section 3. Finally, we propose a discussion on both the theoretical and practical
aspects of the method in Section 4.

2 Methods

In a given voxel, the di�usion process induces, after a di�usion time τ , a ran-
dom displacement δx of the water molecules, the pdf of which is the di�usion
pdf. The simplest and most widespread method for the reconstruction of the
di�usion pdf, which is to date the only method through which clinicians an-
alyze dMRI data sets, is the model-dependent DTI method [42]. It assumes
that δx =

√
2τw, where w follows a 3-dimensional centered Gaussian proba-

bility distribution whose covariance matrix D is termed the di�usion tensor.
Because of the nature of the Gaussian probability distribution, (i) it assumes a
unique direction of di�usion per voxel, (ii) it mixes up the angular and radial
component of the di�usion and (iii) it only models the symmetric molecular
displacements, discarding the asymmetric ones, which thereby only allows for
the reconstruction of the EAP.

Nevertheless, model-dependent methods seem to be the key to reconstruct-
ing the di�usion pdf from clinically acquired data sets. Therefore, we propose
an alternative parametric probability distribution for the random variable w
to remedy the weaknesses in the DTI method. The random motion of water
molecules in the white matter depends on the surrounding tissue structure. Be-
cause of the intra-voxel white matter �ber heterogeneity, �rst brought to light in
[19], we assume that, in each voxel, water molecules can be divided into several
compartments.

RR n° 7683
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First, we describe how we model the di�usion within a single compartment
and how we can easily obtain some di�usion features of particular interest
(e.g. direction of di�usion, associated measure of anisotropy and radial dis-
placement). Then, we introduce our multi-compartment model of the di�usion
pdf, coined Di�usion Directions Imaging (DDI), of which we propose a moti-
vated parametrization. Second, we depict how we estimate the parameters of
the DDI model from the raw di�usion signals. In particular, (i) we establish the
analytical relation between the theoretical di�usion signals and the parameters
of the DDI model, (ii) we go into details regarding some interesting asymptotic
behaviors of this analytical relation and (iii) we explain how we handle both
the inherent measurement noise (which the raw di�usion signals are corrupted
with) and the underlying model selection problem to improve the robustness of
the estimation.

2.1 The new proposed di�usion model

In this subsection, we refer to the di�usion pdf as the pdf of the random variable
w instead of the pdf of the molecular displacement δx. This can be done without
loss of generality since x is equal to δx up to the multiplicative scalar factor√

2τ , which only depends on the di�usion time.

2.1.1 Single-compartment model

Local di�usion modeling. Within each compartment, the random
3-dimensional displacement of water molecules is the combination of a random
2-dimensional direction and a random 1-dimensional displacement along that
direction. In the single-compartment model, we thus focus on (i) better sepa-
rating these angular and radial components of the di�usion and (ii) integrating
a possible asymmetry in the model.
Ideally, one could think of expressing the random variable w in spherical co-
ordinates as w = rv so that both the radial component (r) and the angular
component (v) could be completely modeled apart. However, to the best of our
knowledge, there is no pair of known parametric probability distributions (a uni-
variate one and a directional one to model r and v respectively) that leads to an
analytical relation between the theoretical di�usion signals and the parameters
of the subsequent model, making any such models pointless in conjunction with
dMRI data sets.
Aware of this intricate mathematical issue, we express the random variable w
as the sum of two independent random variables, which is convenient for the
analytical derivation of Eq.(1). In essence, we assume that w = v + z, where:
� v follows a von Mises & Fisher probability distribution (see Appendix
B) de�ned on the 2-dimensional sphere of radius R > 0 and parametrized by
its mean direction µ, with ‖µ‖ = 1, and its concentration parameter κ ≥ 0.
The higher the concentration parameter, the more likely the water molecules
are to di�use along µ; when it is nil, the direction of molecular displacements is
uniformly distributed over the sphere; µ can thus be interpreted as the direction
of the �bers which constrain the di�usion, whereas κ can be interpreted as a
measure of anisotropy of the di�usion. The von Mises & Fisher probability
distribution admits a pdf on the 2-dimensional sphere of radius R. Its expression
is given in [45] for R = 1 and can easily be extended on the sphere of radius

RR n° 7683
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R > 0 by a�ne transformation. For any v ∈ R3 such that ‖v‖ = R, we indeed
have:

fv(v;µ, κ,R) =
1

R3

κ

4πshκ
e
κ
Rµ
′v . (2)

� z follows a centered Gaussian probability distribution de�ned on R3 and
parametrized by a cylindrically constrained covariance matrix D, akin to the
di�usion tensor in the constrained DTI model proposed in [46], completely de-
termined by its condition number (i.e. the ratio of its largest non-zero eigenvalue
to its smallest non-zero eigenvalue) set to κ+ 1 and its largest eigenvalue set to

R2 with associated eigenvector set to µ so that D =
R2

κ+ 1
(I3 + κµµ′), where

I3 is the 3 × 3 identity matrix. If κ → +∞, then D = R2µµ′ and thus R
represents the radial displacement along the �ber direction µ; if κ → 0, then
D = R2I3 and thus R represents the radial displacement along any direction.
The centered "cylindrical" Gaussian pdf can be elegantly expressed using the
Sherman-Morrison Woodbury identity [47] to invert D. For any z ∈ R3, we
indeed have:

fz(z;µ, κ,R) =
κ+ 1(
R
√

2π
)3 e− (κ+1)‖z‖2−κ(µ′z)2

2R2 . (3)

� v and z are statistically independent.
The di�usion pdf is thereby obtained by a non trivial convolution of the von
Mises & Fisher pdf de�ned on the 2-dimensional sphere of radius R accord-
ing to Eq.(2) and the Gaussian pdf de�ned on R3 according to Eq.(3), and is
parametrized by µ (unit vector), κ ≥ 0 and R > 0 (i.e. four parameters). For
any w ∈ R3, we have (see Appendix C):

fw(w;µ, κ,R) = c(κ,R)e−
1
2 ((κ+1)w2

⊥+w2
�)

×
∫ 1

−1

e
κ
2 t

2+(κ+w�)tI0

(
(κ+ 1)w⊥

√
1− t2

)
dt ,

(4)

where (i) (w�, w⊥) := R−1
(
µ′w,

√
‖w‖2 − (µ′w)2

)
,

(ii) c(κ,R) :=
κ(κ+ 1)

√
2

8π3/2R3sh (κ)
e−

κ+1
2 and (iii) I0 is the zero-th order modi�ed

Bessel function [48], with the convention that µ′w = ‖w‖ for any w ∈ R3 when
κ = 0.

Di�usion features. The random variable v models exclusively the angular
component of the di�usion while the random variable z mainly models the radial
component of the di�usion. Indeed, the shape of the covariance matrix D of the
Gaussian probability distribution, with its two smallest eigenvalues being equal,
is analogous to a cylinder whose axis lies along the mean direction µ of the von
Mises & Fisher probability distribution. This prevents water molecules from
strongly deviating from the direction µ, which makes the largest eigenvalue R2

of D being a fair approximation of the squared radial displacement.
Within each compartment of each voxel, the putative �ber direction is
thereby a natural output (µ) of this single-compartment model as well as the
radial displacement of water molecules (R) along this direction. The κ pa-
rameter completes the description of the di�usion in a compartment by assessing
the degree of local anisotropy.

RR n° 7683
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The covariance matrix D involved in our single-compartment model is akin to a
di�usion tensor. Its largest and smallest eigenvalues, R2 and R2/(κ+ 1) respec-
tively, can thus be interpreted as the principal and transverse di�usivities,
respectively.
For ease of interpretation by clinicians, we can additionally relate κ and R to
the fractional anisotropy (FA) and the mean di�usivity (MD) [49]. After
some trivial calculations, we indeed obtain:

FA =
κ√

(κ+ 1)
2

+ 2
, for any κ ≥ 0 , (5)

MD =
(

1 +
κ

3

) R2

κ+ 1
, for any κ ≥ 0 , R > 0 .

2.1.2 Multi-compartment Model

Mixture model. Due to the low number of parameters of our
single-compartment model (4), we can embody it within a multi-compartment
model, which can account for more than one �ber direction within each voxel
with still a low number of parameters. This approach was pioneered in [19, 21],
using DTI as single-compartment model, and was quite promising. Unfortu-
nately, this model, a.k.a. �multi-tensor" model, requires dMRI data sets ac-
quired on multiple spherical shells [22], which is not compatible with clinical
settings. We thereby propose the same approach using our single-compartment
model instead.
Assuming m di�erent �ber directions within a given voxel, we model the dif-
fusion pdf as a mixture of m pdfs (�ber compartments) having the com-
mon parametric form given in Eq.(4) with parameters {µi, κi, Ri}i∈J1,mK. We
also include an additional pdf in the mixture to account for isotropic di�usion
(isotropic compartment). This pdf follows the general form given in Eq.(4)
with κ = 0: in that case, for any w ∈ R3, de�ning wR = ‖w‖/R, one can show
that:

fiso(w;R) = 2c(0, R)e−
w2
R
2
shwR
wR

. (6)

Mixture weights. We have to associate a mixture weight to each of the
m+ 1 pdfs that compose the mixture. Let us begin with the weight of the i-th
�ber compartment, i ∈ J1,mK.
� Case FAi = 0: The i-th �ber compartment contains water molecules di�using
along directions that are not regrouped around the direction µi at all, making
µi being a �ctitious �ber direction. It must thereby have a null mixture weight.
� Case FAi = 1: the i-th �ber compartment contains water molecules di�using
strictly along direction µi, making µi being a true �ber direction. It must
thereby have the maximum possible mixture weight.
� Case 0 < FAi < 1: the i-th �ber compartment contains water molecules
di�using along directions that are regrouped around the direction µi with a
concentration proportional to FAi, making µi being a putative �ber direction
with �degree of belief" proportional to FAi. It must thereby have a mixture
weight proportional to FAi.
Assuming that �ber compartments associated to true �ber directions have equal
mixture weights leads to a value of 1/m for such weights. To account for all the
previous requirements, we thereby set the weight of the i-th �ber compartment
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to FAi/m, i ∈ J1,mK. The weight of the isotropic compartment consequently

reads 1−
m∑
i=1

FAi/m.

Mixture di�usivities. Based on the argument that nerve �bers share sim-
ilar dimensions, the principal and transverse di�usivities are often assumed iden-
tical in each compartment [50, 40]. We follow the same lines for the transverse
di�usivity but we choose to let each compartment have its own principal di�u-
sivity to strengthen the estimation of the associated direction which is a putative
�ber direction. For any i ∈ J1,mK, we thus have R2

i = (κi + 1)λ, where λ > 0 is
the common transverse di�usivity.

The DDI model. Our assumptions on the form of the di�usion pdf (mix-
ture model section) along with the assumptions relative to its parametrization
(mixture weights and mixture di�usivities sections) allows us to state our DDI
model.
Assuming m putative �ber directions in the voxel, DDI proposes to model the
di�usion pdf as follows:

fw
(
w; {µi, κi}i∈J1,mK, λ

)
=

(
1− 1

m

m∑
i=1

FA(κi)

)
fiso

(
w;
√
λ
)

+
1

m

m∑
i=1

FA(κi)fi

(
w;µi, κi,

√
(κi + 1)λ

)
,

(7)

where FA is given by Eq.(5), fiso is given by Eq.(6) and fi is given by Eq.(4),
for any i ∈ J1,mK.
It is thus parametrized by 3m+1 parameters (e.g. 1 parameter for the isotropic
DDI model, 4 parameters for the 1-�ber DDI model, 7 parameters for the 2-�ber
DDI model, and so on), namely:
� the spherical coordinates (θi, φi) ∈ [0, π]×[0, 2π[ of the putative �ber direction
µi, for any i ∈ J1,mK;
� the concentration of water molecules κi ≥ 0 around the putative �ber direc-
tion µi, for any i ∈ J1,mK;
� the transverse di�usivity λ > 0, common to all compartments.

2.2 Estimation of the DDI Parameters

2.2.1 Analytical expression of the theoretical di�usion signal

An analytical relation between the theoretical di�usion signal A(b, g), which
depends on the b-value and direction (g) of the applied magnetic �eld gradient,
and the parameters of the DDI model can be derived by computing analytically
the integral in Eq.(1).

This integral is, by de�nition, the characteristic function (cf) of the real 3-
dimensional random variable δx =

√
2τw, meaning that Eq.(1) can be written
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(taking the modulus of each part of the equation):

A(b, g)

A(0)
=

∣∣∣∣∣ϕδx
(√

b

τ
g

)∣∣∣∣∣
=

∣∣∣∣∣ϕ√2τw

(√
b

τ
g

)∣∣∣∣∣ =
∣∣∣ϕw

(√
2bg
)∣∣∣ . (8)

Assuming that w follows the DDI model, i.e. that its pdf is given by Eq.(7),

ϕw

(√
2bg
)
reads:

ϕw

(√
2bg; {µi, κi}i∈J1,mK, λ

)
=

(
1− 1

m

m∑
i=1

FAi

)
ϕiso

(√
2bg;
√
λ
)

+
1

m

m∑
i=1

FAi ϕi
(√

2bg;µi, κi,
√

(κi + 1)λ
)
,

(9)

where FAi is given by Eq.(5) with κ = κi, ∀i ∈ J1,mK,

ϕiso

(√
2bg;
√
λ
)

= e−bλ
sin
√

2bλ√
2bλ

, and

ϕi

(√
2bg;µi, κi,

√
(κi + 1)λ

)
= e−bλ(1+κi(µ

′
ig)2)

× κi
shκi


sin
√

2(κi + 1)bλ− κ2
i√

2(κi + 1)bλ− κ2
i

,
√

2bg ∈ Ωi ,

sh (αi + iβi)

αi + iβi
,
√

2bg /∈ Ωi ,

where Ωi is de�ned in Eq.(14) replacing Ri with
√

(κi + 1)λ and

αi = αi

(√
2bg;µi, κi,

√
(κi + 1)λ

)
and βi = βi

(√
2bg;µi, κi,

√
(κi + 1)λ

)
are

given by Eq.(13), for any i ∈ J1,mK.
Inserting Eq.(9) into Eq.(8) yields the analytical relationship between the

theoretical di�usion signal A(b, g) and the parameters
{
{µi, κi}i∈J1,mK, λ

}
of

the DDI model.

2.2.2 Asymptotic behaviors

Two limiting cases of Eq.(8) and Eq.(9) need further investigations:
� Case κi → 0, ∀i ∈ J1,mK: it is the isotropic DDI model; all the FA are

equal to 0 in the �ber compartments, the weights of which become nil; in that
case, one can easily show that the theoretical di�usion signal does not depend
on the encoding direction but only on the encoding b-value and reads:

ADDI

iso (b;λ) = A(0)e−bλ

∣∣∣sin√2bλ
∣∣∣

√
2bλ

,

which is equal, up to a multiplicative factor, to the expression obtained using
the isotropic DTI model [51]: ADTI

iso (b;λ) = A(0)e−bλ. More precisely, when the
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encoding b-value (or the di�usivity λ) is small, the isotropic DDI model behaves
like the isotropic DTI model. When the encoding b-value (or the di�usivity λ) is
large, the isotropic DDI model also behaves like the isotropic DTI model. These
two situations, a.k.a. the long wavelength limit and large displacement limit
respectively, have been carefully examined in [52] in which the same conclusions
were reached. On the other hand, when the encoding b-value (or the di�usivity
λ) is moderate (typically between 400 s/mm2 and 3000 s/mm2), we suggest a
slight departure from the isotropic DTI model.

� Case κi → +∞, 0 < R2
i = (κi+1)λ < +∞, ∀i ∈ J1,mK: it is the �perfectly

anisotropic" DDI model; in each �ber compartment, the principal di�usivity R2
i

is �nite and the FAi goes to 1 so that the isotropic mixing weight becomes nil;
in that case, one can easily show that the theoretical di�usion signal reads:

ADDI

∞
(
b, g; {µi, Ri}i∈J1,mK

)
=
A(0)

m

m∑
i=1

e−bR
2
i (µ
′
ig)2

This limiting case of our DDI model is found to coincide with the model proposed
in [20] using Watson distributions, which is a constrained multi-tensor model
where the tensors have a unique non-zero eigenvalue and the compartments are
equally weighted.

2.2.3 Estimation from noisy di�usion signals

Description of a dMRI data set. In its most general form, a dMRI data
set is composed of ng × nb raw di�usion signals Sjk, j ∈ J1, ngK, k ∈ J1, nbK,
acquired for ng di�erent encoding directions {gj}j∈J1,ngK and nb di�erent en-
coding b-values {bk}k∈J1,nbK. Each raw di�usion signal is corrupted by Rician
noise [53, 4], as Sjk ∼ Rice (Ajk, σk), where σk ≥ 0 is the standard deviation of
the noise which depends on the b-value, and Ajk is the corresponding theoret-
ical di�usion signal which is analytically related to the parameters of the DDI
model.

Handling the Rician noise. Because of the Rician noise, in general, the
mean of a raw di�usion signal Sjk does not match the corresponding theoretical
di�usion signal Ajk. For moderate (typically greater than 3) signal-to-noise ratio
(SNR), de�ned as SNRjk = Ajk/σk, the following Gaussian approximation of

the Rician noise stands [4]: Sjk ∼ N
(√

A2
jk + σ2

k, σ
2
k

)
. This approximation

however requires (i) σk to be known which is not the case in practice and (ii)
SNRjk to be su�ciently high. These two issues are solved using the recursive
linear minimum mean square error (RLMMSE) estimator for the Rician model
introduced in [54].

Minimization problem. Assuming that the Gaussian approximation of
the Rician noise stands, a least squares (LS) �tting is adequate. The estimation
of the DDI parameters is indeed performed by minimizing the following criterion:

J
(
{µi, κi}i∈J1,mK, λ; {Sjk}

)
= (10)

ng∑
j=1

nb∑
k=1

Sjk −
√
A2
jk

(
{µi, κi}i∈J1,mK, λ

)
+ σ2

k

σk

2

.
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The optimization of the cost function J is performed using the derivative-free
new unconstrained optimization algorithm (NEWUOA) [55]. Each parameter
of the DDI model is thus transformed into an unconstrained parameter using
the general transformation p = pmin + pmax (sin(p?) + 1) /2, where p is any
parameter of the DDI model and p? the associated unconstrained parameter.
The value of pmin was set to 0 for all the parameters. The value of pmax was set
to π for the parameters {θi}i∈J1,mK, 2π for {φi}i∈J1,mK, 30 for {κi}i∈J1,mK and
0.005 for λ.

2.2.4 Model Selection

The DDI model also requires a model selection step since the number m of �ber
directions in a voxel is not a priori known. In practice:

� We choose a maximum M of possible �ber directions within a voxel.
� We perform the estimation of the DDI parameters form ∈ {0, 1, 2, . . . ,M}.
� We select the model with minimum corrected Akaike's Information Crite-

rion (AICc) [56]:

AICc(m) = χ2 + 6m+ 2 +
(6m+ 2)(3m+ 2)

n− 3m− 2
,

where χ2 is the minimum value of the cost function J . In essence, this criterion
is a modi�ed version of the original AIC which accounts for the over-�tting
problem that occurs when the AIC is computed from data sets with a too small
sample size n.

3 Results

3.1 Experimental setup

Proposed model has been validated on both synthetic and clinical data. Simu-
lations �rst allowed us to assess its robustness to noise and to draw comparisons
with respect to the standard cylindrical-shaped DTI model and to an ODF-
based method, namely Tensor-ODF [41]. Latter approach, whose implementa-
tion is available on-line, is one of the most recent and accurate ODF models.
It is, in particular and in contrast with classical ODF-based methods, almost
insensitive to the number of acquisition directions.

With the aim to focus on DDI ability to estimate �ber direction(s), we
generated:

� Two datasets, R1 and R2, sampled from DDI model with κ = 12.08 and
λ = 2.1× 10−3 mm2.s−1. In R1, we consider a single �ber direction µ1 =

(1/2,
√

3/2, 0)′, whereas two crossing �ber directions µ1 and µ2 = (1, 0, 0)′

with equal volume fractions are used in R2;

� Four datasets, F1, F21, F22 and F23, are obtained with on-line DW-MR
signal generator of A. Barmpoutis 1, either for a single �ber direction (F1)
or for two �ber directions with equal volume fractions (F21, F22 and F23):

1http://www.cise.u�.edu/ abarmpou/lab/DWMRI.simulator.php
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F1 µ = (

√
2

2
,

√
2

2
, 0)′

F21 (90°)
µ1 = (1, 0, 0)′

µ2 = (0, 1, 0)′

F22 (60°)
µ1 = (1, 0, 0)′

µ2 = (
1

2
,

√
3

2
, 0)′

F23 (45°)
µ1 = (1, 0, 0)′

µ2 = (

√
2

2
,

√
2

2
, 0)′

Each dataset is generated with φ0 = 150, b-value = 1500 s.mm−2 and the
same set of N = 30 MR gradients. In addition, we generated two datasets
F22/15 and F22/200 with same parameters as for F22 but with N = 15 and
N = 200 MR gradients respectively.

After sampling, each dataset is corrupted by a Rician noise for 9 decreasing
SNR mean values ranging from in�nity (no noise) to about 3 (limiting case for
which the Gaussian approximation of the Rice distribution holds). Each noisy
dataset is resampled 20 times so that statistical assessment can be made on the
estimated parameters.

Beside experiments on above synthetic data, we also applied DDI model
on clinical data composed of N = 30 DW-MR images acquired with di�erent
directions and common b-value= 1000s.mm−2, along with a φ0 image (b = 0).
Within these images, we selected an ROI of 12×12 voxels in the corpus callosum
(Fig.3). Experiments on this data aim at showing that the use of the DDI model
is appropriate for plain clinical DW-MR imaging.

3.2 Analysis of the experiments

In this section, all the statistical tests are made using the t-statistics (assuming
unequal variances when two populations are compared), since Shapiro-Wilk test
does not reveal any statistical evidence in favour of non-normality of the data.

In Fig. 1, we illustrate the robustness of DDI to noise. When only one
�ber direction exists (left column), estimated anisotropy κ and di�usivity λ
parameters are not statistically di�erent from their respective ground truths,
for all SNRs, and the angular error on the estimation of the di�usion direction
does not exceed 3.5° at the lowest SNR.

When two �ber directions coexist, the same conclusions can be drawn except
for the two SNRs values, lower than 3, for which Gaussian approximation of
Rician noise fails to hold. The angular error on the estimated directions is
overall larger when two �ber directions must be estimated. However, it does
not exceed 18° at the lowest SNR while other parameters remain statistically
equal to the ground truth.

In Fig. 2, we compare the ability of DDI, DTI and ODF methods to estimate
�ber direction(s). Angular error is computed as the mean angular error of each
estimated di�usion direction(s) with respect to its ground truth.

In presence of a single di�usion direction (graph F1 in Fig.2), the three
methods seem to behave similarly, which is quantitatively con�rmed by statisti-
cal tests (p-value> 0.10, for any SNR). However, when two di�usion directions
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Figure 1: Noise sensitivity of DDI model when estimating: di�usion direction(s)
(1st row), κ (2nd row) and λ (3rd row). Left column: R1 datasets (1 di�usion
direction). Right column: R2 datasets (2 di�usion directions).

are to be estimated (other graphs in Fig.2), the angular error is most of the time
lower with DDI (blue). More precisely, statistical tests allow us to conclude that

� in the situations F21 and F22 where true directions are separated by an
angle of 90° and 60° respectively, DDI estimation outperforms ODF and
DTI ones even for the lowest SNR (p-value< 0.05, for any SNR);

� in the situation F23 where true directions are separated by an angle of 45°,
DDI estimation outperforms the others for SNR≥ 4.5 (p-value< 0.0413),
but all three methods are equivalent for SNR< 4.5 (p-value> 0.05).

Also, in most situations involving two di�usion directions, DDI angular error
increases linearly as the inverse of the SNR (proportional to the noise level
σ) increases whereas ODF angular error seems to increase exponentially. As
expected, DTI , on the other hand, seems to average the di�usion directions.
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We also observe that all three methods seem to converge to an angular error
around 20° as SNR goes to zero.

Finally, when the number of acquisitions varies (last row of Fig.2), ODF an-
gular error remains fairly una�ected. DDI estimation, on the contrary, improves
greatly when the number of acquisitions increases to 200 and degrades when the
number of acquisitions falls to 15. Nonetheless, DDI estimation still outperforms
ODF estimation with only N = 15 acquisitions for SNR≥ 6.5 (p-value< 0.0124).

To conclude the experimental part, we show in Fig.3 results on our real
clinical data. The Fractional Anisotropy (FA) estimated by DTI is color-coded
at each voxel, while arrows indicate DDI estimates (arrow direction represents
estimated di�usion direction and arrow length codes estimated anisotropy). On
this example, we can see that DDI model does a good job at distinguishing
anisotropic regions from isotropic ones while providing a good estimation of the
di�usion direction in the corpus callosum. Note that in voxel at position 2×11,
both DTI and DDI estimate an unlikely anisotropy, but in a more excessive
manner for DTI.

4 Discussion and Conclusion

In this paper, we proposed Di�usion Directions Imaging, a new model of di�u-
sion for DW-MR imaging. At the heart of this model lies a careful modelling
of both direction and amplitude variabilities of water molecules displacements.
These three-dimensional displacements are modelled as a sum of two indepen-
dent random vectors: a constant-length von Mises vector and a tri-dimensional
Gaussian one. We �rst demonstrated that resulting model is well de�ned and
admits a pdf. We then derived a closed-form expression linking measured DW-
MR signals to DDI di�usion parameters.

Simulations on synthetic data demonstrated that di�usion directions esti-
mated by DDI are quite robust to noise. In the worst simulated scenario (60°
2-�bers crossing) the angular error is about 18° on very noisy data (SNR= 1.84)
and is about 7° on more classic data (SNR= 4). The estimation of global
anisotropy and of di�usivity is also very robust to noise: the estimates of these
parameters are statistically di�erent from their ground truth only for SNR< 2.3,
for the same scenarios. We remind that, for such SNR values, Gaussian approx-
imation to the Rician noise does not hold anymore, which impairs our approxi-
mate parameter estimation.

On regions with a single �ber direction, no statistical di�erence has been
shown between DDI, DTI and ODF estimates. As the DTI model we chose for
our experiments is cylindrical-shaped, the number of its parameters turns out
to be the same as for DDI model. This might explain the similar performance.

On regions with two �bers directions though, we demonstrated that DDI
outperforms both DTI and ODF in the estimation of �ber directions. For all
simulated types of crossing (90°, 60° and 45°), DDI estimated directions are
qualitatively more accurate than DTI and ODF ones. The larger the angle
separating the two di�usion directions, the more statistically signi�cant this
di�erence becomes on highly noisy data. Nonetheless, DDI must have an angular
"resolution" of its own (shown to be smaller than the one of DTI or ODF).
Crossing angles below this limit will confuse DDI estimation as well, especially
in high noise regimes.
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Figure 2: Comparison between DDI (blue), DTI (green) and ODF (red) re-
garding the precision of di�usion direction estimation: [First-second row]: for
N = 30 acquisitions, in presence of a single direction (F1) and of a crossing
of two directions with various crossing angles (F21: 90°, F22: 60°, F23: 45°);
[Third row]: in�uence of the number of acquisitions.

Besides quantitative experiments on synthetic data, we also showed the be-
haviour of our approach on real clinical data when estimating �ber directions
in the corpus callosum.

Most of our experiments, either on synthetic data or an clinical data, have
been conducted based on a set of N = 30 gradient directions, which is compati-
ble with clinical protocols. This indicates that DDI could be applied in clinical
routine to get good estimates of �ber direction(s).

We dedicated this paper to the introduction of DDI model and showed its
promising ability to handle multiple �ber directions, in contrast to DTI and ODF
alternatives. As a perspective, we shall focus on its ability to estimate the global
anisotropy and di�usivity. Related to this question, the automatic estimation
of the number of directions to be estimated must be studied. Also, application
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Figure 3: DDI and DTI estimates on real data within corpus callosum. Voxel
color indicates fractional anisotropy estimated by DTI (red stands for high FAs).
Arrows indicate the direction and the concentration of directional di�usion es-
timated by DDI approach.

of DDI on real clinical data with crossing or bifurcating �ber directions will be
investigated.

A Some basic statistical concepts through mea-
sure theory

We can revisit many statistical tools via the measure theory. Indeed, given two
measurable spaces (E1,F1) and (E2,F2), a measurable function h : E1 → E2

and a measure ρ : F1 → [0,+∞], we can de�ne:
� the pushforward measure h ? ρ : F2 → [0,+∞] of ρ induced by h such

that (h ? ρ)(B) = ρ
(
h−1(B)

)
, for any B ∈ F2;

� the real p-dimensional random variable x as a measurable function from
the probability space (Ω,F , P ) to the measurable space (Rp,Bp), where Bp is
the Borel σ-algebra of Rp;

� the probability distribution of the real p-dimensional random variable
x as the pushforward measure of P induced by x;

� the characteristic function ϕx : Rp → C of the real p-dimensional
random variable x such that

ϕx(t) =

∫
Rp
eit
′xd(x ? P )(x) =

∫
Rp
eit
′xdP (x−1(x))

=

∫
Ω

eit
′x(ω)dP (ω) , for any t ∈ Rp .

� the probability density function fx : Rp → [0,+∞] of the real p-
dimensional random variable x as the Radon-Nikodym derivative of its proba-
bility distribution.
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Note that the cf of the real p-dimensional random variable x always exists
whereas its pdf exists if and only if the probability distribution of x is absolutely
continuous wrt the Lebesgue measure. In the latter case, the cf and the pdf are
related by:

ϕx(t) =

∫
Rp

eit
′xfx(x)dx , for any t ∈ Rp .

B The von Mises & Fisher probability distribu-
tion

It is a 4-parameter probability distribution. Here is the list of the notations
used throughout this section:

� A2 = [0, π] × [0, 2π[ is the 2-dimensional space of spherical coordinates;
equipped with its corresponding Borel σ-algebra BA2

, it is a measurable space;
� (θ0, φ0, κ,R) ∈ A2× [0,+∞]×]0,+∞] are the parameters of the von Mises

& Fisher probability distribution Fθ0,φ0,κ,R;
� µ = (sin θ0 cosφ0, sin θ0 sinφ0, cos θ0)′ and the von Mises & Fisher distri-

bution can also be denoted by Fµ,κ,R;
� νµ,κ : BA2

→ [0,+∞] is the measure whose density wrt the Lebesgue
measure reads:

dνµ,κ(θ, φ) =
κ sin θ

4πshκ
exp {κ (µ1 sin θ cosφ

+µ2 sin θ sinφ+ µ3 cos θ)} dθdφ ,
(11)

for any (θ, φ) ∈ A2 so that (A2,BA2
, νµ,κ) is a probability space;

� TR is the real 3-dimensional random variable from (A2,BA2
, νµ,κ) to(

R3,B3

)
such that

TR(θ, φ) = (R sin θ cosφ,R sin θ sinφ,R cos θ)′ , (12)

for any (θ, φ) ∈ A2.
De�nition: The von Mises & Fisher probability distribution is the push-

forward measure Fµ,κ,R of νµ,κ induced by TR: µ (unit vector) is the mean
direction, κ ≥ 0 is the concentration parameter which evaluates the dispersion
of the probability distribution around the mean direction µ and R > 0 is the
radius of the sphere on which the probability distribution has positive value.

Characteristic function: Let u be a real 3-dimensional random variable
following the von Mises & Fisher probability distribution Fµ,κ,R. Then, for any
t ∈ R3, its characteristic function is

ϕu(t;µ, κ,R) =

∫
A2

eit
′TR(θ,φ)dνµ,κ(θ, φ) .

which, combined with Eq.(11), becomes

ϕu(t;µ, κ,R) =
κ

4πshκ

∫
A2

e(iRt+κµ)′T1(θ,φ) sin θdθdφ .

The derivation of this integral is carried out in [57] for the case R = 1. It is
straightforward to generalize the expression for any R > 0:

ϕu(t;µ, κ,R) =
κ

shκ

+∞∑
n=0

zn

(2n+ 1)!
,∀t ∈ R3 ,
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with z = z(t;µ, κ,R) = κ2 −R2‖t‖2 + 2iκRµ′t.
This expression can be simpli�ed by introducing:

α = α(t;µ, κ,R) =

√
Re z + |z|

2
, and ,

β = β(t;µ, κ,R) =
Im z√

2 (Re z + |z|)
,

(13)

provided that these quantities are well-de�ned (Re z + |z| > 0), which leads to:

ϕu(t;µ, κ,R) =
κ

shκ
sin
√
R2‖t‖2 − κ2√

R2‖t‖2 − κ2
, t ∈ Ω ,

κ

shκ
sh (α+ iβ)

α+ iβ
, t /∈ Ω ,

(14)

where Ω =
{
t ∈ R3 s.t. ‖t‖ ≥ κ/R & t ⊥ µ

}
if κ > 0 or Ω = R3 if κ = 0.

Remarks. When κ = 0, the von Mises & Fisher probability distribution
coincides with the uniform probability distribution on the 2-dimensional sphere
of radius R.
Besides, the von Mises & Fisher probability distribution is not absolutely con-
tinuous wrt the Lebesgue measure in R3 as, for example, A2 has null Lebesgue
measure while Fµ,κ,R(A2) = 1. Therefore, it does not admit a pdf on R3.

C Independent sum of a von Mises & Fisher vari-
able and a Gaussian variable

Let w be the independent sum of a von Mises & Fisher random variable u
de�ned on the 2-dimensional sphere of radius R > 0 with pdf given by Eq.(2)
and a Gaussian random variable v de�ned on R3 with pdf given by Eq.(3). The
random variable w admits both a cf and a pdf. For any t ∈ R3, the former is
given by:

ϕw(t;µ, κ,R) = ϕu(t;µ, κ,R)ϕv(t;µ, κ,R) ,

where ϕu(t;µ, κ,R) is given by Eq.(14) and

ϕv(t;µ, κ,R) = e−
R2

2(κ+1) (‖t‖
2+κ(µ′t)2) ,

and, for any w ∈ R3, the latter is given by:

fw(w;µ, κ,R) = c(κ,R)e−
1
2 ((κ+1)w2

⊥+w2
�)

×
∫ 1

−1

e
κ
2 t

2+(κ+w�)tI0

(
(κ+ 1)w⊥

√
1− t2

)
dt ,

where (i) (w�, w⊥) := R−1
(
µ′w,

√
‖w‖2 − (µ′w)2

)
,

(ii) c(κ,R) :=
κ(κ+ 1)

√
2

8π3/2R3sh (κ)
e−

κ+1
2 and (iii) I0 is the zero-th order modi�ed

Bessel function [48], with the convention that µ′w = ‖w‖ for any w ∈ R3 when
κ = 0.
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Proof:
Let Fµ,κ,R, Gµ,κ,R and Hµ,κ,R be the probability distributions of the real

3-dimensional random variables u, v and w respectively. The statistical inde-
pendence of the random variables u and v implies that:

� the characteristic function of w reads ϕw = ϕu+v = ϕuϕv; using the
expression of the cf of the Gaussian random variable [58] ends the proof for ϕw;

� the density of Hµ,κ,R wrt Gµ,κ,R reads

dHµ,κ,R(w) =

∫
R3

dGµ,κ,R(w − u)dFµ,κ,R(u) ,

for anyw ∈ R3; now, Gµ,κ,R is absolutely continuous wrt the Lebesgue measure,
so does Hµ,κ,R. The pdf of w thereby exists and is given, for any w ∈ R3, by

fw(w;µ, κ,R) =

∫
R3

fv(w − u;µ, κ,R)dFµ,κ,R(u) .

Since Fµ,κ,R is a von Mises & Fisher probability distribution, it is the push-
forward measure of νµ,κ de�ned in Eq.(11) induced by the random variable TR
de�ned in Eq.(12). We thus have:

dFµ,κ,R(u) = dνµ,κ
(
T−1
R (u)

)
,∀u ∈ R3 . (15)

Combining Eq.(3), Eq.(11) and Eq.(15), we obtain after some simpli�cations:

fw(w;µ, κ,R) =
c(κ,R)

2π
e−

1
2 ((κ+1)w⊥+w�)

×Q(w;µ, κ,R) ,
(16)

where Q : R3 → R is de�ned as follows:

Q(w;µ, κ,R) :=

∫
A2

e
κ
2 (µ′T1(θ,φ))

2

eκ
(

1−µ
′w
R

)
µ′T1(θ,φ)

× e
κ+1
R w′T1(θ,φ) sin θdθdφ .

The expression of Q, which involves a double integral, can be simpli�ed by
means of Bessel functions [48] to obtain a single-integral formulation:

Q(w;µ, κ,R) = 2π

∫ 1

−1

e
κ
2 t

2+(κ+w�)t

× I0
(

(κ+ 1)w⊥
√

1− t2
)
dt .

(17)

The details of its derivation are quite technical and available upon request of
the reader. We choose not to report them here as they are not essential for the
scope of this work.

Inserting Eq.(17) into Eq.(16) ends the proof for fx.
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