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Adaptive-based Distributed Cooperative Multi-Robot Coverage

Alessandro Renzaglia, Lefteris Doitsidis, Agostino Martinelli and Elias B. Kosmatopoulos

Abstract—In this paper we present a solution to the problem of positioning a team of mobile robots for a surveillance task in a non-convex environment with unknown obstacles. The problem is addressed taking into account several physical and environmental constraints like limited sensor capabilities, obstacle-avoidance, etc. The goal is to maximize the area monitored by the team, by identifying the best configuration of the team members. Due to the non-convex nature of the problem, an analytical solution cannot be obtained. The proposed method is based on a new cognitive-based, adaptive optimization algorithm (CAO). This method allows getting coordinated and scalable controls to accomplish the task. Furthermore, we propose a different formulation of the problem in order to obtain a distributed solution which allows us to consider also limited communication capabilities. Extensive simulations are presented to evaluate the efficiency of the proposed algorithm and to compare centralized and distributed approach.

I. INTRODUCTION

The use of multi-robot teams has gained a lot of attention in recent years. This is due to the extended capabilities that the teams have to offer compared to the use of a single robot for the same task. Robot teams can be used in a variety of mission including: surveillance in hostile environments (i.e. areas contaminated with biological, chemical or even nuclear wastes), environmental monitoring (i.e. air quality monitoring, forest monitoring) and law enforcement missions (i.e. border patrol), etc. In all the aforementioned tasks the positioning of limited resources (robots) to maximize the area monitored is the key issue. This can be achieved by optimizing the way that the robots are deployed so that the area monitored by each team member is maximized and at the same time the overlap of these areas is minimized.

Furthermore, in every multi-robot systems, a distributed approach is desirable for several fundamental reasons. The most important are failure of the central station and limited communication capabilities. In a very common scenario each robot has no global knowledge about the surrounding environment or about the group as whole. So, the global behavior of the team can be seen as the sum of the local actions taken by its members, which sense their immediate environment, communicate with their neighbors, process the information gathered and move according to it. As far as it concerns the optimal coverage using a team of robots, two problems have been identified and formally approached up to now, both by introducing a suitable optimization function. The first problem deals with the optimal arrangement of the team members, so that for every point in the area to be covered, the closest robot is as close as possible to that point. This corresponds to the exigency of having the possibility to intervene as fast as possible, in all the points of the area with at least one robot. In this case, the corresponding cost function which will be minimized depends on the distance of the robots from the points of the area to be covered. The second problem deals with the maximization of the area monitored by a team of robots using vision sensors. In this case, a point is considered monitored as long as it is in the field of view of at least one vision sensor.

Both problems can be solved in very special situations, i.e when the environment is convex and without obstacles, which is not the case in the majority of real scenarios. Regarding the second problem, the visibility of a given point is often assumed to be independent of the distance of the point from the robot, which is unrealistic since the performance of the optical sensors decreases with the distance. There are cases that when a point is in the field of view of a vision sensor, it can not be monitored because its distance is larger than a given threshold (the value of this threshold depends on many factors, e.g. the resolution of the adopted vision sensor).

Several approaches have been proposed in the literature considering the first problem previously described. In [1], the authors present a controller for the coverage with a team of mobile robots in a convex environment, i.e. without obstacles, based on the Voronoi partition. A similar approach, for a convex environment, is proposed in [2], where additionally the robots estimate a function indicating the relative importance of different areas in the environment, using information from the sensors. An approach for non-convex regions is proposed in [3]. In this work the Voronoi partition is obtained by using the geodesic distance instead of the Euclidean one taking into account the particular topology of the problem. A possible solution for environments with obstacles is proposed also in [4]: the idea is to combine the classical Voronoi coverage and the local path planning algorithm TangentBug.

As far as it concerns the second problem previously described, different solutions have been proposed in the literature. In [5] the authors propose a gradient-based algorithm for the case of a single robot case. In [6], an approach for the multi-robot problem based on the assumption that the
environment is simply connected is presented. The visibility problem is also related with the Art Gallery Problem, where the goal is to find the optimum number of guards so that each point of the environment is visible by at least one guard [15].

All the aforementioned solutions are based on the hypothesis that a given point can be monitored regardless of its distance from the vision sensor.

In this paper we propose a distributed and scalable algorithm to maximize the monitored areas in a 2D non-convex environment, even if it is unknown\(^1\), by using a team of mobile robots. In particular, we consider the second problem previously mentioned by also accounting a maximum distance in the region visible from a vision sensor. The centralized version of the proposed method has been considered in [7], [8]. To the best of our knowledge this problem has never been approached by following a distributed and coordinated control strategy. On the other hand, an incremental deployment algorithm can be found in [14]. Our goal is to approach this problem by introducing a learning strategy able to provide a coordinated control algorithm for all the team members. In particular, the proposed approach is based on the Cognitive-based Adaptive Optimization (CAO) methodology. The CAO methodology, which was recently introduced in [10], [11], possesses the capability of being able to efficiently handle optimization problems for which an analytical form of the function to be optimized is unknown, but the function is available for measurement at each iteration of the algorithm employed to optimize it. As a result, it perfectly suits for multi-robot optimal coverage in non-convex environments, where the analytical form of the function to be optimized is unknown but the function is available for measurement (through the robots’ sensors) for each multi-robot configuration. The CAO approach extends the popular Simultaneous Perturbation Stochastic Approximation (SPSA) algorithm [12].

The difference between the SPSA and the CAO approach is that SPSA employs an approximation of the gradient of an appropriate cost function using only the most recent experiments, while the CAO approach employs linear-in-the-parameters approximators that incorporate information of a user specified time window of the past experiments together with the concept of candidate perturbations for efficiently optimizing the unknown function.

It is finally mentioned that the CAO or the SPSA do not create an approximation or estimation of the obstacles location and geometry; instead, they on-line produce a local approximation of the unknown cost function to optimize. For this reason, they require simple, and thus scalable, approximation schemes to be employed.

This paper is organized as follows. In the next section we describe the stochastic optimization approach used in this work, the CAO algorithm, and how it is applicable to a generic coverage-like problem. Then, in section III, we show explicitly the proposed solution based on the CAO algorithm, before for the standard centralized problem and then for the proposed distributed version. Finally, in section IV, we present the results of the numerical simulations.

II. THE COGNITIVE-BASED ADAPTIVE OPTIMIZATION APPROACH

The Cognitive-based Adaptive Optimization (CAO) approach [9]-[11] was originally developed and analyzed for the optimization of functions for which an explicit form is unknown but their measurements are available as well as for the adaptive fine-tuning of large-scale nonlinear control systems. In this section, we will describe how the CAO approach can be appropriately adapted and extended so that it is applicable to the problem of multi-robot coverage. More explicitly, let us consider the problem where \( M \) robots are involved in a coverage task, attempting to maximize a given coverage criterion. Apparently, the coverage criterion is a function of the robots’ positions or poses (positions and orientations), i.e.

\[
J_k = \mathcal{J} \left( x_k^{(1)}, \ldots, x_k^{(M)} \right)
\]

where \( k = 0, 1, 2, \ldots \) denotes the time-index, \( J_k \) denotes the value of the coverage criterion at the \( k \)-th time-step, \( x_k^{(1)}, \ldots, x_k^{(M)} \) denote the position vectors of robots \( 1, \ldots, M \), respectively, and \( \mathcal{J} \) is a nonlinear function which depends – apart from the robots’ positions – on the particular environment where the robots live; for instance, in the 2D case the function \( \mathcal{J} \) depends on the location of the various obstacles that are present, while in the 3D case with flying robots monitoring a terrain, the function \( \mathcal{J} \) depends on the particular terrain morphology.

Due to the dependence of the function \( \mathcal{J} \) on the particular environment characteristics, the explicit form of the function \( \mathcal{J} \) is not known in most practical situations; as a result, standard optimization algorithms (e.g. steepest descent) are not applicable to the problem in hand. However, in most practical cases – like the one treated in this paper – the current value of the coverage criterion can be estimated from the robots’ sensor measurements. In other words, at each time-step \( k \), an estimate of \( J_k \) is available through robots’ sensor measurements,

\[
J_k^n = \mathcal{J} \left( x_k^{(1)}, \ldots, x_k^{(M)} \right) + \xi_k
\]

where \( J_k^n \) denotes the estimate of \( J_k \) and \( \xi_k \) denotes the noise introduced in the estimation of \( J_k \) due to the presence of noise in the robots’ sensors. Please note that, although it is natural to assume that the noise sequence \( \xi_k \) is a stochastic zero-mean signal, it is not realistic to assume that it satisfies the typical Additive White Noise Gaussian (AWNG) property even if the robots’ sensor noise is AWNG: as \( \mathcal{J} \) is a nonlinear function of the robots’ positions (and thus of the robots’ sensor measurements), the AWNG property is typically lost. Apart from the problem of dealing with a criterion for which an explicit form is not known, efficient robot coverage algorithms have additionally to deal with the problem of restricting the robots’ positions so that obstacle avoidance

\(^1\)In this case each robot has to be equipped also with range sensors in order to get metric information from the environment (as it has been done in the past when the environment is unknown [6], [14]).
as well as robot formation constraints are met. In other words, at each time-instant $k$, the vectors $x_k^{(i)}$, $i = 1, \ldots, M$ should satisfy a set of constraints which, in general, can be represented as follows:

$$\mathcal{C} \left( x_k^{(1)}, \ldots, x_k^{(M)} \right) \leq 0 \quad (3)$$

where $\mathcal{C}$ is a set of nonlinear functions of the robots’ positions. As in the case of $\mathcal{J}$, the function $\mathcal{C}$ depends on the particular environment characteristics (e.g. location of obstacles, terrain morphology) and an explicit form may be not known in many practical situations; however, it is natural to assume that the coverage algorithm is provided with information whether a particular selection of robots’ positions satisfies or violates the set of constraints (3).

Given the mathematical description presented above, the multi-robot coverage problem can be mathematically described as the problem of moving $x_k^{(1)}, \ldots, x_k^{(M)}$ to a set of positions that solves the following constrained optimization problem:

$$\text{maximize} \quad (1)$$

$$\text{subject to} \quad (3). \quad (4)$$

As already noticed, the difficulty in solving – in real-time and in real-life situations – the constrained optimization problem (4) lies in the fact that explicit forms for the functions $\mathcal{J}$ and $\mathcal{C}$ are not available. To circumvent this difficulty, the CAO approach is adopted – appropriately modified to be applicable to the problem in hand – which is capable of efficiently dealing with optimization problems for which the explicit forms of the objective function and constraints are not known, but noisy measurements/estimates of these functions are available at each time-step. Next we describe the CAO approach as applied to the multi-robot coverage problem described above.

As a first step, the CAO approach makes use of function approximators for the estimation of the unknown objective function $\mathcal{J}$ at each time-instant $k$ according to

$$\hat{J}_k \left( x_k^{(1)}, \ldots, x_k^{(M)} \right) = \hat{v_k} \phi \left( x_k^{(1)}, \ldots, x_k^{(M)} \right). \quad (5)$$

Here $\hat{J}_k \left( x_k^{(1)}, \ldots, x_k^{(M)} \right)$ denotes the approximation/estimation of $\mathcal{J}$ generated at the $k$-th time-step, $\phi$ denotes the nonlinear vector of $L$ regressor terms, $\hat{v_k}$ denotes the vector of parameter estimates calculated at the $k$-th time-instant and $L$ is a positive user-defined integer denoting the size of the function approximator (5). The parameter estimation vector $\hat{v_k}$ is calculated according to

$$\hat{v_k} = \arg\min_{\hat{v}} \frac{1}{2} \sum_{\ell=1}^{\ell_k} \left( J^\ell_k - \hat{v}^T \phi \left( x_k^{\ell(1)}, \ldots, x_k^{\ell(M)} \right) \right)^2 \quad (6)$$

where $\ell_k = \max\{0, k-L-T_k\}$ with $T_k$ being a user-defined nonnegative integer. Standard least-squares optimization algorithms can be used for the solution of (6).

Remark 1: In order for the proposed methodology to guarantee with efficient performance, special attention has to be paid in the selection of the regressor vector $\phi$. Polynomial or polynomial-like regressor vectors as well as sigmoidal regressor vectors can be employed for the construction of $\phi$. The particular choice adopted in this paper is described in section III. See [9]-[11] for more details on the design considerations for the regressor vector.

As soon as the estimator $\hat{J}_k$ is constructed according to (5), (6), the set of new robots’ positions is selected as follows: firstly, a set of $N$ candidate robots’ positions is constructed according to

$$x_k^{1,j} = x_k^{(i)} + \alpha_k \xi_k^{i,j}, i \in \{1, \ldots, M\}, j \in \{1, \ldots, N\}, \quad (7)$$

where $\xi_k^{i,j}$ is a zero-mean, unity-variance random vector with dimension equal to the dimension of $x_k^{(i)}$ and $\alpha_k$ is a positive real sequence which satisfies the conditions:

$$\lim_{k \to \infty} \alpha_k = 0, \quad \sum_{k=1}^{\infty} \alpha_k = \infty, \quad \sum_{k=1}^{\infty} \alpha_k^2 < \infty. \quad (8)$$

Among all $N$ candidate new positions $x_k^{1,j}, \ldots, x_k^{M,j}$, the ones that correspond to non-feasible positions – i.e. the ones that violate the constraints (3) – are neglected and then the new robots’ positions are calculated as follows:

$$\left[ x_k^{1}, \ldots, x_k^{M} \right] = \arg\max_j \hat{J}_k \left( x_k^{1,j}, \ldots, x_k^{M,j} \right) \quad j \in \{1, \ldots, N\}$$

$$x_k^{1,j} \text{ not neglected}$$

The idea behind the above logic is simple: at each time-instant a set of many candidate new robots’ positions is generated and the candidate – among the ones that provide with a feasible solution – that provides the “best” estimated value $\hat{J}_k$ of the coverage criterion is selected as the new set of robots’ positions. The random choice for the candidates is essential and crucial for the efficiency of the algorithm, as such a choice guarantees that $\hat{J}_k$ is a reliable and accurate estimate for the unknown function $\mathcal{J}$; see [10], [11] for more details. On the other hand, the choice of a slowly decaying sequence $\alpha_k$ – a typical choice of adaptive gains in stochastic optimization algorithms, see e.g. [13] – is essential for “filtering out” the effects of the noise term $\xi_k$ [cf. (2)]. The next theorem summarizes the properties of the CAO algorithm described above; it has to be emphasized that the proof of this theorem is among the same lines as the main results of [10], [11]:

**Theorem 1:** Let $x^{(1)}, \ldots, x^{(M')}$ denote any – local – minimum of the constrained optimization problem (4). Assume also that the functions $\mathcal{J}, \mathcal{C}$ are either continuous or discontinuous with a finite number of discontinuities. Then, the CAO-based multi-robot coverage algorithm as described above guarantees that the robots’ positions $x_k^{(1)}, \ldots, x_k^{(M')}$ will converge to one of the local minima $x^{(1)}, \ldots, x^{(M')}$ with probability 1, provided that the size $L$ of the regressor vector $\phi$ is larger than a lower bound $L$.

$^2$Here, $N$ is a sufficiently large user-defined positive integer; typically it suffices to choose $N \in \{20, \ldots, 30\}$.
III. THE PROPOSED CAO-BASED SOLUTION

The objective of this work is to maximize the monitored area in a given region by using a team of mobile robots, without any assumption on the topology of the environment. We can mathematically define the problem in the following way. Let us consider a planar non-convex environment and let \( \Omega \) be the region accessible by the robots. Let \( \mathcal{P} = \{ x_k^{(i)} \}_{i=1}^{M} \) denote the position of the \( M \) robots at the time step \( k \) and \( C = \{ r_i \}_{i=1}^{M} \) the maximum distances of monitoring for the \( i-th \) robot. In our approach, we consider the monitoring of a point \( q \in \Omega \) a binary function

\[
f(q, P; C) = \begin{cases} 1 & \text{if } q \text{ is monitored} \\ 0 & \text{otherwise} \end{cases} \tag{9}
\]

Let us assume that a robot can monitor the points which satisfy both the following conditions:

- are connected by a line-of-sight with it;
- are at a distance smaller than a given threshold value.

In this paper we consider only the omnidirectional case for simplicity’s sake, but a limited monitoring field of view is easy to take into account (see [8]).

Thus, we can define the cost function \( J \) as follows:

\[
J(\mathcal{P}; C) = \frac{1}{V} \int_{\Omega} f(q, P; C) dq \tag{10}
\]

where \( V = \int_{\Omega} dq \). Obviously, this is only an implicit expression of the cost function and it is impossible to get an explicit form because of the dependency on the particular environment. However, as explained in the previous section, we just need the numerical value of the cost function for each time step and not its explicit expression. This is the key advantage of CAO which does not require an a priori knowledge of the environment.

A fundamental point for a good behavior of the algorithm is an appropriate choice of the form of the regressor vector \( \phi \), introduced in equation (5). Several different choices for its explicit expression are admissible. However, for the particular application treated in this paper, it was found that it suffices to choose a third-order polynomial regressor vector (for more details see [8]).

Once the regressor vector \( \phi \) has been set and once the values of the cost function (10) are available for measurement at each time step, it is possible to find at each time step the vector of parameter estimates \( \theta_k \) and thus the approximation of the cost function \( J_k \). The other important choice in order to assure the convergence of the algorithm is the expression of the sequence \( \alpha_k \), defined in equation (7). A typical choice for such a sequence is given by

\[
\alpha_k = \frac{c}{(k+1)\eta} \tag{11}
\]

where \( c \) is a positive user-defined constant and \( \eta \in (0, 0.5) \).

Remark 2: Please note that the CAO algorithm’s computational requirements are dominated by the requirement for solving the least-squares problem (6). As the number of free parameters in this optimization problem is \( L \), most popular algorithms for solving least-squares problems have – in the worst case – \( \mathcal{O}(L^3) \) complexity (polynomial complexity with respect to \( L \)). For a realistic situation where 3-5 robots are employed for optimal coverage, our simulation investigations indicate that a “good” value for \( L \) is around 20.

A. Distributed algorithm

As already mentioned, the advantages of a distributed solution are several and of crucial importance for a practical application. Even if the optimization function (10), which we want to maximize, depends on all the state vector’s variables, it is reasonable to think that the coverage problem could be expressed in a decentralized way. Indeed, the aim of each robot is to deploy itself in order to minimize the overlapping of its field of view with the obstacles of the environment and the fields of view of the other robots. In other words, for each robot the problem is like maximizing the surface monitored while it is moving in an environment with both static obstacles and dynamic obstacles, which are the fields of view of the other robots (see fig. 1). In practice, we can write the new optimization function for the robot \( i \) as follows:

\[
J_i(\mathcal{P}) = V_i - \sum_{j \neq i} V_i \bigcap V_j , \tag{12}
\]

where \( V_j \) is the total area monitored by the \( j-th \) robot.

In other words, instead of a single cost function, the problem is now characterized by \( N \) cost functions, being \( N \) the number of robots. The CAO approach is adopted to independently maximize each optimization function. In particular, each function will be characterized by a different approximator. Then the CAO approach will perform the optimization by only perturbing the position of the relative robot, while the others are considered static.

It is important to note that at each time step this new single-robot optimization function depends only on the position of the robots which have an overlapping field of view, which may be identified as the neighbors. However, to obtain the approximator, the CAO algorithm uses all the data stored...
and so it is necessary to consider also robots that have been neighbors in past time steps.

The proposed distributed method can also account communication constraints. Indeed, each robot has to know only the real positions of the other robots when they are neighbors. For robots which are not neighbors, i.e. for the robots whose monitored area does not overlap with the area of the considered robot, knowing the actual positions is unnecessary. Practically, the considered robot generates for them fictitious regular trajectories. These false positions do not influence the construction of the approximator because it does not depend on them. Therefore, every robot has to communicate only with its neighbors and even if there is a failure in this communication the algorithm continues to work.

IV. SIMULATIONS

To evaluate the efficiency of the proposed algorithm, several simulations with varying number of robots and different monitoring constraints, have been performed in a variety of environments. We show the results of the simulations comparing the performance of the centralized approach (i.e. the one which maximizes (10) by simultaneously perturbing the whole state vector) and the distributed approach introduced in section III-A. The teams are considered to be homogeneous since the maximum distance of monitoring for each robot is the same, although it is not the same in all simulated scenarios. This assumption has been made for simplification purposes and easier comprehension of the results.

Fig. 2(a) shows a typical scenario in which four robots have to cover a nonconvex environment. The behaviour of the cost function during the task is shown in fig. 2(b). It is possible to see that the final deployment is such that the team is able to monitor the whole environment. For further results on the centralized approach, even considering a limited monitoring field of view for each robot, see [8].

Now we want to show that it is possible to obtain the same results achieved with the centralized algorithm by using the distributed solution. In fig. 3(a) there is the result obtained starting from the same configuration than for the centralized case previously presented. It is worth to note that, as it can be seen in fig. 3(b), the time of convergence can be even less than for the previous approach.

In the last proposed simulation (fig. 4) the team is composed by six robots with a monitoring radius of \( r = 3 \text{m} \) and the environment has a different topology. Also in this case the team is able to find a final configuration which allows monitoring almost all the free space and the distributed algorithm is faster to converge (see fig. 4(b)).

V. CONCLUSION AND FUTURE WORK

A new method for obtaining distributed and scalable multi-robot controls for a cooperative surveillance problem, in a 2D non-convex environment with unknown obstacles has been proposed. The goal is to maximize the area monitored by all the robots through their visual sensors. The optimization problem is solved by using a new stochastic method: the cognitive-based adaptive optimization algorithm.

The proposed approach has the following key advantages with respect to previous works:

- it can solve the problem in a distributed way;
- it does not require any a priori knowledge on the environment;
- it works in any environment, without the necessity to make assumptions about its topology;
- it can incorporate any kind of constraints, for instance regarding a possible existing threshold on the maximum distance on the monitored region;
- it does not require a knowledge about these constraints since they are learnt during the task execution;
- its complexity is low allowing real time implementations.

The advantages of the proposed methodology make it suitable for real implementations and the results obtained through numerical simulations give us the motivation to adopt the CAO also in other frameworks. We are also
interested in extending the problem to the 3D case to develop a strategy for the surveillance of urban-like environments with a MAV swarm.
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